
2 Heat Equation

2.1 Derivation

Ref: Strauss, Section 1.3.
Below we provide two derivations of the heat equation,

ut − kuxx = 0 k > 0. (2.1)

This equation is also known as the diffusion equation.

2.1.1 Diffusion

Consider a liquid in which a dye is being diffused through the liquid. The dye will move
from higher concentration to lower concentration. Let u(x, t) be the concentration (mass per
unit length) of the dye at position x in the pipe at time t. The total mass of dye in the pipe
from x0 to x1 at time t is given by

M(t) =

∫ x1

x0

u(x, t) dx.

Therefore,
dM

dt
=

∫ x1

x0

ut(x, t) dx.

By Fick’s Law,
dM

dt
= flow in− flow out = kux(x1, t)− kux(x0, t),

where k > 0 is a proportionality constant. That is, the flow rate is proportional to the
concentration gradient. Therefore,

∫ x1

x0

ut(x, t) dx = kux(x1, t)− kux(x0, t).

Now differentiating with respect to x1, we have

ut(x1, t) = kuxx(x1, t).

Or,
ut = kuxx.

This is known as the diffusion equation.

2.1.2 Heat Flow

We now give an alternate derivation of (2.1) from the study of heat flow. Let D be a region
in Rn. Let x = [x1, . . . , xn]T be a vector in Rn. Let u(x, t) be the temperature at point x,
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time t, and let H(t) be the total amount of heat (in calories) contained in D. Let c be the
specific heat of the material and ρ its density (mass per unit volume). Then

H(t) =

∫

D

cρu(x, t) dx.

Therefore, the change in heat is given by

dH

dt
=

∫

D

cρut(x, t) dx.

Fourier’s Law says that heat flows from hot to cold regions at a rate κ > 0 proportional to
the temperature gradient. The only way heat will leave D is through the boundary. That
is,

dH

dt
=

∫

∂D

κ∇u · n dS.

where ∂D is the boundary of D, n is the outward unit normal vector to ∂D and dS is the
surface measure over ∂D. Therefore, we have

∫

D

cρut(x, t) dx =

∫

∂D

κ∇u · n dS.

Recall that for a vector field F , the Divergence Theorem says
∫

∂D

F · n dS =

∫

D

∇ · F dx.

(Ref: See Strauss, Appendix A.3.) Therefore, we have
∫

D

cρut(x, t) dx =

∫

D

∇ · (κ∇u) dx.

This leads us to the partial differential equation

cρut = ∇ · (κ∇u).

If c, ρ and κ are constants, we are led to the heat equation

ut = k∆u,

where k = κ/cρ > 0 and ∆u =
∑n

i=1 uxixi
.

2.2 Heat Equation on an Interval in R
2.2.1 Separation of Variables

Consider the initial/boundary value problem on an interval I in R,




ut = kuxx x ∈ I, t > 0
u(x, 0) = φ(x) x ∈ I
u satisfies certain BCs.

(2.2)

In practice, the most common boundary conditions are the following:
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1. Dirichlet (I = (0, l)) : u(0, t) = 0 = u(l, t).

2. Neumann (I = (0, l)) : ux(0, t) = 0 = ux(l, t).

3. Robin (I = (0, l)) : ux(0, t)− a0u(0, t) = 0 and ux(l, t) + alu(l, t) = 0.

4. Periodic (I = (−l, l)): u(−l, t) = u(l, t) and ux(−l, t) = ux(l, t).

We will give specific examples below where we consider some of these boundary condi-
tions. First, however, we present the technique of separation of variables. This technique
involves looking for a solution of a particular form. In particular, we look for a solution of
the form

u(x, t) = X(x)T (t)

for functions X, T to be determined. Suppose we can find a solution of (2.2) of this form.
Plugging a function u = XT into the heat equation, we arrive at the equation

XT ′ − kX ′′T = 0.

Dividing this equation by kXT , we have

T ′

kT
=

X ′′

X
= −λ.

for some constant λ. Therefore, if there exists a solution u(x, t) = X(x)T (t) of the heat
equation, then T and X must satisfy the equations

T ′

kT
= −λ

X ′′

X
= −λ

for some constant λ. In addition, in order for u to satisfy our boundary conditions, we need
our function X to satisfy our boundary conditions. That is, we need to find functions X
and scalars λ such that {

−X ′′(x) = λX(x) x ∈ I
X satisfies our BCs.

(2.3)

This problem is known as an eigenvalue problem. In particular, a constant λ which
satisfies (2.3) for some function X, not identically zero, is called an eigenvalue of −∂2

x for
the given boundary conditions. The function X is called an eigenfunction with associated
eigenvalue λ.

Therefore, in order to find a solution of (2.2) of the form u(x, t) = X(x)T (t) our first goal
is to find all solutions of our eigenvalue problem (2.3). Let’s look at some examples below.

Example 1. (Dirichlet Boundary Conditions) Find all solutions to the eigenvalue problem

{ −X ′′ = λX 0 < x < l
X(0) = 0 = X(l).

(2.4)
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Any positive eigenvalues? First, we check if we have any positive eigenvalues. That is, we
check if there exists any λ = β2 > 0. Our eigenvalue problem (2.4) becomes

{
X ′′ + β2X = 0 0 < x < l
X(0) = 0 = X(l).

The solutions of this ODE are given by

X(x) = C cos(βx) + D sin(βx).

The boundary condition
X(0) = 0 =⇒ C = 0.

The boundary condition

X(l) = 0 =⇒ sin(βl) = 0 =⇒ β =
nπ

l
n = 1, 2, . . . .

Therefore, we have a sequence of positive eigenvalues

λn =
(nπ

l

)2

with corresponding eigenfunctions

Xn(x) = Dn sin
(nπ

l
x
)

.

Is zero an eigenvalue? Next, we look to see if zero is an eigenvalue. If zero is an eigenvalue,
our eigenvalue problem (2.4) becomes

{
X ′′ = 0 0 < x < l
X(0) = 0 = X(l).

The general solution of the ODE is given by

X(x) = C + Dx.

The boundary condition
X(0) = 0 =⇒ C = 0.

The boundary condition
X(l) = 0 =⇒ D = 0.

Therefore, the only solution of the eigenvalue problem for λ = 0 is X(x) = 0. By definition,
the zero function is not an eigenfunction. Therefore, λ = 0 is not an eigenvalue.

Any negative eigenvalues? Last, we check for negative eigenvalues. That is, we look for an
eigenvalue λ = −γ2. In this case, our eigenvalue problem (2.4) becomes

{
X ′′ − γ2X = 0 0 < x < l
X(0) = 0 = X(l).
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The solutions of this ODE are given by

X(x) = C cosh(γx) + D sinh(γx).

The boundary condition
X(0) = 0 =⇒ C = 0.

The boundary condition
X(l) = 0 =⇒ D = 0.

Therefore, there are no negative eigenvalues.
Consequently, all the solutions of (2.4) are given by

λn =
(nπ

l

)2

Xn(x) = Dn sin
(nπ

l
x
)

n = 1, 2, . . . .

¦
Example 2. (Periodic Boundary Conditions) Find all solutions to the eigenvalue problem

{ −X ′′ = λX −l < x < l
X(−l) = X(l), X ′(−l) = X ′(l).

(2.5)

Any positive eigenvalues? First, we check if we have any positive eigenvalues. That is, we
check if there exists any λ = β2 > 0. Our eigenvalue problem (2.5) becomes

{
X ′′ + β2X = 0 −l < x < l
X(−l) = X(l), X ′(−l) = X ′(l).

The solutions of this ODE are given by

X(x) = C cos(βx) + D sin(βx).

The boundary condition

X(−l) = X(l) =⇒ D sin(βl) = 0 =⇒ D = 0 or β =
nπ

l
.

The boundary condition

X ′(−l) = X ′(l) =⇒ Cβ sin(βl) = 0 =⇒ C = 0 or β =
nπ

l
.

Therefore, we have a sequence of positive eigenvalues

λn =
(nπ

l

)2

with corresponding eigenfunctions

Xn(x) = Cn cos
(nπ

l
x
)

+ Dn sin
(nπ

l
x
)

.
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Is zero an eigenvalue? Next, we look to see if zero is an eigenvalue. If zero is an eigenvalue,
our eigenvalue problem (2.5) becomes

{
X ′′ = 0 −l < x < l
X(−l) = X(l), X ′(−l) = X ′(l).

The general solution of the ODE is given by

X(x) = C + Dx.

The boundary condition
X(−l) = X(l) =⇒ D = 0.

The boundary condition

X ′(−l) = X ′(l) is automatically satisfied if D = 0.

Therefore, λ = 0 is an eigenvalue with corresponding eigenfunction

X0(x) = C0.

Any negative eigenvalues? Last, we check for negative eigenvalues. That is, we look for an
eigenvalue λ = −γ2. In this case, our eigenvalue problem (2.5) becomes

{
X ′′ − γ2X = 0 −l < x < l
X(−l) = X(l), X ′(−l) = X ′(l).

The solutions of this ODE are given by

X(x) = C cosh(γx) + D sinh(γx).

The boundary condition

X(−l) = X(l) =⇒ D sinh(γl) = 0 =⇒ D = 0.

The boundary condition

X ′(−l) = X ′(l) =⇒ Cγ sinh(γl) = 0 =⇒ C = 0.

Therefore, there are no negative eigenvalues.
Consequently, all the solutions of (2.5) are given by

λn =
(nπ

l

)2

Xn(x) = Cn cos
(nπ

l
x
)

+ Dn sin
(nπ

l
x
)

n = 1, 2, . . .

λ0 = 0 X0(x) = C0.

¦
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Now that we have done a couple of examples of solving eigenvalue problems, we return to
using the method of separation of variables to solve (2.2). Recall that in order for a function
of the form u(x, t) = X(x)T (t) to be a solution of the heat equation on an interval I ⊂ R
which satisfies given boundary conditions, we need X to be a solution of the eigenvalue
problem, {

X ′′ = −λX x ∈ I
X satisfies certain BCs

for some scalar λ and T to be a solution of the ODE

−T ′ = kλT.

We have given some examples above of how to solve the eigenvalue problem. Once we have
solved the eigenvalue problem, we need to solve our equation for T . In particular, for any
scalar λ, the solution of the ODE for T is given by

T (t) = Ae−kλt

for an arbitrary constant A. Therefore, for each eigenfunction Xn with corresponding eigen-
value λn, we have a solution Tn such that the function

un(x, t) = Tn(t)Xn(x)

is a solution of the heat equation on the interval I which satisfies our boundary conditions.
Note that we have not yet accounted for our initial condition u(x, 0) = φ(x). We will look at
that next. First, we remark that if {un} is a sequence of solutions of the heat equation on I
which satisfy our boundary conditions, than any finite linear combination of these solutions
will also give us a solution. That is,

u(x, t) ≡
N∑

n=1

un(x, t)

will be a solution of the heat equation on I which satisfies our boundary conditions, assuming
each un is such a solution. In fact, one can show that an infinite series of the form

u(x, t) ≡
∞∑

n=1

un(x, t)

will also be a solution of the heat equation, under proper convergence assumptions of this
series. We will omit discussion of this issue here.

2.2.2 Satisfying our Initial Conditions

We return to trying to satisfy our initial conditions. Assume we have found all solutions of
our eigenvalue problem. We let {Xn} denote our sequence of eigenfunctions and {λn} denote
our sequence of eigenvalues. Then for each λn, we have a solution Tn of our equation for T .
Let

u(x, t) =
∑

n

Xn(x)Tn(t) =
∑

n

AnXn(x)e−kλnt.
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Our goal is to choose An appropriately such that our initial condition is satisfied. In partic-
ular, we need to choose An such that

u(x, 0) =
∑

n

AnXn(x) = φ(x).

In order to find An satisfying this condition, we use the following orthogonality property of
eigenfunctions.

First, we make some definitions. For two real-valued functions f and g defined on Ω,

〈f, g〉 =

∫

Ω

f(x)g(x) dx

is defined as the L2 inner product of f and g on Ω. The L2 norm of f on Ω is defined as

||f ||2L2(Ω) = 〈f, f〉 =

∫

Ω

|f(x)|2 dx.

We say functions f and g are orthogonal on Ω ⊂ Rn if

〈f, g〉 =

∫

Ω

f(x)g(x) dx = 0.

We say boundary conditions are symmetric if

[f ′(x)g(x)− f(x)g′(x)]|x=b
x=a = 0

for all functions f and g satisfying the boundary conditions.

Lemma 3. Consider the eigenvalue problem (2.3) with symmetric boundary conditions. If
Xn, Xm are two eigenfunctions of (2.3) with distinct eigenvalues, then Xn and Xm are or-
thogonal.

Proof. Let I = [a, b].

λn

∫ b

a

Xn(x)Xm(x) dx = −
∫ b

a

X ′′
n(x)Xm(x) dx

=

∫ b

a

X ′
n(x)X ′

m(x) dx− X ′
n(x)Xm(x)|x=b

x=a

= −
∫ b

a

Xn(x)X ′′
m(x) dx + [Xn(x)X ′

m(x)−X ′
n(x)Xm(x)]|x=b

x=a

= −λm

∫ b

a

Xn(x)Xm(x) dx,

using the fact that the boundary conditions are symmetric. Therefore,

(λn − λm)

∫ b

a

Xn(x)Xm(x) dx = 0,
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but λn 6= λm because the eigenvalues are assumed to be distinct. Therefore,

∫ b

a

Xn(x)Xm(x) dx = 0,

as claimed.

We can use this lemma to find coefficients An such that
∑

n

AnXn(x) = φ(x).

In particular, multiplying both sides of this equation by Xm for a fixed m and integrating
over I, we have

Am 〈Xm, Xm〉 = 〈Xm, φ〉 ,
which implies

Am =
〈Xm, φ〉
〈Xm, Xm〉 .

Example 4. (Dirichlet Boundary Conditions) In the case of Dirichlet boundary conditions
on the interval [0, l], we showed earlier that our eigenvalues and eigenfunctions are given by

λn =
(nπ

l

)2

, Xn(x) = sin
(nπ

l
x
)

n = 1, 2, . . . .

Our solutions for Tn are given by

Tn(t) = Ane
−kλnt = Ane

−k(nπ/l)2t.

Now let

u(x, t) =
∞∑

n=1

Xn(x)Tn(t) =
∞∑

n=1

An sin
(nπ

l
x
)

e−k(nπ/l)2t.

Using the fact that Dirichlet boundary conditions are symmetric (check this!), our coef-
ficients Am are given by

Am =
〈Xm, φ〉
〈Xm, Xm〉 =

∫ l

0
sin (mπx/l) φ(x) dx∫ l

0
sin2(mπx/l) dx

=
2

l

∫ l

0

sin
(mπ

l
x
)

φ(x) dx.

Therefore, the solution of (2.2) on the interval I = [0, l] with Dirichlet boundary condi-
tions is given by

u(x, t) =
∞∑

n=1

An sin
(nπ

l
x
)

e−k(nπ/l)2t

where

An =
2

l

∫ l

0

sin
(nπ

l
x
)

φ(x) dx.

¦
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Example 5. (Periodic Boundary Conditions) In the case of periodic boundary conditions
on the interval [−l, l], we showed earlier that our eigenvalues and eigenfunctions are given
by

λn =
(nπ

l

)2

, Xn(x) =





cos
(nπ

l
x
)

sin
(nπ

l
x
) n = 1, 2, . . .

λ0 = 0, X0(x) = C0.

Therefore, our solutions for Tn are given by

Tn(t) = Ane
−kλnt =

{
Ane

−k(nπ/l)2t n = 1, 2, . . .
A0 n = 0.

Now using the fact that for any integer n ≥ 0, un(x, t) = Xn(x)Tn(t) is a solution of the heat
equation which satisfies our periodic boundary conditions, we define

u(x, t) =
∑

n

Xn(x)Tn(t) = A0 +
∞∑

n=1

[
An cos

(nπ

l
x
)

+ Bn sin
(nπ

l
x
)]

e−k(nπ/l)2t.

Now, taking into account our initial condition, we want

u(x, 0) = A0 +
∞∑

n=1

[
An cos

(nπ

l
x
)

+ Bn sin
(nπ

l
x
)]

= φ(x).

It remains only to find coefficients satisfying this equation. From our earlier discus-
sion, using the fact that periodic boundary conditions are symmetric (check this!), we
know that eigenfunctions corresponding to distinct eigenvalues will be orthogonal. For peri-
odic boundary conditions, however, we have two eigenfunctions for each positive eigenvalue.
Specifically, cos

(
nπ
l
x
)

and sin
(

nπ
l
x
)

are both eigenfunctions corresponding to the eigenvalue
λn = (nπ/l)2. Could we be so lucky that these eigenfunctions would also be orthogonal? By
a straightforward calculation, one can show that

∫ l

−l

cos
(nπ

l
x
)

sin
(nπ

l
x
)

dx = 0.

They are orthogonal! This is not merely coincidental. In fact, for any eigenvalue λ of (2.3)
with multiplicty m (meaning it has m linearly independent eigenfunctions), the eigenfunc-
tions may always be chosen to be orthogonal. This process is known as the Gram-Schmidt
orthogonalization method.

The fact that all our eigenfunctions are mutually orthogonal will allow us to calculate
coefficients An, Bn so that our initial condition is satisfied. Using the technique described
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above, and letting 〈f, g〉 denote the L2 inner product on [−l, l], we see that

A0 =
〈1, φ〉
〈1, 1〉 =

1

2l

∫ l

−l

φ(x) dx

An =
〈cos(nπx/l), φ〉

〈cos(nπx/l), cos(nπx/l)〉 =
1

l

∫ l

−l

cos
(nπ

l
x
)

φ(x) dx

Bn =
〈sin(nπx/l), φ〉

〈sin(nπx/l), sin(nπx/l)〉 =
1

l

∫ l

−l

sin
(nπ

l
x
)

φ(x) dx.

Therefore, the solution of (2.2) on the interval I = [−l, l] with periodic boundary condi-
tions is given by

u(x, t) = A0 +
∞∑

n=1

[
An cos

(nπ

l
x
)

+ Bn sin
(nπ

l
x
)]

e−k(nπ/l)2t

where

A0 =
1

2l

∫ l

−l

φ(x) dx

An =
1

l

∫ l

−l

cos
(nπ

l
x
)

φ(x) dx

Bn =
1

l

∫ l

−l

sin
(nπ

l
x
)

φ(x) dx.

¦

2.2.3 Fourier Series

In the case of Dirichlet boundary conditions above, we looked for coefficients so that

φ(x) =
∞∑

n=1

An sin
(nπ

l
x
)

.

We showed that if we could write our function φ in terms of this infinite series, our coefficients
would be given by the formula

An =
2

l

∫ l

0

sin
(nπ

l
x
)

φ(x) dx.

For a given function φ defined on (0, l) the infinite series

φ ∼
∞∑

n=1

An sin
(nπ

l
x
)

where An ≡ 2

l

∫ l

0

sin
(nπ

l
x
)

φ(x) dx

is called the Fourier sine series of φ. Note: The notation ‘∼’ just means the series
associated with φ. It doesn’t imply that the series necessarily converges to φ.
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In the case of periodic boundary conditions above, we looked for coefficients so that

φ(x) = A0 +
∞∑

n=1

[
An cos

(nπ

l
x
)

+ Bn sin
(nπ

l
x
)]

. (2.6)

We showed that in this case our coefficients must be given by

A0 =
1

2l

∫ l

−l

φ(x) dx

An =
1

l

∫ l

−l

cos
(nπ

l
x
)

φ(x) dx

Bn =
1

l

∫ l

−l

sin
(nπ

l
x
)

φ(x) dx.

(2.7)

For a given function φ defined on (−l, l) the series

φ ∼ A0 +
∞∑

n=1

[
An cos

(nπ

l
x
)

+ Bn sin
(nπ

l
x
)]

where An, Bn are defined in (2.7) is called the full Fourier series of φ.
More generally, for a sequence of eigenfunctions {Xn} of (2.3) which satisfy certain

boundary conditions, we define the general Fourier series of a function φ as

φ ∼
∑

n

AnXn(x) where An ≡ 〈Xn, φ〉
〈Xn, Xn〉 .

Remark. Consider the example above where we looked to solve the heat equation on an
interval with Dirichlet boundary conditions. (A similar remark holds for the case of periodic
or other boundary conditions.) In order that our initial condition be satisfied, we needed to
find coefficients An such that

φ(x) =
∞∑

n=1

An sin
(nπ

l
x
)

.

We showed that if φ could be represented in terms of this infinite series, then our coefficients
must be given by

An =
2

l

∫ l

0

sin
(nπ

l
x
)

φ(x) dx.

While this is the necessary form of our coefficients and defining

u(x, t) ≡
∞∑

n=1

An sin
(nπ

l
x
)

e−k(nπ/l)2t

for An defined above is the appropriate formal definition of our solution, in order to verify that
this construction actually satisfies our initial/boundary value problem (2.2) with Dirichlet
boundary conditions, we would need to verify the following.
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1. The Fourier sine series of φ converges to φ (in some sense).

2. The infinite series actually satisfies the heat equation.

We will not discuss these issues here, but refer the reader to convergence results in Strauss
as well as the notes from 220a. Later, in the course, we will prove an L2 convergence result
of eigenfunctions.

Complex Form of Full Fourier Series. It is sometimes useful to write the full Fourier
series in complex form. We do so as follows. The eigenfunctions associated with the full
Fourier series are given by {

cos
(nπ

l
x
)

, sin
(nπ

l
x
)}

for n = 0, 1, 2, . . .. Using deMoivre’s formula,

eiθ = cos θ + i sin θ,

we can write

cos
(nπ

l
x
)

=
einπx/l + e−inπx/l

2

sin
(nπ

l
x
)

=
einπx/l − e−inπx/l

2i
.

Now, of course, any linear combination of eigenfunctions is also an eigenfunction. Therefore,
we see that

cos
(nπ

l
x
)

+ i sin
(nπ

l
x
)

= einπx/l

cos
(nπ

l
x
)
− i sin

(nπ

l
x
)

= e−inπx/l

are also eigenfunctions. Therefore, the eigenfunctions associated with the full Fourier series
can be written as {

einπx/l
}

n = . . . ,−2,−1, 0, 1, 2, . . . .

Now, let’s suppose we can represent a given function φ as an infinite series expansion in
terms of these eigenfunctions. That is, we want to find coefficients Cn such that

φ(x) =
∞∑

n=−∞
Cne

inπx/l.

As described earlier, eigenfunctions corresponding to distinct eigenvalues will be orthogonal,
as periodic boundary conditions are symmetric. Therefore, we have

∫ l

−l

einπx/leimπx/l dx = 0 for m 6= n.
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For eigenfunctions corresponding to the same eigenvalue, we need to check the L2 inner
product. In particular, for the eigenvalue λn = (nπ/l)2, we have two eigenfunctions: einπx/l

and e−inπx/l. By a straightforward calculation, we see that

∫ l

−l

einπx/leinπx/l dx = 0 for n 6= 0

∫ l

−l

einπx/le−inπx/l dx = 2l.

Therefore, our coefficients Cn would need to be given by

Cn =
1

2l

∫ l

−l

φ(x)e−inπx/l dx.

Consequently, the complex form of the full Fourier series for a function φ defined on (−l, l)
is given by

φ ∼
∞∑

n=−∞
Cneinπx/l where Cn =

1

2l

∫ l

−l

φ(x)e−inπx/l dx.

2.3 Fourier Transforms

2.3.1 Motivation

Ref: Strauss, Section 12.3
We would now like to turn to studying the heat equation on the whole real line. Consider

the initial-value problem, {
ut = kuxx, −∞ < x < ∞
u(x, 0) = φ(x).

(2.8)

In the case of the heat equation on an interval, we found a solution u using Fourier series.
For the case of the heat equation on the whole real line, the Fourier series will be replaced
by the Fourier transform.

Above, we discussed the complex form of the full Fourier series for a given function φ. In
particular, for a function φ defined on the interval [−l, l] we define its full Fourier series as

φ ∼
∞∑

n=−∞
Cneinπx/l where Cn =

1

2l

∫ l

−l

φ(x)e−inπx/l dx.

Plugging the coefficients Cn into the infinite series, we see that

φ ∼
∞∑

n=−∞

[
1

2l

∫ l

−l

φ(y)e−inπy/l dy

]
einπx/l.

Now, letting k = nπ/l, we can write this as

φ ∼
∞∑

n=−∞

[
1

2π

∫ l

−l

φ(y)e−i(y−x)k dy

]
π

l
.
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The distance between points k is given by ∆k = π/l. As l → +∞, we can think of ∆k → dk
and the infinite sum becoming an integral. Roughly, we have

φ ∼ 1

2π

∫ ∞

−∞

∫ ∞

−∞
φ(y)e−i(y−x)k dy dk.

Below we will use this motivation to define the Fourier transform of a function φ and then
show how the Fourier transform can be used to solve the heat equation (among others) on
the whole real line, and more generally in Rn.

2.3.2 Definitions and Properties of the Fourier Transform

We say f ∈ L1(Rn) if ∫

Rn

|f(x)| dx < +∞.

For f ∈ L1(Rn), we define its Fourier transform at a point ξ ∈ Rn as

f̂(ξ) ≡ 1

(2π)n/2

∫

Rn

e−ix·ξf(x) dx.

We define its inverse Fourier transform at the point ξ ∈ Rn as

f̌(ξ) ≡ 1

(2π)n/2

∫

Rn

eix·ξf(x) dx.

Remark. Sometimes the constants in front are defined differently. I.e. - in some books, the
Fourier transform is defined with a constant of 1

(2π)n instead of 1
(2π)n/2 , and in accordance the

inverse Fourier transform is defined with a constant 1 replacing the constant 1
(2π)n/2 above.

Theorem 6. (Plancherel’s Theorem) If u ∈ L1(Rn) ∩ L2(Rn), then û, ǔ ∈ L2(Rn) and

||û||L2(Rn) = ||ǔ||L2(Rn) = ||u||L2(Rn).

In order to prove this theorem, we need to prove some preliminary facts.

Claim 7. Let
f(x) = e−ε|x|2 .

Then

f̂(ξ) =
1

(2ε)n/2
e−|ξ|

2/4ε.

Proof.

f̂(ξ) =
1

(2π)n/2

∫

Rn

e−ix·ξe−ε|x|2 dx

=
1

(2π)n/2

(∫ ∞

−∞
e−ix1ξ1e−εx2

1 dx1

)
· · ·

(∫ ∞

−∞
e−ixnξne−εx2

n dxn

)
.
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Therefore, we just need to look at ∫ ∞

−∞
e−ixξe−εx2

dx.

Completing the square, we have

−εx2 − ixξ = −ε

[
x2 +

iξx

ε
+

(
iξ

2ε

)2

−
(

iξ

2ε

)2
]

= −ε

[
x +

(
iξ

2ε

)]2

+ ε

(
iξ

2ε

)2

.

Therefore, we have ∫ ∞

−∞
e−ixξe−εx2

dx =

∫ ∞

−∞
e−ε[x+(iξ/2ε)]2e−ξ2/4ε dx.

Now making the change of variables, z = [x + (iξ/2ε)], we have∫ ∞

−∞
e−ε[x+(iξ/2ε)]2e−ξ2/4ε dx = e−ξ2/4ε

∫

Γ

e−εz2

dz

where Γ is the line in the complex plane given by

Γ ≡
{

z ∈ C : y = x +
iξ

2ε
, x ∈ R

}
.

Without loss of generality, we assume ξ > 0. A similar analysis works if ξ < 0. Now∫

Γ

e−εz2

dz = lim
R→+∞

∫

ΓR

e−εz2

dz

where ΓR is the line segment in the complex plane given by

ΓR ≡
{

z ∈ C : z = x +
iξ

2ε
, |x| ≤ R

}
.

Now define Λ1
R, Λ2

R and Λ3
R as shown in the picture below. That is,

Λ1
R ≡ {x ∈ R : |x| ≤ R}

Λ2
R ≡

{
z ∈ C : z = x + iy, x, y ∈ R, x = R, 0 ≤ y ≤ ξ

2ε

}

Λ3
R ≡

{
z ∈ C : z = x + iy; x, y ∈ R; x = −R, 0 ≤ y ≤ ξ

2ε

}
.

RR−

ΓR
Λ Λ

Λ1

23

R R

R

Re z

Im z(

(

)

)

ξ/2ε
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From complex analysis, we know that

∫

C

e−εz2

dz = 0

where C is the closed curve given by C = ΓR∪Λ1
R∪Λ2

R∪Λ3
R traversed in the counter-clockwise

direction. Therefore, we have

∫

ΓR

e−εz2

dz =

∫

ΛR

e−εz2

dz

where the integral on the right-hand side is the line integral given by ΛR = Λ3
R ∪ Λ1

R ∪ Λ2
R

traversed in the direction shown. Therefore,

∫

Γ

e−εz2

dz = lim
R→+∞

∫

ΛR

e−εz2

dz.

But, as R → +∞,

∫

Λj
R

e−εz2

dz → 0 forj = 2, 3

∫

Λ1
R

e−εz2

dz →
∫ ∞

−∞
e−εx2

dx.

Therefore, ∫

Γ

e−εz2

dz =

∫ ∞

−∞
e−εx2

dx.

Consequently, we have

∫ ∞

−∞
e−ixξe−εx2

dx = e−ξ2/4ε

∫

Γ

e−εz2

dz

= e−ξ2/4ε

∫ ∞

−∞
e−εx2

dx

= e−ξ2/4ε

∫ ∞

−∞
e−ex2 dx̃√

ε

=
e−ξ2/4ε

√
ε

√
π.

Therefore, we have

f̂(ξ) =
1

(2π)n/2

(
e−ξ2

1/4ε

√
ε

√
π

)
· · ·

(
e−ξ2

n/4ε

√
ε

√
π

)

=
1

(2ε)n/2
e−|ξ|

2/4ε,

as claimed.
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Claim 8. Let

w(x) = u ∗ v(x) =

∫

Rn

u(x− y)v(y) dy ∈ L1(Rn).

That is, let w be the convolution of u and v. Then

ŵ(ξ) = û ∗ v(ξ) = (2π)n/2û(ξ)v̂(ξ).

Proof. By definition,

ŵ(ξ) =
1

(2π)n/2

∫

Rn

e−ix·ξw(x) dx

=
1

(2π)n/2

∫

Rn

e−ix·ξ
∫

Rn

u(x− y)v(y) dy dx

=
1

(2π)n/2

∫

Rn

[∫

Rn

e−i(x−y)·ξu(x− y) dx

]
e−iy·ξv(y) dy

=
1

(2π)n/2

∫

Rn

(2π)n/2û(ξ)e−iy·ξv(y) dy

= û(ξ)

∫

Rn

e−iy·ξv(y) dy

= û(ξ)(2π)n/2v̂(ξ)

= (2π)n/2û(ξ)v̂(ξ).

Now we use these two claims to prove Plancherel’s Theorem.

Proof of Theorem 6. By assumption, u ∈ L1(Rn) ∩ L2(Rn). Let

v(x) ≡ u(−x)

w(x) ≡ u ∗ v(x).

Therefore, v ∈ L1(Rn) ∩ L2(Rn) and w ∈ L1(Rn) ∩ L(Rn).
First, we have

v̂(ξ) =
1

(2π)n/2

∫

Rn

e−ix·ξv(x) dx

=
1

(2π)n/2

∫

Rn

e−ix·ξu(−x) dx

=
1

(2π)n/2

∫

Rn

eiy·ξu(y) dy

=
1

(2π)n/2

∫

Rn

e−iy·ξu(y) dy

= û(ξ).

Therefore, using Claim 8,

ŵ(ξ) = (2π)n/2û(ξ)v̂(ξ) = (2π)n/2û(ξ)û(ξ) = (2π)n/2|û|2.
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Next, we use the fact that if f, g are in L1(Rn), then f̂ , ĝ are in L∞(Rn), and, moreover,
∫

Rn

f(x)ĝ(x) dx =

∫

Rn

f̂(ξ)g(ξ) dx. (2.9)

This fact can be seen by direct substitution, as shown below,
∫

Rn

f(x)ĝ(x) dx =

∫

Rn

f(x)

[
1

(2π)n/2

∫

Rn

e−ix·ξg(ξ) dξ

]
dx

=

∫

Rn

[
1

(2π)n/2

∫

Rn

e−ix·ξf(x) dx

]
g(ξ) dξ

=

∫

Rn

f̂(ξ)g(ξ) dξ.

Therefore, letting f(x) = e−ε|x|2 and letting g(x) = w(x) as defined above, substituting
f and g into (2.9) and using Claim 7 to calculate the Fourier transform of f , we have

∫

Rn

e−ε|ξ|2ŵ(ξ) dξ =

∫

Rn

1

(2ε)n/2
e−|x|

2/4εw(x) dx. (2.10)

Now we take the limit of both sides above as ε → 0+. First,

lim
ε→0+

∫

Rn

e−ε|ξ|2ŵ(ξ) dξ =

∫

Rn

ŵ(ξ) dξ. (2.11)

Second, we claim

lim
ε→0+

1

(2ε)n/2

∫

Rn

e−|x|
2/4εw(x) dx = (2π)n/2w(0). (2.12)

We prove this claim as follows. In particular, we will prove that

1

(4πε)n/2

∫

Rn

e−|x|
2/4εw(x) dx → w(0) as ε → 0+.

First, we note that
1

(4πε)n/2

∫

Rn

e−|x|
2/4ε dx = 1. (2.13)

This follows directly from the fact that
∫ ∞

−∞
e−z2

dz =
√

π.

Therefore,

1

(4πε)n/2

∫

Rn

e−|x|
2/4εw(x) dx− w(0) =

1

(4πε)n/2

∫

Rn

e−|x|
2/4ε[w(x)− w(0)] dx.

Now, we will show that for all γ > 0 there exists an ε̃ > 0 such that
∣∣∣∣

1

(4πε)n/2

∫

Rn

e−|x|
2/4ε[w(x)− w(0)] dx

∣∣∣∣ < γ
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for 0 < ε < ε̃, thus, proving (2.12). Let B(0, δ) be the ball of radius δ about 0. (We will
choose δ sufficiently small below.) Now break up the integral above into two pieces, as
follows,

∣∣∣∣
1

(4πε)n/2

∫

Rn

e−|x|
2/4ε[w(x)− w(0)] dx

∣∣∣∣ ≤
∣∣∣∣

1

(4πε)n/2

∫

B(0,δ)

e−|x|
2/4ε[w(x)− w(0)] dx

∣∣∣∣

+

∣∣∣∣
1

(4πε)n/2

∫

Rn−B(0,δ)

e−|x|
2/4ε[w(x)− w(0)] dx

∣∣∣∣
≡ I + J.

First, for term I, we have
∣∣∣∣

1

(4πε)n/2

∫

B(0,δ)

e−|x|
2/4ε[w(x)− w(0)] dx

∣∣∣∣ ≤ |w(x)− w(0)|L∞(B(0,δ))
1

(4πε)n/2

∫

Rn

e−|x|
2/4ε dx

<
γ

2
,

for δ sufficiently small, using the fact that w ∈ C(Rn) and (2.13). Now for δ fixed small, we
look at term J ,

∣∣∣∣
1

(4πε)n/2

∫

Rn−B(0,δ)

e−|x|
2/4ε[w(x)− w(0)] dx

∣∣∣∣

≤ 1

(4πε)n/2

∫

Rn−B(0,δ)

e−|x|
2/4ε|w(x)| dx

+
1

(4πε)n/2

∫

Rn−B(0,δ)

e−|x|
2/4ε|w(0)| dx

≤
∣∣∣∣

1

(4πε)n/2
e−|x|

2/4ε

∣∣∣∣
L∞(Rn−B(0,δ))

∫

Rn

|w(x)| dx

+ e−δ2/8ε|w(0)| 2n/2

(8πε)n/2

∫

Rn−B(0,δ)

e−|x|
2/8ε dx

≤ C

∣∣∣∣
1

(4πε)n/2
e−|δ|

2/4ε

∣∣∣∣ + Ce−δ2/8ε 1

(8πε)n/2

∫

Rn

e−|x|
2/8ε dx

≤ C

∣∣∣∣
1

(4πε)n/2
e−|δ|

2/4ε

∣∣∣∣ + Ce−δ2/8ε

<
γ

2

for ε sufficiently small, using the fact that for a fixed δ 6= 0,

lim
ε→0+

1

(4πε)n/2
e−|δ|

2/4ε = 0 = lim
ε→0+

e−δ2/8ε.

Therefore, we conclude that
I + J < γ

for ε chosen sufficiently small, and, thus, (2.12) is proven.
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Now combining (2.11) and (2.12) with (2.10), we conclude that
∫

Rn

ŵ(ξ) dξ = (2π)n/2w(0).

Now ŵ(ξ) = (2π)n/2|û|2 and w(0) = u ∗ v(0) =
∫
Rn u(x)v(0 − x) dx =

∫
Rn u(x)u(x) dx =∫

Rn |u|2 dx. Therefore, we conclude that

(2π)n/2

∫

Rn

|û|2 dξ = (2π)n/2

∫

Rn

|u|2 dx,

or
||û||L2 = ||u||L2 ,

as claimed. A similar technique can be used to show that

||ǔ||L2 = ||u||L2 .

¤
Defining the Fourier Transform on L2(Rn). For f ∈ L1(Rn), that is, f such that

∫

Rn

|f(x)| dx < +∞

it is clear that the Fourier transform is well-defined, i.e. - the integral converges. If f /∈
L1(Rn), the integral may not converge. Here we describe how we define the Fourier transform
of a function f ∈ L2(Rn) (but which may not be in L1(Rn)).

Let f ∈ L2(Rn). Approximate f by a sequence of functions {fk} such that fk ∈ L1(Rn)∩
L2(Rn) and

||fk − f ||L2 → 0 as k → +∞.

By Plancherel’s theorem,

||f̂k − f̂j||L2 = ||f̂k − fj||L2 = ||fk − fj||L2 → 0 as k, j → +∞.

Therefore, {f̂k} is a Cauchy sequence in L2(Rn), and, therefore, converges to some g ∈
L2(Rn). We define the Fourier transform of f by this function g. That is,

f̂ ≡ g.

Other Properties of the Fourier Transform. Assume u, v ∈ L2(Rn). Then

(a)

∫

Rn

u(x)v(x) dx =

∫

Rn

û(ξ)v̂(ξ) dξ.

(b) ∂̂αi
xi u(ξ) = (iξi)

αiû(ξ).

(c) û ∗ v(ξ) = (2π)n/2û(ξ)v̂(ξ).

(d) u = ˇ̂u
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Proof of (a). Let α ∈ C. By Plancherel’s Theorem, we have

||u + αv||L2 = ||û + α̂v||L2

=⇒
∫

Rn

|u + αv|2 dx =

∫

Rn

|û + α̂v|2 dξ

Now using the fact that

|a + b|2 = (a + b) · (a + b) = |a|2 + ab + ab + |b|2,

we have
∫

Rn

|u|2 + u(αv) + u(αv) + |αv|2 dx =

∫

Rn

|û|2 + û(α̂v) + û(α̂v) + |α̂v|2 dξ,

which implies ∫

Rn

u(αv) + u(αv) dx =

∫

Rn

û(α̂v) + û(α̂v) dξ.

Letting α = 1, we have ∫

Rn

uv + uv dx =

∫

Rn

ûv̂ + ûv̂ dξ. (2.14)

Letting α = i, we have ∫

Rn

iuv − iuv dx =

∫

Rn

iûv̂ − iûv̂ dξ. (2.15)

Multiplying (2.15) by i, we have

∫

Rn

−uv + uv dx =

∫

Rn

−ûv̂ + ûv̂ dξ. (2.16)

Adding (2.14) and (2.16), we have

2

∫

Rn

uv dx = 2

∫

Rn

ûv̂ dξ,

and, therefore, property (a) is proved. ¤
Proof of (b). We assume u is smooth and has compact support. We can use an approximation
argument to prove the same equality for any u such that ∂αi

xi
u ∈ L2(Rn).

Using the definition of Fourier transform and integrating by parts, we have

∂̂xi
u(ξ) =

1

(2π)n/2

∫

Rn

e−ix·ξ∂xi
u(x) dx

= − 1

(2π)n/2

∫

Rn

−iξie
−ix·ξu(x) dx

=
iξi

(2π)n/2

∫

Rn

e−ix·ξu(x) dx

= iξiû(ξ).
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Property (b) follows by applying the same argument to higher derivatives.
¤

Proof of (c). Property (c) was already proved in Claim 8 in the case when u and v are in
L1(Rn). One can use an approximation argument to prove the result in the general case.

¤
Proof of (d). Fix z ∈ Rn. Define the function vε(x) ≡ eix·z−ε|x|2 . Therefore,

v̂ε(ξ) =
1

(2π)n/2

∫

Rn

e−ix·ξvε(x) dx

=
1

(2π)n/2

∫

Rn

e−ix·ξeix·ze−ε|x|2 dx

=
1

(2π)n/2

∫

Rn

e−ix·(ξ−z)e−ε|x|2 dx

= f̂(ξ − z)

where
f(x) ≡ e−ε|x|2 .

By Claim 7, we know that

f̂(ξ) =
1

(2ε)n/2
e−|ξ|

2/4ε.

Therefore, we have

v̂ε(ξ) =
1

(2ε)n/2
e−|ξ−z|2/4ε.

Now using (2.9), with f = u and g = vε, we have
∫

Rn

û(ξ)vε(ξ) dξ =

∫

Rn

u(x)v̂ε(x) dx

=⇒
∫

Rn

û(ξ)eiξ·z−ε|ξ|2 dξ =
1

(2ε)n/2

∫

Rn

u(x)e−|x−z|2/4ε dx

Taking the limit as ε → 0+, we have

lim
ε→0+

∫

Rn

û(ξ)eiξ·z−ε|ξ|2 dξ =

∫

Rn

û(ξ)eiξ·z dξ

and

lim
ε→0+

1

(2ε)n/2

∫

Rn

u(x)e−|x−z|2/4ε dx = (2π)n/2u(z),

using (2.12). Therefore, we conclude that

(2π)n/2u(z) =

∫

Rn

eiξ·zû(ξ) dξ,

which implies

u(z) =
1

(2π)n/2

∫

Rn

eiξ·zû(ξ) dξ = ˇ̂u(z),

as desired.
¤
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2.4 Solving the Heat Equation in Rn

2.4.1 Using the Fourier Transform to Solve the Initial-Value Problem for the
Heat Equation in Rn

Consider the initial-value problem for the heat equation on R,
{

ut = kuxx x ∈ R, t > 0
u(x, 0) = φ(x).

Applying the Fourier transform to the heat equation, we have

ût(ξ, t) = kûxx(ξ, t)

=⇒ ût = k(iξ)2û = −kξ2û

Solving this ODE and using the initial condition u(x, 0) = φ(x), we have

û(ξ, t) = φ̂(ξ)e−kξ2t.

Therefore,

u(x, t) =
1

(2π)1/2

∫

R
eix·ξû(ξ, t) dξ

=
1√
2π

∫ ∞

−∞
eix·ξφ̂(ξ)e−kξ2t dξ

=
1√
2π

∫ ∞

−∞
eix·ξ

[
1√
2π

∫ ∞

−∞
e−iy·ξφ(y) dy

]
e−kξ2t dξ

=
1√
2π

∫ ∞

−∞
φ(y)

[
1√
2π

∫ ∞

−∞
e−i(y−x)·ξe−kξ2t dξ

]
dy

=
1√
2π

∫ ∞

−∞
φ(y)f̂(y − x) dy

where f(ξ) = e−kξ2t. By Claim 7, f(ξ) = e−ktξ2
implies f̂(z) = 1√

2kt
e−z2/4kt. Therefore,

f̂(y − x) =
1√
2kt

e−(x−y)2/4kt,

and consequently, the solution of the initial-value problem for the heat equation on R is
given by

u(x, t) =
1√

4kπt

∫ ∞

−∞
φ(y)e−(x−y)2/4kt dy (2.17)

for t > 0.
We can use a similar analysis to solve the problem in higher dimensions. Consider the

initial-value problem for the heat equation in Rn,
{

ut = k∆u x ∈ Rn, t > 0
u(x, 0) = φ(x).

(2.18)
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Employing the Fourier transform as in the 1-D case, we arrive at the solution formula

u(x, t) =
1

(4kπt)n/2

∫

Rn

φ(y)e−|x−y|2/4kt dy (2.19)

for t > 0.

Remark. Above, we have shown that if there exists a solution u of the heat equation
(2.18), then u has the form (2.19). It remains to verify that this solution formula actually
satisfies the initial-value problem. In particular, looking at the the formulas (2.17) and
(2.19), we see that the functions given are not actually defined at t = 0. Therefore, to say
that the solution formulas actually satisfy the initial-value problems, we mean to say that
limt→0+ u(x, t) = φ(x).

Theorem 9. (Ref: Evans, p. 47) Assume φ ∈ C(Rn) ∩ L∞(Rn), and define u by (2.19).
Then

1. u ∈ C∞(Rn × (0,∞)).

2. ut − k∆u = 0 for all x ∈ Rn, t > 0.

3. lim
(x,t)→(x0,0)
x0,x∈Rn,t>0

u(x, t) = φ(x0).

Proof. 1. Since the function 1
tn/2 e

− |x|2
4kt is infinitely differentiable, with uniformly bounded

derivatives of all orders on Rn × [δ,∞) for all δ > 0, we are justified in passing the
derivatives inside the integral inside and see that u ∈ C∞(Rn × (0,∞)).

2. By a straightforward calculation, we see that the function H(x, t) ≡ 1
(4kπt)n/2 e

−|x−y|2/4kt

satisfies the heat equation for all t > 0. Again using the fact that this function is
infinitely differentiable, we can justify passing the derivatives inside the integral and
conclude that

ut(x, t)− k∆u(x, t) =

∫

Rn

[(Ht − k∆xH)(x− y, t)]φ(y) dy = 0.

since H(x, t) solves the heat equation.

3. Fix a point x0 ∈ Rn and ε > 0. We need to show there exists a δ > 0 such that

|u(x, t)− φ(x0)| < ε

for |(x, t)− (x0, 0)| < δ. That is, we need to show

∣∣∣∣
1

(4πkt)n/2

∫

Rn

e−|x−y|2/4ktφ(y) dy − φ(x0)

∣∣∣∣ < ε
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for |(x, t)− (x0, 0)| < δ where δ is chosen sufficiently small. The proof is similar to the
proof of (2.12). In particular, using (2.13), we write

∣∣∣∣
1

(4πkt)n/2

∫

Rn

e−|x−y|2/4ktφ(y) dy − φ(x0)

∣∣∣∣

=

∣∣∣∣
1

(4πkt)n/2

∫

Rn

e−|x−y|2/4kt[φ(y)− φ(x0)] dy

∣∣∣∣ .

(2.20)

Let B(x0, γ) be the ball of radius γ about x0. We look at the integral in (2.20) over
B(x0, γ). Using the fact that φ is continuous, we see that

∣∣∣∣
1

(4πkt)n/2

∫

B(x0,γ)

e−|x−y|2/4kt[φ(y)− φ(x0)] dy

∣∣∣∣ ≤ |φ(y)− φ(x0)|L∞(B(x0,γ)) <
ε

2

for γ chosen sufficiently small. For this choice of γ, we look at the integral in (2.20)
over the complement of B(x0, γ). For y ∈ Rn −B(x0, γ), |x0 − x| < γ

2
, we have

|y − x0| ≤ |y − x|+ |x0 − x| < |y − x|+ γ

2
< |y − x|+ 1

2
|y − x0|.

Therefore, on this piece of the integral, we have |y − x0| < 2|y − x|. Therefore, this
piece of the integral is bounded as follows,∣∣∣∣

1

(4πkt)n/2

∫

Rn−B(x0,γ)

e−|x−y|2/4kt[φ(y)− φ(x0)] dy

∣∣∣∣ ≤
C

tn/2

∫

Rn−B(x0,γ)

e−|x0−y|2/16kt dy.

We claim the right-hand side above can be made arbitrarily small by taking t arbitrarily
small. We prove this in the case of n = 1. The proof for higher dimensions is similar.
By making a change of variables, we have

C

t1/2

∫

R−B(x0,γ)

e−(x0−y)2/16kt dy =
C

t1/2

∫ ∞

γ

e−ey2/16kt dỹ

= C

∫ ∞

γ/
√

t

e−z2

dz → 0 as t → 0+.

In summary, take γ sufficiently small such that the piece of the integral in (2.20) over
B(x0, γ) is bounded by ε/2. Then, choose δ < γ/2 sufficiently small such that

C

∫ ∞

γ
√

t

e−z2

dz <
ε

2
.

Part (3) of the theorem follows.

2.4.2 The Fundamental Solution

Consider again the solution formula (2.19) for the initial-value problem for the heat equation
in Rn. Define the function

H(x, t) ≡




1

(4πkt)n/2
e−|x|

2/4kt t > 0

0 t < 0

(2.21)
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As can be verified directly, H is a solution of the heat equation for t > 0. In addition, we
can write the solution of (2.18) as

u(x, t) = [H(t) ∗ φ](x) =

∫

Rn

H(x− y, t)φ(y) dy.

As H has these nice properties, we call H(x, t) the fundamental solution of the heat
equation.

Let’s look at the fundamental solution a little more closely. As mentioned above, H itself
a solution of the heat equation. That is,

Ht − k∆H = 0 x ∈ Rn, t > 0.

What kind of initial conditions doesH satisfy? We notice that for x 6= 0, limt→0+ H(x, t) = 0.
However, for x = 0, limt→0+ H(x, t) = ∞. In addition, using (2.13), we see that

∫

Rn

H(x, t) dx = 1

for t > 0. Therefore, limt→0+

∫
Rn H(x, t) dx = 1. What kind of function satisfies these

properties? Well, actually, no function satisfies these properties. Intuitively, the idea is that
a “function” satisfying these properties represents a point mass located at the origin. This
object is known as a delta function. We emphasize that the delta function is not a function!
Instead, it is part of a group of objects called distributions which act on functions. We
make these ideas more precise in the next section, and then will return to discussing the
fundamental solution of the heat equation.

2.5 Distributions

Ref: Strauss, Section 12.1.

2.5.1 Definitions and Examples

We begin by making some definitions. We say a function φ : Rn → R has compact support
if φ ≡ 0 outside a closed, bounded set in Rn. We say φ is a test function if φ is an infinitely
differentiable function with compact support. Let D denote the set of all test functions. We
say F : D → R is a distribution if F is a continuous, linear functional which assigns a real
number to every test function φ ∈ D. We let (F, φ) denote the real number associated with
this distribution.

Example 10. Let g : R→ R be any bounded function. We define the distribution associated
with g as the map Fg : D → R which assigns to a test function φ the real number

(Fg, φ) =

∫ ∞

−∞
g(x)φ(x) dx.

That is, Fg : φ → ∫
g(x)φ(x) dx.
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One particular example is the Heaviside function, defined as

H(x) =

{
1 x ≥ 0

0 x < 0.

Then, the distribution FH associated with the Heaviside function is the map which assigns
to a test function φ the real number

(FH , φ) =

∫ ∞

0

φ(x) dx.

That is, FH : φ → ∫∞
0

φ(x) dx. ¦
Example 11. The Delta function δ0 (which is not actually a function!) is the distribution
δ0 : D → R which assigns to a test function φ the real number φ(0). That is,

(δ0, φ) = φ(0).

Remarks.

(a) We sometimes write ∫

Rn

δ0(x)φ(x) dx = φ(0),

however, this is rather informal and not accurate because δ0(x) is not a function! It
should be thought of as purely notational.

(b) We can talk about the delta function centered at a point other than x = 0 as follows.
For a fixed y ∈ Rn, we define δy : D → R to be the distribution which assigns to a test
function φ the real number φ(y). That is,

(δy, φ) = φ(y).

¦

2.5.2 Derivatives of Distributions

We now define derivatives of distributions. Let F : D → R be a distribution. We define the
derivative of the distribution F as the distribution G : D → R such that

(G, φ) = −(F, φ′).

for all φ ∈ D. We denote the derivative of F by F ′. Then F ′ is the distribution such that

(F ′, φ) = −(F, φ′)

for all φ ∈ D.
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Example 12. For g a C1 function, we define the distribution associated with g as Fg : D → R
such that

(Fg, φ) =

∫ ∞

−∞
g(x)φ(x) dx.

Therefore, integrating by parts, we have

(Fg, φ
′) =

∫ ∞

−∞
g(x)φ′(x) dx

= −
∫ ∞

−∞
g′(x)φ(x) dx.

By definition, the derivative of Fg, denoted F ′
g is the distribution such that (F ′

g, φ) = −(Fg, φ
′)

for all φ ∈ D. Therefore, F ′
g is the distribution associated with the function g′. That is,

(F ′
g, φ) = −(Fg, φ

′) =

∫ ∞

−∞
g′(x)φ(x) dx.

¦
Example 13. Let H be the Heaviside function defined above. Let FH : D → R be the
distribution associated with H, discussed above. Then the derivative of FH , denoted F ′

H

must satisfy
(F ′

H , φ) = −(FH , φ′)

for all φ ∈ D. Now

(FH , φ′) =

∫ ∞

0

φ′(x) dx

= lim
b→∞

∫ b

0

φ′(x) dx

= lim
b→∞

φ(x)|x=b
x=0

= −φ(0).

Therefore,
(F ′

H , φ) = −(FH , φ′) = φ(0).

That is, the derivative of the distribution associated with the Heaviside function is the delta
function. We will be using this fact below. ¦

2.5.3 Convergence of Distributions

Let Fn : D → R be a sequence of distributions. We say Fn converges weakly to F if

(Fn, φ) → (F, φ)

for all φ ∈ D.

29



2.5.4 The Fundamental Solution of the Heat Equation Revisited

In this section, we will show that the fundamental solution H of the heat equation (2.21)
can be thought of as a solution of the following initial-value problem,

{ Ht − k∆H = 0 x ∈ Rn, t > 0
H(x, 0) = δ0.

(2.22)

Now, first of all, we must be careful in what we mean by saying that H(x, 0) = δ0.
Clearly, the function H defined in (2.21) is not even defined at t = 0. And, now we’re asking
that it equals a distribution? We need to make this more precise. First of all, when we write
H(x, 0) = δ0, we really mean “=” in the sense of distributions. In addition, we really mean
to say that limt→0+ H(x, t) = δ0 in the sense of distributions. Let’s state this more precisely
now. Let FH(t) be the distribution associated with H(t) defined by

(FH(t), φ) =

∫

Rn

H(x, t)φ(x) dx.

Now to say that limt→0+ H(x, t) = δ0 in the sense of distributions, we mean that

lim
t→0+

(FH(t), φ) = (δ0, φ) = φ(0). (2.23)

Therefore, to summarize, by saying that H is a solution of the “initial-value problem” (2.22),
we really mean that H is a solution of the heat equation for t > 0 and (2.23) holds.

We now prove that in fact, our fundamental solution defined in (2.21) is a solution of
(2.22) in this sense. Showing that H satisfies the heat equation for t > 0 is a straightforward
calculation. Therefore, we only focus on showing that the initial condition is satisfied. In
particular, we need to prove that (2.23) holds. We proceed as follows.

lim
t→0+

(FH(t), φ) = lim
t→0+

∫

Rn

H(x, t)φ(x) dx

= lim
t→0+

1

(4πkt)n/2

∫

Rn

e−|x|
2/4ktφ(x) dx.

But, now in (2.12), we proved that this limit is exactly φ(0)! Therefore, we have proven
(2.23). Consequently, we can think of our fundamental solution as a solution of (2.22).

The beauty of this formulation is the following. If H is a solution of (2.22), then define

u(x, t) ≡ [H(t) ∗ φ](x) =

∫

Rn

H(x− y, t)φ(y) dy.

The idea is that u should be a solution of (2.18). We give the formal argument below.

u(x, 0) = [H(0) ∗ φ](x) =

∫

Rn

H(x− y, 0)φ(y) dy = φ(x).

In addition,

ut − k∆xu =

∫

Rn

Ht(x− y, t)φ(y) dy −
∫

Rn

k∆xH(x− y, t)φ(y) dy

=

∫

Rn

[Ht(x− y, t)− k∆xH(x− y, t)]φ(y) dy = 0.
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Note: These calculations are formal in the sense that we are ignoring convergence issues,
etc. To verify that this formulation actually gives you a solution, you need to deal with these
issues. Of course, for “nice” initial data, we have shown that this formulation does give us
a solution to the heat equation.

2.6 Properties of the Heat Equation

2.6.1 Invariance Properties

Consider the equation
ut = kuxx, −∞ < x < ∞.

The equation satisfies the following invariance properties,

(a) The translate u(x− y, t) of any solution u(x, t) is another solution for any fixed y.

(b) Any derivative (ux, ut, uxx, etc.) of a solution is again a solution.

(c) A linear combination of solutions is again a solution.

(d) An integral of a solution is again a solution (assuming proper convergence.)

(e) If u(x, t) is a solution, so is the dilated function u(
√

ax, at) for any a > 0. This can be
proved by the chain rule. Let v(x, t) = u(

√
ax, at). Then

vt = aut

and
vx =

√
aux.

And, therefore,
vxx =

√
a · √auxx = auxx.

2.6.2 Properties of Solutions

1. Smoothness of Solutions. As can be seen from the above theorem, solutions of the
heat equation are infinitely differentiable. Therefore, even if there are singularities in
the initial data, they are instantly “smoothed out” and the solution u(x, t) ∈ C∞(Rn×
(0,∞)).

2. Domain of Dependence. The value of the solution at the point x, time t depends
on the value of the initial data on the whole real line. In other words, there is an
infinite domain of dependence for solutions to the heat equation. This is in contrast to
hyperbolic equations where solutions are known to have finite domains of dependence.
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2.7 Inhomogeneous Heat Equation

Ref: Strauss, Sec. 3.3; Evans, Sec. 2.3.1.c.
In this section, we consider the initial-value problem for the inhomogeneous heat equation

on some domain Ω (not necessarily bounded) in Rn,

{
ut − k∆u = f(x, t) x ∈ Ω, t > 0
u(x, 0) = φ(x).

(2.24)

We claim that we can use solutions of the homogeneous equation to construct solutions of
the inhomogeneous equation.

2.7.1 Motivation

Consider the following ODE: {
ut + au = f(t)

u(0) = φ,

where a is a constant. By multiplying by the integrating eat, we see the solution is given by

u(t) = e−atφ +

∫ t

0

e−a(t−s)f(s) ds.

In other words, the solution u(t) is the propagator e−at applied to the initial data, plus
the propagator “convolved” with the nonlinear term. In other words, if we let S(t) be the
operator which multiplies functions by e−at, we see that the solution of the homogeneous
problem, {

ut + au = 0

u(0) = φ

is given by S(t)φ = e−atφ. Further, the solution of the inhomogeneous problem is given by

u(t) = S(t)φ +

∫ t

0

S(t− s)f(s) ds.

We claim that this same technique will allow us to find a solution of the inhomogeneous
heat equation. Being able to construct solutions of the inhomogeneous problem from solu-
tions of the homogeneous problem is known as Duhamel’s principle. We show below how
this idea works.

Suppose we can solve the homogeneous problem,
{

ut − k∆u = 0 x ∈ Ω
u(x, 0) = φ(x).

(2.25)

That is, assume the solution of (2.25) is given by uh(x, t) = S(t)φ(x) for some solution
operator S(t). We claim that the solution of the inhomogeneous problem (2.24) is given by

u(x, t) = S(t)φ(x) +

∫ t

0

S(t− s)f(x, s) ds.
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At least formally, we see that

ut − k∆u = [∂t − k∆]S(t)φ(x) + [∂t − k∆]

∫ t

0

S(t− s)f(x, s) ds

= 0 + S(t− t)f(x, t) +

∫ t

0

[∂t − k∆]S(t− s)f(x, s) ds

= S(0)f(x, t) = f(x, t).

Below, we show how we use this idea to construct solutions of the heat equation on Rn and
on bounded domains Ω ⊂ Rn.

2.7.2 Inhomogeneous Heat Equation in Rn

Consider the inhomogeneous problem,

{
ut − k∆u = f(x, t) x ∈ Rn, t > 0
u(x, 0) = φ(x).

(2.26)

From earlier, we know the solution of the corresponding homogeneous initial-value problem

{
ut − k∆u = 0 x ∈ Rn, t > 0
u(x, 0) = φ(x)

(2.27)

is given by

uh(x, t) =

∫

Rn

H(x− y, t)φ(y) dy.

That is, we can think of the solution operator S(t) associated with the heat equation on Rn

as defined by

S(t)φ(x) =

∫

Rn

H(x− y, t)φ(y) dy.

Therefore, we expect the solution of the inhomogeneous heat equation to be given by

u(x, t) = S(t)φ(x) +

∫ t

0

S(t− s)f(x, s) ds

=

∫

Rn

H(x− y, t)φ(y) dy +

∫ t

0

∫

Rn

H(x− y, t− s)f(y, s) dy ds.

Now, we have already shown that uh(x, t) =
∫
Rn H(x − y, t)φ(y) dy satisfies (2.27), (at

least for “nice” functions φ). Therefore, it suffices to show that

up(x, t) ≡
∫ t

0

∫

Rn

H(x− y, t− s)f(y, s) dy ds (2.28)

satisfies (2.26) with zero initial data. If we can prove this, then u(x, t) = uh(x, t) + up(x, t)
will clearly solve (2.26) with initial data φ. In the following theorem, we prove that up

satisfies the inhomogeneous heat equation with zero initial data.
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Theorem 14. Assume f ∈ C2
1(Rn × [0,∞)) (meaning f is twice continuously differentiable

in the spatial variables and once continuously differentiable in the time variable) and has
compact support. Define u as in (2.28). Then

1. u ∈ C2
1(Rn × (0,∞)).

2. ut(x, t)− k∆u(x, t) = f(x, t) for all x ∈ Rn, t > 0.

3. lim
(x,t)→(x0,0)
x∈Rn,t>0

u(x, t) = 0 for all x0 ∈ Rn.

Proof. 1. Since H has a singularity at (0, 0), we cannot justify passing the derivatives
inside the integral. Instead, we make a change of variables as follows. In particular,
letting ỹ = x− y and s̃ = t− s, we have

∫ t

0

∫

Rn

H(x− y, t− s)f(y, s) dy ds =

∫ t

0

∫

Rn

H(ỹ, s̃)f(x− ỹ, t− s̃) dỹ ds̃.

For ease of notation, we drop the˜notation. Now by assumption f ∈ C2
1(Rn × [0,∞))

and H(y, s) is smooth near s = t > 0. Therefore, we have

∂t

∫ t

0

∫

Rn

H(y, s)f(x− y, t− s) dy ds =

∫ t

0

∫

Rn

H(y, s)∂tf(x− y, t− s) dy ds

+

∫

Rn

H(y, t)f(x− y, 0) dy

and

∂xixj

∫ t

0

∫

Rn

H(y, s)f(x− y, t− s) dy ds =

∫ t

0

∫

Rn

H(y, s)∂xixj
f(x− y, t− s) dy ds.

Therefore, u ∈ C2
1(Rn × (0,∞)).

2. Now we need to calculate ut − k∆u. Using the same change of variables as above, we
have

[∂t − k∆x]

∫ t

0

∫

Rn

H(y, s)f(x− y, t− s) dy ds

=

∫ t

0

∫

Rn

H(y, s)[∂t − k∆x]f(x− y, t− s) dy ds +

∫

Rn

H(y, t)f(x− y, 0) dy

=

∫ t

0

∫

Rn

H(y, s)[−∂s − k∆y]f(x− y, t− s) dy ds +

∫

Rn

H(y, t)f(x− y, 0) dy.

Now, we would like to integrate by parts to put the derivatives on H as we know H
is a solution of the heat equation. However, we know H has a singularity at s = 0.
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To avoid this, we break up the integral into the intervals [0, ε] and [ε, t]. Therefore, we
write

[∂t − k∆x]u =

∫ t

ε

∫

Rn

H(y, s)[−∂s − k∆y]f(x− y, t− s) dy ds

+

∫ ε

0

∫

Rn

H(y, s)[−∂s − k∆y]f(x− y, t− s) dy ds

+

∫

Rn

H(y, t)f(x− y, 0) dy

≡ Iε + Jε + K.

First, for Jε, we have∣∣∣∣
∫ ε

0

∫

Rn

H(y, s)[−∂s − k∆y]f(x− y, t− s) dy ds

∣∣∣∣

≤ (||ft||L∞ + k||∆f ||L∞)

∫ ε

0

∫

Rn

H(y, s) dy ds

≤ εC

∫

Rn

H(y, t) dy ≤ Cε,

using (2.13).

For Iε, using the assumption that f has compact support, we integrate by parts as
follows,

∫ t

ε

∫

Rn

H(y, s)[−∂s − k∆y]f(x− y, t− s) dy ds

=

∫ t

ε

∫

Rn

[∂s − k∆y]H(y, s)f(x− y, t− s) dy ds

−
∫

Rn

H(y, s)f(x− y, t− s) dy

∣∣∣∣
s=t

s=ε

= 0 +

∫

Rn

H(y, ε)f(x− y, t− ε) dy −
∫

Rn

H(y, t)f(x− y, 0) dy

=

∫

Rn

H(y, ε)f(x− y, t− ε) dy −K.

Therefore,

Iε + K =

∫

Rn

H(y, ε)f(x− y, t− ε) dy.

Now,

ut − k∆u = lim
ε→0+

[Iε + Jε + K]

= lim
ε→0+

∫

Rn

H(y, ε)f(x− y, t− ε) dy

= lim
ε→0+

1

(4πkε)n/2

∫

Rn

e−|y|
2/4kεf(x− y, t− ε) dy

= f(x, t),
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using the same technique we used to prove part (3) of Theorem 9.

3. To prove that the limit as t → 0+ of our solution u(x, t) is 0, we use the fact that

|u(x, t)|L∞(Rn) =

∣∣∣∣
∫ t

0

∫

Rn

H(y, s)f(x− y, t− s) dy ds

∣∣∣∣

≤ |f |L∞(Rn×[0,t])

∫ t

0

∫

Rn

H(y, s) dy ds

≤ C

∫ t

0

1

(4πks)n/2

∫

Rn

e−|y|
2/4ks dy ds

= Ct,

using (2.13). Therefore, as t → 0+, u(x, t) → 0, as claimed.

2.7.3 Inhomogeneous Heat Equation on Bounded Domains

In this section, we consider the initial/boundary value problem for the inhomogeneous heat
equation on an interval I ⊂ Rn,





ut − kuxx = f(x, t) x ∈ I ⊂ R, t > 0
u(x, 0) = φ(x) x ∈ I
u satisfies certain BCs t > 0.

Using Duhamel’s principle, we expect the solution to be given by

u(x, t) = S(t)φ(x) +

∫ t

0

S(t− s)f(x, s) ds

where uh(x, t) = S(t)φ(x) is the solution of the homogeneous equation and S(t) is the
solution operator associated with the homogeneous problem.

As shown earlier, the solution of the homogeneous problem with symmetric boundary
conditions, 




ut − kuxx = 0 x ∈ I, t > 0
u(x, 0) = φ(x) x ∈ I
u satisfies symmetric BCs t > 0

is given by

u(x, t) =
∞∑

n=1

AnXn(x)e−kλnt

where Xn are the eigenfunctions and λn the corresponding eigenvalues of the eigenvalue
problem, { −X ′′ = λX x ∈ I

X satisfies symmetric BCs,

and the coefficients An are defined by

An =
〈Xn, φ〉
〈Xn, Xn〉 ,
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where the inner product is taken over I. Therefore, the solution operator associated with
the homogeneous equation is given by

S(t)φ =
∞∑

n=1

AnXn(x)e−kλnt

where

An =
〈Xn, φ〉
〈Xn, Xn, 〉 .

Therefore, we expect the solution of the inhomogeneous equation to be given by

u(x, t) = S(t)φ(x) +

∫ t

0

S(t− s)f(x, s) ds

=
∞∑

n=1

AnXn(x)e−λnt +

∫ t

0

∞∑
n=1

Bn(s)Xn(x)e−λn(t−s) ds

where

Bn(s) ≡ 〈Xn, f(s)〉
〈Xn, Xn〉 .

In fact, for “nice” functions φ and f , this formula gives us a solution of the inhomogeneous
initial/boundary-value problem for the heat equation. We omit proof of this fact here. We
consider an example.

Example 15. Solve the inhomogeneous initial/boundary value problem for the heat equation
on [0, l] with Dirichlet boundary conditions,





ut − kuxx = f(x, t) x ∈ [0, l], t > 0
u(x, 0) = φ(x) x ∈ [0, l]
u(0, t) = 0 = u(l, t) t > 0

(2.29)

The solution of the homogeneous problem with initial data φ,




ut − kuxx = 0 x ∈ [0, l], t > 0
u(x, 0) = φ(x) x ∈ [0, l]
u(0, t) = 0 = u(l, t) t > 0

is given by

uh(x, t) =
∞∑

n=1

An sin
(nπ

l
x
)

e−k(nπ/l)2t,

where

An =
2

l

∫ l

0

sin
(nπ

l
x
)

φ(x) dx.

Therefore, the solution of the inhomogeneous problem with zero initial data is given by

up(x, t) =

∫ t

0

∞∑
n=1

Bn(s) sin
(nπ

l
x
)

e−k(nπ/l)2(t−s) ds
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where

Bn(s) =
2

l

∫ l

0

sin
(nπ

l
x
)

f(x, s) dx.

Consequently, the solution of (2.29) is given by

u(x, t) =
∞∑

n=1

An sin
(nπ

l
x
)

e−k(nπ/l)2t +

∫ t

0

∞∑
n=1

Bn(s) sin
(nπ

l
x
)

e−k(nπ/l)2(t−s) ds

where An and Bn(s) are as defined above.
¦

2.7.4 Inhomogeneous Boundary Data

In this section we consider the case of the heat equation on an interval with inhomogeneous
boundary data. We will use the method of shifting the data to reduce this problem to an
inhomogeneous equation with homogeneous boundary data. Consider the following example.

Example 16. Consider 



ut − kuxx = 0 0 < x < l
u(x, 0) = φ(x) 0 < x < l
u(0, t) = g(t)
u(l, t) = h(t).

(2.30)

We introduce a new function U(x, t) such that

U(x, t) =
1

l
[(l − x)g(t) + xh(t)] .

Assume u(x, t) is a solution of (2.30). Then let

v(x, t) ≡ u(x, t)− U(x, t).

Therefore,

vt − kvxx = (ut − kuxx)− (Ut − kUxx)

= −Ut

= −1

l
[(l − x)g′(t) + xh′(t)] .

Further,

v(x, 0) = u(x, 0)− U(x, 0) = φ(x)− 1

l
[(l − x)g(0) + xh(0)]

v(0, t) = u(0, t)− U(0, t) = 0

v(l, t) = u(l, t)− U(l, t) = 0.

38



Therefore, v is a solution of the inhomogeneous heat equation on the interval [0, l] with
homogeneous boundary data,





vt − kvxx = −1
l
[(l − x)g′(t) + xh′(t)] 0 < x < l

v(x, 0) = φ(x)− 1
l
[(l − x)g(0) + xh(0)] 0 < x < l

v(0, t) = 0 = v(l, t).

We can solve this problem for v using the technique of the previous section. Then we
can solve our original problem (2.30) using the fact that u(x, t) = v(x, t) + U(x, t). ¦

2.8 Maximum Principle and Uniqueness of Solutions

In this section, we prove what is known as the maximum principle for the heat equation. We
will then use this principle to prove uniqueness of solutions to the initial-value problem for
the heat equation.

2.8.1 Maximum Principle for the Heat Equation

First, we prove the maximum principle for solutions of the heat equation on bounded do-
mains. Let Ω ⊂ Rn be an open, bounded set. We define the parabolic cylinder as

ΩT ≡ Ω× (0, T ].

We define the parabolic boundary of ΓT as

ΓT ≡ ΩT − ΩT .

Ω

Ω
Γ

T

T

T

t

Rn

We now state the maximum principle for solutions to the heat equation.

Theorem 17. (Maximum Principle on Bounded Domains) (Ref: Evans, p. 54.) Let Ω be
an open, bounded set in Rn. Let ΩT and ΓT be as defined above. Assume u is sufficiently
smooth, (specifically, assume u ∈ C2

1(ΩT ) ∩ C(ΩT )) and u solves the heat equation in ΩT .
Then,

1. max
ΩT

u(x, t) = max
ΓT

u(x, t). (Weak maximum principle)
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2. If Ω is connected and there exists a point (x0, t0) ∈ ΩT such that

u(x0, t0) = max
ΩT

u(x, t),

then u is constant in Ωt0. (Strong maximum principle)

Proof. (Ref: Strauss, p. 42 (weak); Evans, Sec. 2.3.3 (strong))
Here, we will only prove the weak maximum principle. The reader is referred to Evans

for a proof of the strong maximum principle. We will prove the weak maximum principle in
the case n = 1 and Ω = (0, l).

Let
M = max

ΓT

u(x, t).

We must show that u(x, t) ≤ M throughout ΩT . Let ε > 0 and define

v(x, t) = u(x, t) + εx2.

We claim that v(x, t) ≤ M + εl2 throughout ΩT . Assuming this, we can conclude that
u(x, t) ≤ M + ε(l2 − x2) on ΩT and consequently, u(x, t) ≤ M on ΩT .

Therefore, we only need to show that v(x, t) ≤ M + εl2 throughout ΩT . By definition, we
know v(x, t) ≤ M + εl2 on ΓT (that is, on the lines t = 0, x = 0 and x = l). We will prove
that v cannot attain its maximum in ΩT , and, therefore, v(x, t) ≤ M + εl2 throughout ΩT .
We prove this as follows.

First, by definition of v, we see v satisfies

vt − kvxx = ut − k(u + εx2)xx = ut − kuxx − 2εk = −2εk < 0. (2.31)

Inequality (2.31) is known as the diffusion inequality. We will use (2.31) to prove that v
cannot achieve its maximum in ΩT .

Suppose v attains its maximum at a point (x0, t0) ∈ ΩT such that 0 < x0 < l, 0 < t0 < T .
This would imply that vt(x0, t0) = 0 and vxx(x0, t0) ≤ 0, and, consequently that

vt(x0, t0)− kvxx(x0, t0) ≥ 0,

which contradicts the diffusion inequality (2.31). Therefore, v cannot attain its maximum
at such a point.

Suppose v attains its maximum at a point (x0, T ) on the top edge of ΩT . Then vx(x0, T ) =
0 and vxx(x0, T ) ≤ 0, as before. Furthermore,

vt(x0, T ) = lim
δ→0+

v(x0, T )− v(x0, T − δ)

δ
≥ 0.

Again, this contradicts the diffusion inequality. But v must have a maximum somewhere in
the closed rectangle ΩT . Therefore, this maximum must occur somewhere on the parabolic
boundary ΓT . Therefore, v(x, t) ≤ M + εl2 throughout ΩT , and, we can conclude that
u(x, t) ≤ M throughout ΩT , as desired.
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We now prove a maximum principle for solutions to the heat equation on all of Rn.
Without having a boundary condition, we need to impose some growth assumptions on the
behavior of the solutions as |x| → +∞.

Theorem 18. (Maximum Principle on Rn) (Ref: Evans, p. 57) Suppose u (sufficiently
smooth) solves {

ut − k∆u = 0 x ∈ Rn × (0, T )
u = φ x ∈ Rn

and u satisfies the growth estimate

u(x, t) ≤ Aea|x|2 x ∈ Rn, 0 ≤ t ≤ T

for constants A, a > 0. Then

sup
Rn×[0,T ]

u(x, t) = sup
Rn

φ(x, t).

Proof. (For simplicity, we take k = 1, but the proof works for arbitrary k > 0.) Assume

4aT < 1.

Therefore, there exists ε > 0 such that

4a(T + ε) < 1.

Fix y ∈ Rn and µ > 0. Let

v(x, t) ≡ u(x, t)− µ

(T + ε− t)n/2
e

|x−y|2
4(T+ε−t) .

Using the fact that u is a solution of the heat equation, it is straightforward to show that v
is a solution of the heat equation,

vt −∆v = 0, x ∈ Rn × (0, T ].

Fix r > 0 and let U ≡ B(y, r), UT = B(y, r)× (0, T ]. From the maximum principle, we know

max
UT

v(x, t) = max
ΓT

v(x, t).

We will now show that maxΓT
v(x, t) ≤ φ(x). First, look at (x, t) on the base of ΓT . That

is, take (x, t) = (x, 0). Then

v(x, 0) = u(x, 0)− µ

(T + ε)n/2
e
|x−y|2
4(T+ε)

≤ u(x, 0) = φ(x).
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Now take (x, t) on the sides of ΓT . That is, choose x ∈ Rn such that |x − y| = r and t
such that 0 ≤ t ≤ T . Then

v(x, t) = u(x, t)− µ

(T + ε− t)n/2
e

r2

4(T+ε−t)

≤ Aea|x|2 − µ

(T + ε− t)n/2
e

r2

4(T+ε−t)

≤ Aea(|y|+r)2 − µ

(T + ε)n/2
e

r2

4(T+ε) .

By assumption, 4a(T + ε) < 1. Therefore, 1/4(T + ε) = a + γ for some γ > 0. Therefore,

v(x, t) ≤ Aea(|y|+r)2 − µ(4(a + γ))n/2e(a+γ)r2 ≤ sup
Rn

φ(x)

for r sufficiently large.
Therefore, we have shown that v(x, t) ≤ supRn φ(x) for (x, t) ∈ ΓT , and, thus, by the

maximum principle
max
UT

v(x, t) = max
ΓT

v(x, t),

we have v(x, t) ≤ supRn φ(x) for all (x, t) ∈ UT .
We can use this same argument for all y ∈ Rn, to conclude that

v(y, t) ≤ sup
Rn

φ(x)

for all y ∈ Rn, 0 ≤ t ≤ T as long as 4aT < 1. Then using the definition of v and taking the
limit as µ → 0+, we conclude that

u(y, t) ≤ sup
Rn

φ(x)

for all y ∈ Rn, 0 ≤ t ≤ T as long as 4aT < 1.
If 4aT ≥ 1, we divide the interval [0, T ] into subintervals [0, T1], [T1, 2T1], etc., where

T1 = 1
8a

and perform the same calculations on each of these subintervals.

2.8.2 Using the Maximum Principle to Prove Uniqueness

We now use the maximum principles proven above to prove uniqueness of solutions to the
heat equation.

Theorem 19. (Uniqueness on bounded domains) Let Ω be an open, bounded set in Rn and
define ΩT and ΓT as above. Consider the initial/boundary value problem,

{
ut − k∆u = f x ∈ ΩT

u = g x ∈ ΓT
(2.32)

Assume f and g are continuous. Then there exists at most one (smooth) solution of (2.32).
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Proof. Suppose there exist two smooth solutions u and v. Let

w ≡ u− v.

Then w is a solution of {
wt − k∆w = 0 x ∈ ΩT

w = 0 x ∈ ΓT .
(2.33)

By the weak maximum principle,

max
ΩT

w(x, t) = max
ΓT

w(x, t) = 0.

Therefore, w(x, t) ≤ 0 on ΩT , which implies u(x, t) ≤ v(x, t) on ΩT .
Next, let w̃ = v−u. Therefore, w̃ is also a solution of (2.33), and, by the weak maximum

principle,
max
ΩT

w̃(x, t) = max
ΓT

w̃(x, t) = 0.

Consequently, w̃(x, t) ≤ 0 on ΩT , which implies v(x, t) ≤ u(x, t) on ΩT .
Therefore, we have

u(x, t) ≤ v(x, t) (x, t) ∈ ΩT

v(x, t) ≤ u(x, t) (x, t) ∈ ΩT .

Consequently, we conclude that u = v for in ΩT , as desired.

Theorem 20. (Uniqueness on Rn) (Ref: Evans, p. 58.) Consider the initial-value problem

{
ut − k∆u = f x ∈ Rn × (0, T )
u(x, 0) = g x ∈ Rn.

(2.34)

Assume f and g are continuous. Then there exists at most one (smooth) solution of (2.34)
satisfying the growth estimate

|u(x, t)| ≤ Aea|x|2 .

Proof. Assume u, v are two solutions. Let w ≡ u − v and let w̃ = v − u. Now apply the
maximum principle on Rn to show that u ≡ v.

Remark. There are, in fact, infinitely many solutions of

{
ut − k∆u = 0 x ∈ Rn × (0, T )
u(x, 0) = 0 x ∈ Rn.

(Ref: John, Chapter 7.) All of those solutions other than u(x, t) ≡ 0 grow faster than e|x|
2

as |x| → +∞.
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2.8.3 Energy Methods to prove Uniqueness

We now present an alternate technique to prove uniqueness of solutions to the heat equation
on bounded domains.

Theorem 21. Let Ω be an open, bounded set in Rn. Let T > 0. Let ΩT , ΓT be the parabolic
cylinder and parabolic boundary defined earlier. Consider the initial/boundary value problem,

{
ut − k∆u = f (x, t) ∈ ΩT

u(x, t) = g (x, t) ∈ ΓT .
(2.35)

There exists at most one (smooth) solution u of (2.35).

Proof. Suppose there exist two solutions u and v. Let w = u− v. Then w solves

{
wt − k∆w = 0 (x, t) ∈ ΩT

w = 0 (x, t) ∈ ΓT .
(2.36)

Let

E(t) ≡
∫

Ω

w2(x, t) dx.

Now, E(0) =
∫
Ω

w2(x, 0) dx = 0. We claim that E ′(t) ≤ 0 and, therefore, E(t) = 0 for
0 ≤ t ≤ T . By using the fact that w is a solution of (2.36) and integrating by parts, we see
that

E ′(t) = 2

∫

Ω

wwt dx

= 2k

∫

Ω

w∆w dx

= −2k

∫

Ω

|∇w|2 dx + 2k

∫

∂Ω

w
∂w

∂ν
dS(x)

= −2k

∫

Ω

|∇w|2 dx ≤ 0,

using the fact that w = 0 on ΓT and k > 0. Therefore, E(t) = 0 for 0 ≤ t ≤ T . Using the
assumption that w is smooth, this implies w ≡ 0 in ΩT , and, therefore, u ≡ v in ΩT .
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