Distributions first arose in solving partial differential equations by duality arguments; a later related benefit was that one could always differentiate them arbitrarily many times. They also provide the mathematically precise framework for objects such as the ‘delta function’, i.e. the delta distribution.

To see how this is built up, we start with a reasonable class of objects, such as bounded continuous functions on $\mathbb{R}^n$, and embed them into a bigger space by a map $\iota$. The bigger space is that of tempered distributions, which we soon define. The idea is that $\iota$ is a one-to-one map, thus we may think of bounded continuous functions as tempered distributions by identifying bounded functions $f \in C^0(\mathbb{R}^n)$ with $\iota(f)$. (Below we write $\iota(f) = \iota_f$ often, by analogy of the notation of a sequence, as a distribution itself will be a map, or function, on functions, so we need to write expressions like $\iota_f(\phi)$, which is nicer than $(\iota(f))(\phi)$.) An analogy is that letters of the English alphabet can be considered as numbers via their ASCII encoding; there are more ASCII codes than letters, but to every letter corresponds a unique ASCII code. One can just think of letters then as numbers, e.g. one thinks of the letter ‘A’ as the decimal number 65, i.e. the letters are thought of as a subset of the integers 0 through 255.

So on to distributions. Suppose $V$ is a vector space over $\mathbb{F} = \mathbb{R}$ or $\mathbb{F} = \mathbb{C}$. The algebraic dual of $V$ is the vector space $L(V, \mathbb{F})$ consisting of linear functionals from $V$ to $\mathbb{F}$. That is elements of $f \in L(V, \mathbb{F})$ are linear maps $f : V \to \mathbb{F}$ satisfying

$$ f(v + w) = f(v) + f(w), \ f(cv) = cf(v), \ v, w \in V, \ c \in \mathbb{F}. $$

When $V$ is infinite dimensional, we need additional information, namely continuity. So if $V$ is a topological space (which means that one has a notions of open sets, which we do not emphasize, and thus of convergence, which we do), indeed in our case a metric space, with the topology compatible with the vector space structure (namely the vector space operations are continuous, which we have already shown in the case of normed vector spaces), i.e. if $V$ is a topological vector space, we define the dual space $V^*$ as the space of continuous linear maps $f : V \to \mathbb{F}$; in the cases we are interested in, continuity is the same as sequential continuity. (This is always the case in metric spaces!) The latter means that we consider maps $f$ with the property that if $\phi_j \to \phi$ in $V$ then $f(\phi_j) \to f(\phi)$ in $\mathbb{F}$.

For us, $V$ is the class of ‘very nice objects’, and $V^*$ will be the class of ‘bad objects’. Of course, normally there is no way of comparing elements of $V$ with those of $V^*$, so we will also need an injection (i.e. a one-to-one map)

$$ \iota : V \to V^* $$

so that elements of $V$ can be regarded as elements of $V^*$ (by identifying $v \in V$ with $\iota(V)$). As we want to differentiate functions, as much as we desire, $V$ will consist of infinitely differentiable functions. As we need to control behavior at infinity to integrate, the elements of $V$ must decay at infinity. Concretely, we take $V$ to be the set of Schwartz functions; the Fourier transform (which we do not discuss here) is particularly well-behaved on these.

**Definition 1** The set $S = S(\mathbb{R}^n)$, called the set of Schwartz functions, consists of functions $\phi \in C^\infty(\mathbb{R}^n)$ such that for all $N \geq 0$ and all multiindices $\alpha \in \mathbb{N}^n$, $|x|^N D^\alpha \phi$ is bounded on $\mathbb{R}^n$.

Here we used the multiindex notation:

$$ D^\alpha = D_{x_1}^{\alpha_1} \ldots D_{x_n}^{\alpha_n}. $$

The functions $\phi \in S(\mathbb{R}^n)$ decay rapidly at infinity with all derivatives.

We can put this into a more symmetric form by noting that it suffices to consider $N$ even, and indeed merely ask if $(1 + |x|^2)^N D^\alpha \phi$ is bounded for all $N$ and $\alpha$. Expanding the first term, using $|x|^2 = x_1^2 + \ldots + x_n^2$, one easily sees that this in turn is equivalent to the statement that for all multiindices $\alpha, \beta \in \mathbb{N}^n$, $x^\alpha D^\beta \phi$ is bounded. Here we wrote

$$ x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \ldots x_n^{\alpha_n}, $$

with
in analogy with the notation for $D^\beta$. Note that by Leibniz' rule (i.e. the product rule for differentiation), one can write $D^\beta x^\alpha \phi$ as a finite sum of powers $\leq \alpha$ of $x$ times derivatives of order $\leq \beta$ of $\phi$, and conversely, so in fact $x^\alpha D^\beta \phi$ being bounded for all multiindices $\alpha, \beta$ is equivalent to $D^\beta x^\alpha \phi$ being bounded for all multiindices $\alpha, \beta$.

One may also call elements of $V$ test functions since $V^*$ is defined as continuous linear maps from $V$ to $\mathbb{F}$, i.e. we are applying elements of $V^*$ to elements of $V$, so we are 'testing' elements of $V^*$ on $V$. This is more common, however, when $V$ is taken to be the set of compactly supported $C^\infty$ functions, $C^\infty_c(\mathbb{R}^n)$; in that case the dual objects in $V^*$ are called distributions.

In order to motivate the definition of $\mathcal{S}$-convergence, recall that $\mathcal{S} = \mathcal{S}(\mathbb{R}^n)$ is the set of functions $\phi \in C^\infty(\mathbb{R}^n)$ with the property that for any multiindices $\alpha, \beta \in \mathbb{N}^n$, $x^\alpha \partial^\beta \phi$ is bounded. Here we wrote $x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \ldots x_n^{\alpha_n}$, and $\partial^\beta = \partial_{x_1}^{\beta_1} \ldots \partial_{x_n}^{\beta_n}$; with $\partial_{x_j} = \frac{\partial}{\partial x_j}$.

With this in mind, convergence of a sequence $\phi_m \in \mathcal{S}$, $m \in \mathbb{N}$, to some $\phi \in \mathcal{S}$, in $\mathcal{S}$ is defined as follows. We say that $\phi_m$ converges to $\phi$ in $\mathcal{S}$ if for all multiindices $\alpha, \beta$, $\sup |x^\alpha \partial^\beta (\phi_m - \phi)| \to 0$ as $m \to \infty$, i.e. if $x^\alpha \partial^\beta \phi_m$ converges to $x^\alpha \partial^\beta \phi$ uniformly.

This notion in fact arises from a metric. Let

$$\|\phi\|_N = \sup_{|\alpha|+|\beta| \leq N} \sup_{\mathbb{R}^n} |x^\alpha \partial^\beta \phi|.$$ 

Then for all $N$, $\phi_N$ is a norm on $\mathcal{S}(\mathbb{R}^n)$, with respect to which, however, $\mathcal{S}$ is not complete. (E.g. each norm controls only finitely many derivatives.) Let $d_N$ be the corresponding metric:

$$d_N(\phi, \psi) = \|\phi - \psi\|_N, \ \phi, \psi \in \mathcal{S}(\mathbb{R}^n).$$

For us it is now convenient to 'cut $d_N$ down to size', namely let

$$\tilde{d}_N(\phi, \psi) = \min(1, d_N(\phi, \psi)).$$

Note that $\tilde{d}_N$ is still a metric, and it is equivalent to $d_N$ (has the same open sets, or equivalently, the same convergent sequences). Finally let

$$d(\phi, \psi) = \sum_{N=0}^{\infty} 2^{-N} \tilde{d}_N(\phi, \psi).$$

Note that the sum converges since $\tilde{d}_N \leq 1$ for all $N$. Then it is straightforward to check that $d$ is a metric, using that $\tilde{d}_N$ is for each $N$, and further that convergence with respect to $d$ is the same as the convergence for every $d_N$, i.e. for every $\tilde{d}_N$. Here the point is that:

- for any $N$ and $\varepsilon > 0$ there is $\varepsilon' > 0$ such that $d(\phi, \psi) < \varepsilon'$ implies $\tilde{d}_N(\phi, \psi) < \varepsilon$ (indeed, take $\varepsilon' = 2^{-N}\varepsilon$), and
- conversely, for any $\varepsilon' > 0$ there exists $N$ and $\varepsilon > 0$ such that $\tilde{d}_N(\phi, \psi) < \varepsilon$ implies $d(\phi, \psi) < \varepsilon'$ (this uses $d_m \leq d_N$ if $m \leq N$, and similarly for $\tilde{d}$; one then simply picks $N$ so that the tail of the series, beyond $N$, is $< \varepsilon'/2$, and then picks $\varepsilon > 0$ so that the first $N$ terms being $< \varepsilon 2^{-N}$, respectively, sum up to $< \varepsilon'/2$).

We can now define tempered distributions:

**Definition 2** A tempered distribution $u \in \mathcal{S}'(\mathbb{R}^n)$ is a continuous linear functional on $\mathcal{S}(\mathbb{R}^n)$. That is, a tempered distribution $u$ is a map $u : \mathcal{S}(\mathbb{R}^n) \to \mathbb{F}$ such that

1. $u$ is linear: $u(\phi + \psi) = u(\phi) + u(\psi)$, $u(c\phi) = cu(\phi)$ for $\phi, \psi \in \mathcal{S}(\mathbb{R}^n)$ and $c \in \mathbb{F}$,
2. and \(u\) is continuous, so if \(\phi_j\) is any sequence such that \(\phi_j \to \phi\) in \(S(\mathbb{R}^n)\) then \(u(\phi_j) \to u(\phi)\) in \(\mathcal{F}\).

It is straightforward to check (by linearity) that continuity of \(u\) is equivalent to the following: there exist \(N\) and \(C > 0\) such that for all \(\phi \in S(\mathbb{R}^n),\)

\[
|u(\phi)| \leq C\|\phi\|_N = C \sum_{|\alpha| + |\beta| \leq N} \sup_{\mathbb{R}^n} |x^{\alpha} \partial^\beta \phi|.
\]

(1)

The simplest tempered distribution is the delta-distribution at some point \(a \in \mathbb{R}^n\); it is given by

\[
\delta_a(\phi) = \phi(a).
\]

One can also generate many similar examples, e.g. the map \(u : S(\mathbb{R}^n) \to \mathbb{C}\) given by \(u(\phi) = (\partial_1 \phi)(a) - (\partial_2 \phi)(b)\), where \(a, b \in \mathbb{R}^n\), \(n \geq 2\), is also a tempered distribution.

A large class of distributions is obtained the following way. Suppose that \(f \in C(\mathbb{R}^n)\) is bounded, i.e. \(f \in C^0_{\infty}(\mathbb{R}^n)\). Then \(f\) defines a distribution \(u = \iota_f\) as follows:

\[
u(\phi) = \iota_f(\phi) = \int_{\mathbb{R}^n} f \phi dx.
\]

Note that the integral converges since \(\phi \in S(\mathbb{R}^n)\), and is rapidly decreasing. Certainly \(\iota_f : S(\mathbb{R}^n) \to \mathbb{C}\) is linear; its continuity can be seen as follows. Suppose that \(\phi_j \to \phi\) in \(S(\mathbb{R}^n)\), and thus in particular uniformly. Thus, with \(N > n,\)

\[
\left| \int_{\mathbb{R}^n} f(x) \phi_j(x) dx - \int_{\mathbb{R}^n} f(x) \phi(x) dx \right| = \left| \int_{\mathbb{R}^n} f(x)(1 + |x|^2)^{-N}(1 + |x|^2)^N(\phi_j(x) - \phi(x)) dx \right|
\]

\[
\leq \int_{\mathbb{R}^n} |f(x)|(1 + |x|^2)^{-N}(1 + |x|^2)^N |\phi_j(x) - \phi(x)| dx \leq \|f\|_{L^\infty} \sup_{\mathbb{R}^n} |(1 + |x|^2)^N(\phi_j - \phi)| \int_{\mathbb{R}^n} (1 + |x|^2)^{-N} dx,
\]

so the uniform convergence of \((1 + |x|^2)^N\phi_j\) to \((1 + |x|^2)^N\phi\) gives the desired conclusion. (The equivalent characterization of continuity, in terms of (1) means that we could have simply checked \(\int f \phi \leq C\|\phi\|_0\), which holds with \(C = \|f\|_{L^\infty} \int_{\mathbb{R}^n} (1 + |x|^2)^N dx.\))

The important fact is that we do not lose any information by thinking of elements of \(C^0_{\infty}(\mathbb{R}^n)\) (bounded continuous functions) as distributions, i.e. the map \(\iota\) is one-to-one.

**Lemma 1** The map \(\iota : C^0_{\infty}(\mathbb{R}^n) \to S'(\mathbb{R}^n)\) is injective.

Because of this lemma, we can consider \(C^0_{\infty}(\mathbb{R}^n)\) as a subset of \(S'(\mathbb{R}^n)\), via the identification \(\iota\).

If \(f \in C(\mathbb{R}^n)\), and \(f(x_0) \neq 0\) for some \(x_0 \in \mathbb{R}^n\), by the continuity of \(f\), for \(\varepsilon > 0\) sufficiently small, \(|f(x) - f(x_0)| < |f(x_0)|/2\) for \(|x - x_0| < \varepsilon\). Now let \(\phi \in C^\infty(\mathbb{R}^n)\) be identically 0 outside \(B_\varepsilon(x_0)\), identically 1 on \(B_{\varepsilon/3}(x_0)\) so \(|f(x) - f(x_0)| < |f(x_0)|/2\) if \(\phi \neq 0\). So

\[
\left| \int f \phi dx - f(x_0) \int \phi dx \right| \leq \int |f(x) - f(x_0)| \phi(x) dx \leq \frac{|f(x_0)|}{2} \int \phi dx,
\]

so

\[
\left| \int f \phi dx \right| \geq |f(x_0) \int \phi(x) dx| - \left| \int f \phi dx - f(x_0) \int \phi dx \right| \geq \frac{|f(x_0)|}{2} \int \phi dx,
\]

so \(\int f \phi dx \neq 0\) as \(\int \phi dx > 0\). □
More generally, even functions \( f \) for which \((1 + |x|^2)^{-N} f \in C_{\infty}^{0}(\mathbb{R}^n)\) are tempered distributions since for \( \phi \in \mathcal{S}(\mathbb{R}^n) \), \((1 + |x|^2)^{N} \phi \in \mathcal{S}(\mathbb{R}^n)\), thus

\[
\int_{\mathbb{R}^n} f \phi = \int_{\mathbb{R}^n} ((1 + |x|^2)^{-N} f)((1 + |x|^2)^{N} \phi)
\]
can be analyzed as above. Thus, any continuous function \( f \) satisfying an estimate \( |f(x)| \leq C(1 + |x|)^N \) for some \( N \) and \( C \) defines a tempered distribution \( u = \iota_{f} \) via

\[
u(\psi) = \iota_{f}(\psi) = \int_{\mathbb{R}^n} f(x)\psi(x) \, dx, \quad \psi \in \mathcal{S},
\]
since

\[
\left| \int_{\mathbb{R}^n} f(x)\psi(x) \, dx \right| \leq CM \int_{\mathbb{R}^n} (1 + |x|)^N(1 + |x|)^{-N-n-1} \, dx < \infty,
\]
\[
M = \sup \left( (1 + |x|)^{N+n+1} |\psi| \right) < \infty.
\]
This is the reason for the ‘tempered’ terminology: the growth of \( f \) is ‘tempered’ at infinity.

A more extreme example, related to Poisson summation, is the following, on \( \mathbb{R} \) for simplicity: Let \( a > 0 \), and let

\[
u = \sum_{k \in \mathbb{Z}} \delta_{ak},
\]
i.e. for \( \phi \in \mathcal{S}(\mathbb{R}) \), let

\[
u(\phi) = \sum_{k \in \mathbb{Z}} \phi(ak).
\]
This sum converges, since \( |\phi(x)| \leq C(1 + |x|^2)^{-1} \) as \( \phi \in \mathcal{S} \), and \( \sum_{k \in \mathbb{Z}} C(1 + a^2k^2)^{-1} \) converges. It is also continuous since if \( \phi_j \rightarrow \phi \) in \( \mathcal{S} \), then \((1 + x^2)\phi_j \rightarrow (1 + x^2)\phi \) uniformly on \( \mathbb{R} \), hence

\[
|\nu(\phi_j) - \nu(\phi)| \leq \sum_{k \in \mathbb{Z}} (1 + a^2k^2)|\phi_j(ak) - \phi(ax)|(1 + a^2k^2)^{-1}
\]
\[
\leq \sum_{k \in \mathbb{Z}} \sup_{x \in \mathbb{R}}((1 + a^2)|\phi_j(x) - \phi(x)|)(1 + a^2k^2)^{-1}
\]
\[
\leq \sup_{x \in \mathbb{R}}((1 + a^2)|\phi_j(x) - \phi(x)|)\sum_{k \in \mathbb{Z}} (1 + a^2k^2)^{-1},
\]
and the last sum converges, so \( |\nu(\phi_j) - \nu(\phi)| \rightarrow 0 \) as \( j \rightarrow \infty \).

One usually equips \( \mathcal{S}'(\mathbb{R}^n) \) with the so-called weak-* topology:

**Definition 3** One says that a sequence \( u_j \in \mathcal{S}'(\mathbb{R}^n) \) converges to \( u \in \mathcal{S}'(\mathbb{R}^n) \) if \( u(\phi) = \lim_{j \rightarrow \infty} u_j(\phi) \) for all \( \phi \in \mathcal{S}(\mathbb{R}^n) \).

A word of warning: this is not the topology arising from a metric space, although there is a topology in which this is the notion of convergence.

As an example, fix \( \varepsilon = 1 \) and let \( \phi \in C^{\infty}(\mathbb{R}^n) \) be identically 1 near 0, vanishing outside \( B_{\varepsilon}(0) \). Let \( \delta_j \) be a sequence of positive constants with \( \lim_{j \rightarrow \infty} \delta_j = 0 \). Let \( u_j \) be the distribution given by \( \delta_j^{-n}\phi(/\delta_j) \), i.e.

\[
u_j(\psi) = \int \delta_j^{-n}\phi(x/\delta_j)\psi(x) \, dx.
\]
Let \( c = \int \phi \, dx \). Then \( \lim_{j \to \infty} u_j = c \delta_0 \). Indeed, note that by the continuity of \( \psi \), given \( \varepsilon' > 0 \), there is \( \delta' > 0 \) such that \( |x| < \delta' \) implies \( |\psi(x) - \psi(x_0)| < \varepsilon' \). Then

\[
|u_j(\psi) - c\delta_0(\psi)| = \left| \int \delta_j^{-n} \phi(x/\delta_j) \psi(x) \, dx - \psi(0) \int \phi(x) \, dx \right|
= \left| \int \delta_j^{-n} \phi(x/\delta_j) \psi(x) \, dx - \int \delta_j^{-n} \phi(x/\delta_j) \psi(0) \, dx \right|
\leq \int \delta_j^{-n} \phi(x/\delta_j) |\psi(x) - \psi(x_0)| \, dx.
\]

For \( j \) sufficiently large, \( \delta_j < \delta' \), and \( \phi(x/\delta_j) = 0 \) if \( |x|/\delta_j \geq 1 \), i.e. if \( x \geq \delta_j \), so certainly if \( x \geq \delta' \). Correspondingly, in the integral, one can restrict the integration to \( |x| \leq \delta_j \), where \( |\psi(x) - \psi(x_0)| < \varepsilon' \) to deduce that

\[
|u_j(\psi) - c\delta_0(\psi)| \leq \varepsilon' \int \delta_j^{-n} \phi(x/\delta_j) \, dx = c\varepsilon'
\]

for \( j \) sufficiently large. This proves our claim.

This is a rather typical example, and it is not hard to show that one can approximate any \( u \in S'(\mathbb{R}^n) \) in the weak-* topology by \( u_j \) which are given by \( S(\mathbb{R}^n) \) functions, i.e. \( S(\mathbb{R}^n) \) is sequentially dense in \( S'(\mathbb{R}^n) \) (this is actually a much stronger statement than being dense since \( S' \) is not a metric space).

We can now consider differentiation. The idea is that we already know what the derivative of a \( C^1 \) function is, so we should express it as a distribution in such a way that it obviously extends to the class of all distributions. Now, for \( f \in C^1(\mathbb{R}^n) \) with \( |f(x)|, |(\partial_j f)(x)| \leq C(1 + |x|)^N \) for some \( N \), the distribution associated to the function \( \partial_j f \) satisfies

\[
\iota \partial_j f(\phi) = \int \partial_j f \phi \, dx = - \int f \partial_j \phi \, dx = -\iota f(\partial_j \phi)
\]

for all \( \phi \in S(\mathbb{R}^n) \). Motivated by this, we make the definition:

**Definition 4** The partial derivatives of \( u \in S'(\mathbb{R}^n) \) are defined by

\[
\partial_j u(\phi) = -u(\partial_j \phi).
\]

Note that for \( \phi \in S(\mathbb{R}^n) \), \( \partial_j \phi \in S(\mathbb{R}^n) \), so this definition makes sense.

It is straightforward to check that \( \partial_j u \) is a distribution, in particular is continuous as a map \( S(\mathbb{R}^n) \to \mathbb{C} \). Note also that this is the only reasonable notion of a derivative as the map \( u \mapsto \partial_j u \) is continuous, i.e. \( u_k \to u \) implies \( \partial_j u_k \to \partial_j u \), and \( S(\mathbb{R}^n) \), on which we already know \( \partial_j \), is dense in \( S'(\mathbb{R}^n) \).

Some examples: on \( \mathbb{R} \),

\[
\delta'(a) = -\delta(a) = -\phi'(a), \quad \phi \in S(\mathbb{R}).
\]

Also, if \( H \) is the Heaviside step function, so \( H(x) = 1 \) for \( x \geq 0 \), \( H(x) = 0 \) for \( x < 0 \), then

\[
H'(\phi) = (\iota_H)'(\phi) = -\iota_H(\phi') = -\int_0^\infty \phi'(x) \, dx = \phi(0)
\]

for all \( \phi \in S(\mathbb{R}) \), where we used the fundamental theorem of calculus. Therefore \( H' = \delta_0 \).

Note also that tempered distributions \( u \) may be multiplied by \( C^\infty \) functions \( g \) all of whose derivatives are polynomially bounded. Indeed, we proceed again by analogy with \( \iota_f \) where \( f \in C(\mathbb{R}^n) \). In that case

\[
\iota_{fg}(\phi) = \int (fg)\phi \, dx = \int f(g\phi) \, dx = \iota_f(g\phi),
\]
so for arbitrary \( u \in \mathcal{S}'(\mathbb{R}^n) \) we define \( gu \in \mathcal{S}'(\mathbb{R}^n) \) by

\[
gu(\phi) = u(g\phi).
\]

Note that for \( \phi \in \mathcal{S}(\mathbb{R}^n), \ g\phi \in \mathcal{S}(\mathbb{R}^n) \) since \( g \in C^\infty(\mathbb{R}^n) \) with polynomial bounds, so the definition makes sense.

This actually can be used to provide the first step in the proof of the sequential density of \( \mathcal{S}(\mathbb{R}^n) \) in \( \mathcal{S}'(\mathbb{R}^n) \). Indeed, if \( u \in \mathcal{S}'(\mathbb{R}^n) \), and \( \rho \in C^\infty_c(\mathbb{R}^n) \) is such that \( \rho(x) = 1 \) for \( |x| < 1 \), \( \rho(x) = 0 \) for \( |x| > 2 \) then \( v_j = \rho(x/j)u \to u \) in \( \mathcal{S}'(\mathbb{R}^n) \) since this means simply \( v_j(\phi) = u(\phi_j) \to u(\phi) \), \( \phi_j(x) = \rho(x/j)\phi(x) \), which in turn follows since \( \phi_j \to \phi \) in \( \mathcal{S} \) by a simple calculation, and since \( u : \mathcal{S} \to \mathbb{F} \) is continuous.

The gain here is that \( v_j \) is compactly supported, namely if \( \chi_j \in C^\infty_c(\mathbb{R}^n) \) is such that \( \chi_j(x) = 1 \) where \( \rho(x/j) \neq 0 \), then \( \chi_j v_j = v_j \), since this reduces to the statement \( (1 - \chi_j(x))\rho(x/j) = 0 \) for all \( x \). It then remains to show that such \( v_j \) can be approximated in \( \mathcal{S}' \) by elements of \( C^\infty_c(\mathbb{R}^n) \). The most straightforward way of completing the argument is via convolutions, which we do not discuss here.

As an example of calculation with distributions, consider the following:

**Lemma 2** Suppose that \( u \in \mathcal{S}'(\mathbb{R}) \) and \( xu = 0 \). Then there is a constant \( c \in \mathbb{F} \) such that \( u = c\delta_0 \).

First note that if \( u = c\delta_0 \), then \( xu = 0 \) indeed:

\[
xu(\phi) = u(x\phi) = c\delta_0(x\phi) = c(x\phi)(0) = 0
\]

for all \( \phi \in \mathcal{S}(\mathbb{R}) \) since \( x(0) = 0 \), so \( (x\phi)(0) = 0 \).

Suppose now that \( xu = 0 \), i.e. \( u(x\phi) = 0 \) for all \( \phi \in \mathcal{S}(\mathbb{R}) \). If \( \psi \) is a test function such that \( \psi(0) = 0 \) then Taylor’s theorem allows one to write \( \psi = x\phi \) with \( \phi \in \mathcal{S}(\mathbb{R}) \) (namely \( \phi = x^{-1}\psi \) for \( x \neq 0 \) extends to be \( C^\infty \) at 0), so \( u(\psi) = u(x\phi) = 0 \).

So now suppose that \( \psi \in \mathcal{S}(\mathbb{R}) \). Let \( \phi_0 \in \mathcal{S}(\mathbb{R}) \) be such that \( \phi_0(0) \neq 0 \). We choose \( \alpha \in \mathbb{F} \) such that \( \psi - \alpha\phi_0 \) vanishes at 0, i.e. let \( \alpha = \frac{\psi(0)}{\phi_0(0)} \). Then by the argument of the previous paragraph, \( u(\psi - \alpha\phi_0) = 0 \). Thus,

\[
u(\psi) = u((\psi - \alpha\phi_0) + \alpha\phi_0) = u(\psi - \alpha\phi_0) + \alpha u(\phi_0)
\]

\[
= \alpha u(\phi_0) = \frac{u(\phi_0)}{\phi_0(0)} \psi(0) = c\delta_0(\psi), \quad c = \frac{u(\phi_0)}{\phi_0(0)}.
\]

This finishes the proof. \( \square \)

If \( L \) is a linear partial differential operator, so \( L \) is of the form

\[
L = \sum_{|\alpha| \leq m} a_\alpha \partial^\alpha,
\]

and \( a_\alpha \) are in \( C^\infty(\mathbb{R}^n) \) with polynomial bounds for all derivatives, then for all \( u \in \mathcal{S}'(\mathbb{R}^n) \), \( Lu \) makes sense as an element of \( \mathcal{S}'(\mathbb{R}^n) \). In particular, we make the following definition:

**Definition 5** Suppose \( f \in \mathcal{S}'(\mathbb{R}^n), \ u \in \mathcal{S}'(\mathbb{R}^n) \), \( L \) is linear with \( C^\infty(\mathbb{R}^n) \) coefficients, with polynomial bounds. We say that \( u \) is a weak solution of \( Lu = f \) if \( Lu = f \) in the sense of tempered distributions.

Notice that explicitly, with \( L \) as above, if both \( u \) and \( f \) are of the form \( (1 + |x|^2)^N L^1(\mathbb{R}^n) \) for some \( N \), this simply means that for all \( \phi \in \mathcal{S}(\mathbb{R}^n) \),

\[
\sum_{|\alpha| \leq m} \int_{\mathbb{R}^n} u(x)(-1)^{|\alpha|} \partial^\alpha(a_\alpha(x)\phi(x)) \, dx = \int_{\mathbb{R}^n} f(x)\phi(x) \, dx,
\]
i.e. that

\[
\int u(x)L^\dagger \phi(x) \, dx = \int_{\mathbb{R}^n} f(x)\phi(x) \, dx,
\]

where \(L^\dagger\) is the transpose of \(L\):

\[
(L^\dagger \phi)(x) = \sum_{|\alpha| \leq m} (-1)^{|\alpha|} \partial^\alpha (a_\alpha(x)\phi(x)),
\]

or simply

\[
L^\dagger = \sum_{|\alpha| \leq m} (-1)^{|\alpha|} \partial^\alpha a_\alpha,
\]

where \(a_\alpha\) are understood as multiplication operators. (So \(M_{a_\alpha}\) would be better notation, where \((M_{a_\alpha}\phi)(x) = a_\alpha(x)\phi(x)\), but one usually just abuses the notation and writes \(a_\alpha\) for the multiplication operator.)

Finally we comment on the larger picture for distributions. In general, linear PDE theory constructs solutions of PDE by duality arguments. To get a bit of feel for this, consider the following analogue. In finite dimensional vector spaces \(V, W\), if one has a map \(P : V \to W\) and \(P^\ast : W^\ast \to V^\ast\) is the adjoint, defined by

\[
(P^\ast \ell)(v) = \ell(Pv), \quad \ell \in W^\ast, \ v \in V,
\]

then \(P\) is onto if and only if \(P^\ast\) is one-to-one, and \(P\) is one-to-one if and only if \(P^\ast\) is onto. (This reduces to a statement about matrices by introducing bases; the adjoint is the transpose, or the conjugate transpose, depending on the definition used.) Thus, if we try to solve \(P^\ast \ell = f\), where \(f \in V^\ast\) is given, we just need to show that \(P\) is one-to-one. In infinite dimensions there are serious complications; for one thing instead of just the one-to-one nature, we want an estimate of the form

\[
\|v\|_V \leq C\|Pv\|_W,
\]

i.e. there is \(C > 0\) such that for all \(v \in V\) this estimate holds. Notice that this implies the statement that \(P\) is injective. The space \(S(\mathbb{R}^n)\) is not normed, which causes some complications; one typically works with a somewhat bigger space instead. In any case, this gives distributional solutions to a PDE in the presence of some estimates for the adjoint operator; in the case of \(P^\ast = L\) above, this amounts to estimates for \(P\) which is essentially (up to possibly some complex conjugates in the complex valued setting) \(L^\dagger\). (Also, one would typically want to impose extra conditions, such as initial conditions or boundary conditions, so there are further subtleties.)

We also mention that weak solutions give rise to a numerical way of solving PDE. Namely, consider \(2\). Let’s take a finite dimensional space \(X_N\) of trial functions which we take piecewise continuous, with say a basis \(\psi_1, \ldots, \psi_N\), and a finite dimensional space \(Y_N\) of test functions which we take \(C^m\) with a basis \(\phi_1, \ldots, \phi_N\). Let’s assume that \(u\) can be approximated by a linear combination of the \(\psi_j\), i.e. by \(\sum_{j=1}^N c_j \psi_j\). If this combination actually solved the PDE, we would have

\[
\int_{\mathbb{R}^n} \left( \sum_{j=1}^N c_j \psi_j(x) \right)(L^\dagger \phi)(x) \, dx = \int_{\mathbb{R}^n} f(x)\phi(x) \, dx,
\]

for all \(\phi \in C^\infty_c(\mathbb{R}^n)\). Since we have only finitely many constants \(c_j\) to vary, it is unlikely that we can solve the equation so that it is satisfied for all \(\phi\). However, let us demand that the equation is only satisfied for \(\phi \in Y_N\), in which case it suffices to check it for the basis consisting of the \(\phi_k\), i.e. let us demand

\[
\int_{\mathbb{R}^n} \left( \sum_{j=1}^N c_j \psi_j(x) \right)(L^\dagger \phi_k)(x) \, dx = \int_{\mathbb{R}^n} f(x)\phi_k(x) \, dx, \ k = 1, \ldots, N.
\]
This is $N$ equations ($k = 1, \ldots, N$) for $N$ unknowns (the $c_j$), so typically (when the corresponding matrix is invertible) we would expect that we can solve these equations, which are just linear equations: they are of the form

$$\sum_{j=1}^{N} A_{kj} c_j = g_k,$$

where $A_{kj} = \int_{\mathbb{R}^n} \psi_j(x) (L^\dagger \phi_k)(x) \, dx$ and $g_k = \int_{\mathbb{R}^n} f(x) \phi_k(x) \, dx$. Again, there are issues about additional conditions (which would influence the choice of $X_N$ and $Y_N$), and one may want to write the equations in a different form. For instance for a second order equation have one derivative each on $\phi_k$ and $\psi_j$, requiring them to be piecewise $C^1$. Such a rewriting, with an appropriate choice of $\phi_k$ and $\psi_j$ is the basis of the very important method of finite elements for numerically solving PDE.