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Table 1 Revision History
1.0 Background
Host Self-Registration at Stanford is a combination of a self-registration web application and a self-run computer health-check software binary.  The system allows for some local configuration on a network segment basis by local network administrators (LNAs). 
ITS plans to offer Host Self-Registration as a general service to the Stanford community.  It is particularly important to adapt the Host Self Reg tools to accommodate the existing ResComp Registration processes.  Another key goal is to enable ResComp to leverage the Health Checking capabilities of the Host Self Reg system
Phase I performed base-level host self-registration and activation in NetDB and provided a common set of required processes (patching and data security checks) to be run prior to allowing the self registration of a system on the network.  Phase I required that the registering user be able to identify themselves via their Stanford University Network Identifier (SUNet ID).  
Phase I appears to have improved information security on campus, reduced the number of systems that required manual intervention and rebuilding from scratch, progressed towards a healthier campus-wide network and, in general, received a positive response from the campus user base.

For the last several Septembers (prior to the implementation of Host Self-Registration phase I), Stanford has experienced serious problems on the campus-wide network, with the autumn arrival of many compromised, infected, and/or vulnerable (poorly patched and updated) systems with new students, faculty and staff on campus.  These problems caused outages across the campus network resulting  in the loss of business continuity and consumed vast quantities of man-hours in aggregate across campus in the efforts to resolve these problems.  Additionally, registering new well-maintained systems has been a time-consuming issue for those managing campus wide network access.
The second phase revolves around achieving levels of customization, scalability, and robustness.   Host Self-Registration, Phase II will address the current issues with desktop security, node registration in NetDB, and audited risks around the lack of accurate information in NetDB.

This project will finish the job started by the initial host self-registration project.  ITS is currently piloting the host self-registration software on several subnets across the university, including the Law School and GSB.  
Host Self Registration is still intended as a per-network opt-in service for Phase II.
2.0 Project Overview

Host Self-Registration, Phase II can be divided into 10 areas, 
· Porting of existing code to java for portability and robustness
· Stabilization of Phase I infrastructure to meet production standards

· Upgrade of delivery infrastructure, including hardware load balancing 
· Storage of data in NetDB as described in the appendices

· Incorporation of the wireless network as a primary network
· Ability to set an expiration date of host registration as a NetDB entry

· Addition of UNIX machine registration, 

· Improvements in the health check software for both PC and Macintosh, 
· Improvements in the End-User Web Service, 
· Improvements, extensions, and business logic changes to accommodate the existing ResComp registration practices, and allow RecComp to leverage features of the Host Self Reg , in particular, the Health Check
· Creation of an Local Network Administrator (LNA) Interface supporting extended functions and control not possible in the current version of NetDB 
· And, the  creation of log, metrics and activity viewing software
The project team will develop a detailed set of requirements for each area.  For development efforts, the project team will create functional requirements and create the software components that meet the requirements.  For infrastructure components, the team will create a plan to obtain and install the components.

Integration, testing (both functional and user), and hand-off of the service as production ready are in the scope of the project.

3.0 Project Objectives

The objective of this project is to provide deliverables that provide, support, fully enumerate and explain all of the issues addressed in the Overview Section, 2.0.   
Deliverables will include (see Appendices for details):
· Development plan for java port effort 
· Documentation and process for making Phase I infrastructure production ready

· Documented Requirements for Health Check Software 

· Documented Requirements for End User Web Service 

· These requirements include the Wireless Access 

· These requirements include the expiration

· These requirement include the registration of UNIX hosts

· Documented Requirements for LNA NetDB Options (this is using NetDB, not a separate interface) 

· Documented Requirements for the metrics that need to be collected, and the effort to make the metrics, logs and activity viewable
· Documented Requirements for the ResComp points of integration and interactions 
· Functional Specifications for all Documented Requirements

· Action and Code Development plans with concrete milestones and functional testing

· Testing Plans that engage the stakeholders and key departments

· Hand off to production

· A project plan incorporating all the work breakdown to meet the deliverables above

· Notes, status updates, risks lists, and issues lists
4.0 Project Scope and Approach

The scope of the project is to create the deliverables specified in section 3.0.  All supporting activities to create the deliverables are in scope – including project management overhead, status reports, draft reports, risk assessments, assumptions, documentation, and all other supporting documentation.
The significant time and scope constraint will require a formal change management and issues escalation process that will be agreed to before engagement.

Regular status meetings and status reports will be required of all team members.  
The project team will work with NetDB team members to ensure Host Self Reg does not negatively impact NetDB operations.  Suggestions for new NetDB data fields and changes in NetDB business logic will be documented.

The first production load balanced service will consist of two machines in Forsythe Hall, and will expand as the organization becomes capable of global load balancing across different sites.

5.0 Project Risks
Several notable risks have been identified relative to this project:  

	Risks
	Impact
	Mitigation

	This project involves groups across IT Services
	High
	Strong sponsorship from IT Services Executives, with routine escalation for critical path items

	Networking needs to upgrade the infrastructure to create a policy based infrastructure.  Phase II implementation will not be “status quo” network setups on the primary data paths
	High
	Work with Networking to watch schedule.  Possible need to impact primary data path may be a possible mitigation?

	This project involves LNAs and local departmental cultural resistance to any registration
	High
	Strong Communication Plan, thorough vetting of requirements, Aggressive testing plans

	The Policy Based Routed Network equipment is funded via another project that will not be presented until January, 2006.  Funding and priorities may impact the build-out of the new infrastructure.
	High
	Planning, possible use of existing resources in Networking to mitigate risk for development while production resourced can be procures.  May use this project’s planning resources to help Networking staff process.

	Shared Services does not have a dependable Load Balancing Service
	Medium
	Early engagement and design of Shared Services for building the infrastructure.  The first production load balanced service will consist of two machines in Forsythe Hall, and will expand as the organization becomes capable of global load balancing across different sites.

	Communications with LNAs, user community and other Stanford entities will be key to success.  
	High
	Need to identify dedicated resources to this set of issues.  Web site and user documentation will be key.

	Scope of the development effort is very large
	High
	None at this time

	Phase I is not properly closed or handed off to production as of the start of Phase II
	Medium
	Find a service owner, hand it off.  Service owner found for Phase II, but handoff is not complete.  May use this project’s resources to mitigate, or risk the status quo.

	Project Team involvement
	High
	Stakeholders, major contributors, team members and sponsors make commitment to the project, including attending status meetings and meeting deliverables.  Escalation to sponsors for un mitigated risks in this category.

	Un-verified assumptions:

Status of NetDB to Sybase work

Linux migration for campus infrastructure
	Medium to High
	Try to verify with team early on


Table 2 Project Risks
6.0 Project Costs 
	Description
	
	Total Costs

	Java Developer
	33% - 7 months
	

	Desktop Developer
	33% – 7 months
	

	Documentation and Testing Coordinator
	25% - 7 months
	

	Security Specialist
	25% - 7 months
	

	Shared Services Load Balance Set Up
	
	$1,000

	Servers
	4 
	$14,700

	Project Manager
	25% FTE
	

	Totals:
	
	$157,818.00


Table 3 Project Costs
7.0 Timeline
TBD tentative targets – Project Plan has most current dates.
Project start date: September, 2005
Requirements Complete:  October, 2005:

Coding and Infrastructure Complete: March, 2006
Documentation and Unit Testing Complete: April 30, 2006

Network Infrastructure for Policy Based Routing in Place: April 30, 2006

Handoff to Production and Roll Out Complete: May 30, 2006
Phase II available for Opt-In Networks: June 1, 2006
8.0 Project Team

The project team will consist of the following groups:

8.1 Project Management:  
a. Provide oversight and leadership
	Role
	Primary Responsibilities

	Executive Sponsor

Jan Cicero
	Verify that approach, deliverables meet the business need

	Security Sponsor
Tina Darmohray
	Verify that approach, deliverables meet the business need and security concerns

	Continuity and Integration

Jon Pilat
	Verify continuity and interface to NetDB team

	Product Owner/Operations Manager
Steve Tingley
	Verify deliverables can be sustained as a service. 

	ResComp 
Sindy Lee, Ethan Rikleen, Rich Holeton
	Verify that requirements to integrate with ResComp are accurate

	Stakeholder
	

	Project Manager

Steve Loving
	· Track issues to resolution

· Liaison with senior management and stakeholders

· Manage project activities (scope schedule, cost)

· Track project resources, risks, quality; escalate to resolution 

· Track and monitor projects’ dependencies


Table 4 Project Oversight and Leadership
8.2 Implementation Team:  
	Role
	Primary Responsibilities

	Java Developers
Yue Lu, Jean Lucker, Tim Torgenrud
	Write the Servlets, create the install package, QA the overall system

	Desktop Developers
Tony Silveira
	Write the HC tool, verify integration and extensibility

	Testing and Documentation Oversight
	TDB

	Network Liaison

Lea Roberts, Drew Saunders, Dmitri Priimak
	Make sure Host Reg and Network dependencies are tracked.  Work with development team on NetDB issues.  Help the service owner with turning the project in to operations and viable service.

	UNIX Liaison
	TBD


Table 5 Implementation Team
9.0 Sponsor and Stakeholder Agreement

This document accurately reflects the goals, objectives, scope, responsibilities and project approach for the Host Self-Registration, Phase II Project.  This document is the baseline for all project scope and for project quality assurance.  Regular project reviews that result in changes in Project Scope or adjustment of project approach will be agreed to in separate documents.
Jan Cicero, Sponsor
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Dmitri Priimak, NetDB Architect
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Other Stakeholders to be added
Appendix A – Health Check (HC) Tool Requirements
	Number
	Name

	1. 
	[Phase 1] The HC tool will check that the requesting system is operating at a defined acceptable patch level.

	2. 
	[Phase 1] The HC tool will perform a password security check for at least a minimum level of defined acceptability.

	3. 
	[Phase 1] The HC tool will check for the installation and operation of anti-virus software.  If it fails to find any installed and operating anti-virus software, it will recommend to the user that such software be acquired.

	4. 
	[Phase I] The HC tool should generate defined data reports that are uploaded to the self host registration server(s).  These reports should be able to indicate any activity with the HC tool (both current and previous successes and past failures).

	5. 
	[Phase 1] If the requesting system is a member of the Windows operating system, the HC tool will use Microsoft’s Malicious Software Removal Tool (MSRT) and will configure an automatic Windows Update environment for the requesting system.

	6. 
	[Phase 1] The HC tool will also acquire system information including the currently assigned non-routable address, the MAC address(es) for all network interfaces), and operating system type and will provide that information to the self-registration server.

	8. 
	The HC tool should check administrative passwords in a standard   manner without regard for platform.

	9. 
	The HC tool should implement a caching system for the download of support tool software and files.  The HC tool should not require a re-download of these files at each run.  Minimally, the HC tool should download these files at least once a day upon runtime.

	10. 
	The HC tool should be able to track session activities across reboots (if/as required by patching and other software updates).  In other words, the HC tool should be able to make a reasonable attempt at defining a single "use session" across reboots and

Runs of the HC tool itself.

	11. 
	For the MAC only, the HC tool password checking should take into account the possibility of the desktop utilizing an encrypted file system (e.g.,  EFS/File Vault) and should act in a standard policy-defined manner.

	12. 
	In collaboration with ISO and with their approval, the defined set of passwords that the HC tool checks for should be reviewed and/or modified.

	13. 
	The HC tool should allow the user to disable identified problem administrative accounts (in case changing the password on that account is undesirable.

	14. 
	The HC tool should be able to run in a stand-alone mode, outside the application flow desired by Self Host Registration.  This allows for a user to health check a system without affecting host registration in any manner.

	15. 
	The HC tool should be able to handle the conclusion of self host

Registration without requiring the user to return to a separate web browser.


Table 6 Health Check Tool Requirements
Appendix B – End User Web Service Requirements
	Number
	Name

	1. 
	[Requirements from Phase I

	2. 
	Ability to identify equipment as either being owned by the university, used to carry category-A data (or ePHI) or both.

	3. 
	Establish an expiration date into NetDB upon registration based on a duration period or date setting that should be configurable by the LNA.

	4. 
	The general web interface flow should be basic, simple for any general user to follow, and gives the user a definitive conclusion of either success or further steps to be taken outside the capabilities of the self-service tool

	5. 
	Allow users to reset their node’s expiration date in NetDB by re-running the health-check tool without affecting the rest of their node’s network record.

	6. 
	Ability for users to specify what hostname they'd like, dependent upon a check against NetDB to see if that name is available.

	7. 
	Ability for a user to register a host on behalf of another user

	8. 
	Make host-reg location agnostic.  The registration tool should allow the user to identify their "home" network for registration purposes.  If, and where, possible, the registration tool should offer default and "best-guess" alternatives to the user based on campus Registry/Directory information available to the registration tool.

	9. 
	The registration tool should be network-type agnostic.  This means that the tool should be available on either wired or wireless campus networks and should be able to implement a standard user interface flow.

	10. 
	The registration tool should be able to identify a reduced contact set for a "lost" self host registration user.  The user in question should not have to "cull" through the full list of local network administrators.

	11. 
	Ability to identify the set of host administrators including the possibility of "I administer my own machine".

	12. 
	Scope of the tool should include at least information on host registration for Windows, Macintosh, and Unix platforms at a minimum and should include the capability for self host registration wherever possible.

	13. 
	The registration tool should allow for controls on user's input for any of the host registration abilities to be controlled per-network by the local network administrator (LNA).


Table 6 End User Web Service Requirements
Appendix C – Scalability and Additional Requirements
	Number
	Name

	1. 
	Scalability/Robustness Features

	2. 
	The Self Host Registration web services should use the NetDB API directly.  (NOTE: This places a functional specification into the general specification requirements but only because the NetDB is only available as a Java API.  This external dependency requires that the web services portion of the Self Host Registration system be written in Java.).

	3. 
	The Self Host Registration server(s) should be load balanced.

	4. 
	If the scope of the Self Host Registration project carries expiration handling as part of its requirement set, then the system should mail users and LNAs concerning  nodes that are about to expire.

	5. 
	In registration net, return an error “Please open a browser” from all well known ports (Telnet, SSH, Mail, etc.)

	6. 
	The development team will create the correct installer apps for the web services.


Table 7 Scalability and Additional Requirements
Appendix D – Additional Tools Requirements
	Number
	Name

	1. 
	The Self Host Registration system should integrate with the campus systems/networking monitoring system, in particular for general connectivity response and web services status.

	2. 
	    Interface to examine the logs (available for Help Desk and maybe LNAs)

	3. 
	    Debug page where a user, LNA, or Help Desk staffer can view all values

    used be the host-reg system (i.e. Mac address, subnet, computer info,

    Etc.)

	4. 
	    Metrics gathered by the web server and the health check tool:

      + number of hosts registered by time/network segment

      + number of unique MAC addresses seen by time/network segment

      + number of interfaces registered by time/network segment

      + number of IP addresses assigned by time/network segment

      + number of systems running the health check tool by time/network segment

      + path level and tools running averages by time from HC reports

      + average length of registration session per user (more definition)


Table 8 Additional Tools Requirements
Appendix E – LNA NetDB Administrative Requirements
	Number
	Name

	1. 
	The LNA interface is mainly a configuration front-end for

host-reg-specific functions to NetDB.  Any data that can be placed
in NetDB should be stored there and not elsewhere

	2. 
	The LNA should be able to control, per-network-node template, the setting to the user as to either require BigFix or make it optional in the HC tool.

	3. 
	The LNA should be able to control, per-network-node template, which departments are presented to a user registering on a particular network.

	4. 
	The LNA should be able to control, per-network-node template, which buildings are presented to a user registering on a particular network.

	5. 
	The LNA should be able to control, per-network-node template, the setting to the user as to either require spyware/bot sweeper software or make it optional in the HC tool.

	6. 
	The LNA should be able to control, per-network-node template, the setting to the user in terms of the host naming scheme.  The three currently proposed options are to use the HostReg fixed name scheme, set the hostname according to a custom regular expression provided by the LNA (e.g., ResComp’s scheme), or allow the user to set their own hostname. 

	7. 
	The LNA should be able to control, per-network-node template, the settings exposed to the user in terms of host-reg capability based on user affiliation

	8. 
	The LNA should be able to control, per-network-node template, the length of time before host registration expiry (i.e., establish a duration setting for the expiration date in the host record).

	9. 
	The LNA should be able to control, per-network-node template, the settings concerning the options for tagging category-A and Stanford owned property.

	10. 
	The LNA should be able to control, per-network-node template, the setting as to either allow or disallow proxy registration.  Proxy registration will be added in phase II.

	11. 
	Provide a link to the "Edit Node Template" screen of NetDB for nodes registering on a network presented in the LNA interface.

	12. 
	Additional data that does not fit in NetDB currently should be stored in a database or another sync-able, backed-up location.


Table 9 LNA NetDB Administrative Requirements
Appendix F – ResComp Interface and General System Requirements

	Number
	Name

	1. 
	Ability for departements, like ResComp, to instantiate a customized front end with a customized registration flow.

	2. 
	Ability for the University Host Registration servers to redirect to an independent departmental, like ResComp, Host Registration service (or server(s))

	3. 
	Ability for the University Host Registration system to interact with an external departmental data API (e.g. pushing SQL to an external database).

	4. 
	Ability to allow departmental control and/or audit capability for privacy issues concerning person and person-related data, including but not limited to location/name scrambling

	5. 
	Ability for the Host Registration interfaces to recognize LNAs within LNA groups defined within NetDB and to assign/apply appropriate capabilities

	6. 
	ResComp will use University scrubber program 


Table 10 ResComp Interface and General System Requirements
Appendix G – New NetDB Data Store for Phase II

	Number
	Name

	1. 
	duration time period= * months Use this option to set expiration date

	2. 
	name name={policy/formula}, Use this option to set the name of the node
alias={policy/formula} Use this option to set the alias name of node



	3. 
	policy allow-user-admin=yes/no , Use this option to allow the user be set as administrator of machine.

allow-proxy-reg=yes/no, Use this option to allow the user to set the NetDB User

ip address = yes/no, Use this option to override the default IP Policy. Yes means all interfaces get an assigned IP address.

roaming = Use this option to override the default Roaming Policy. No means no roaming options.



	4. 
	security bigfix=yes/no Use this option to require bigfix

viruschecker=yes/no Use this option to require a virus checker

ask-about-prop=yes/no Use this option to ask about Stanford property

ask-about-data=yes/no Use this option to ask about category A data

restrict=staff or faculty or student Use this option to restrict who registers based on affiliation 




Table 11 New NetDB Data Store for Phase II
Appendix H – Host Self Registration Data Flow


Figure 1 Host Self Registration Data Flow
























































































































































































































