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LOW-RANK MATRIX APPROXIMATION USING THE LANCZOS
BIDIAGONALIZATION PROCESS WITH APPLICATIONS*

HORST D. SIMONT AND HONGYUAN ZHA?

Abstract. Low-rank approximation of large and/or sparse matrices is important in many ap-
plications, and the singular value decomposition (SVD) gives the best low-rank approximations with
respect to unitarily-invariant norms. In this paper we show that good low-rank approximations can
be directly obtained from the Lanczos bidiagonalization process applied to the given matrix without
computing any SVD. We also demonstrate that a so-called one-sided reorthogonalization process
can be used to maintain an adequate level of orthogonality among the Lanczos vectors and produce
accurate low-rank approximations. This technique reduces the computational cost of the Lanczos
bidiagonalization process. We illustrate the efficiency and applicability of our algorithm using nu-
merical examples from several applications areas.
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1. Introduction. In many applications such as compression of multiple-spectral
image cubes, regularization methods for ill-posed problems, and latent semantic in-
dexing in information retrieval for large document collections, to name a few, it is
necessary to find a low-rank approximation of a given matrix A € R™*™ [4, 9, 17].
Often A is a sparse or structured rectangular matrix, and sometimes either m > n or
m < n. The theory of SVD provides the following characterization of the best rank-j

approximation of A in terms of Frobenius norm || - |z [7].

THEOREM 1.1. Let the SVD of A € R™" be A = PYQT with ¥ = diag
(015 Omin(mn)), 01 = "+ = Omin(m,n), and P and Q orthogonal. Then for 1 < j <
n’

min(m,n)
S o = min{ |4 - B2 | rank(B) < j}.
i=j+1
And the minimum is achieved with A; = P; diag(oq, . .. ,aj)Q?, where P; and Q; are

the matrices formed by the first j columns of P and Q, respectively.

It follows from Theorem 1.1 that once the SVD of A is available, the best rank-j
approximation of A is readily computed. When A is large and/or sparse, however,
the computation of the SVD of A can be costly, and if we are only interested in
some A; with j < min(m,n), the computation of the complete SVD of A is rather
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wasteful. Also, in many applications it is not necessary to compute A; to very high
accuracy since A itself may contain certain errors. It is therefore desirable to develop
less expensive alternatives for computing good approximations of A;. In this paper,
we explore applying Lanczos bidiagonalization process for finding approximations of
A;. Lanczos bidiagonalization process has been used for computing a few dominant
singular triplets (singular values and the corresponding left and right singular vec-
tors) of large sparse matrices [1, 3, 6, 8]. We will show that in many cases of interest,
good low-rank approximations of A can be directly obtained from the Lanczos bidiag-
onalization process of A without computing any SVD. We will also explore relations
between the levels of orthogonality of the left Lanczos vectors and the right Lanczos
vectors and propose an efficient reorthogonalization scheme that can be used to re-
duce the computational cost of the Lanczos bidiagonalization process. The rest of the
paper is organized as follows. In section 2, we review the Lanczos bidiagonalization
process and its several variations in finite precision arithmetic. In section 3, we dis-
cuss a priori error estimations for using the low-rank approximations obtained from
Lanczos bidiagonalization process. We also derive stopping criteria for Lanczos bidi-
agonalization process in the context of computing low-rank approximations. Section
4 is devoted to orthogonalization issues in Lanczos bidiagonalization process and a
reorthogonalization scheme is proposed. In section 5, we perform numerical experi-
ments on test matrices from a variety of applications areas. Section 6 concludes the

paper.

2. The Lanczos bidiagonalization process. Bidiagonalization of a rectan-
gular matrix using orthogonal transformations such as Householder transformations
and Givens rotations was first proposed in [5]. It was later adapted to solving large
sparse least squares problems [15] and to finding a few dominant singular triplets of
large sparse matrices [1, 3, 6]. For solving least squares problems the orthogonality
of the left and right Lanczos vectors is usually not a concern and therefore no re-
orthogonalization is incorporated in the algorithm LSQR in [15].} For computing a
few dominant singular triplets, one approach is to completely ignore the issue of loss
of orthogonality during the Lanczos bidiagonalization process and later on to identify
and eliminate those spurious singular values that are copies of true ones [3]. We will
not pursue this approach since spurious singular values will cause considerable compli-
cation in forming approximations of A; discussed in the previous section. We opt to
use the approach that will maintain a certain level of orthogonality among the Lanc-
zos vectors [8, 16, 18, 19, 20]. Even within this approach there exist several variations
depending on how reorthogonalization is implemented. For example in SVDPACK,
a state-of-the-art software package for computing dominant singular triplets of large
sparse matrices [22], implementations of Lanczos tridiagonalization process applied
to either AT A or the 2-cyclic matrix [0 A; A’ 0] with partial reorthogonalization
are provided. Interesting enough, for the coupled two-term recurrence that will be de-
tailed in a moment, only a block version with full reorthogonalization is implemented
in SVDPACK.

Now we describe the Lanczos bidiagonalization process presented in [5, 15, 3]. Let
b be a starting vector, for i = 1,2, ..., compute

T
Biur = b, ajv; = A Uy,

IMaintaining a certain level of orthogonality among the Lanczos vectors will accelerate the con-
vergence at the expense of more computational cost and storage requirement [18, Section 4].
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(2.1) Bit1tir1 = Av; — o,
@it1vip1 = Aluipr — Bipav;
Here nonnegative a; and (3; are chosen such that ||u;|| = ||v;]| = 1. Throughout

the rest of the paper || - || always denotes either the vector or matrix two-norm. In
compact matrix form the above equations can be written as

Uk+1(Brer) = b,
(2.2) AVk = Uk+1Bk+1(:, 1: k),
ATUpq1 = Vi1 Bl 4,
where By, € RFHDXEHD) s Jower bidiagonal,
aq

P2 2
Bit1 = N ;

Uks1 = [u1, ..., U],

Vg1 = [v1, ..+, U],
Br+1 kg1

and Bg11(:,1: k) is Bg4q with the last column removed.
REMARK. There is another version of the Lanczos bidiagonalization recurrence
[5, 3],

aivr = b, frug = Avy,

@ip1vip1 = ATu; — Bivi,

Bit1uit1 = Avip1 — aip1v;.
For A with more columns than rows, this version is usually better than (2.2) because
the chances of introducing extra zero singular values arising from m # n is reduced
[5, 3]. However, it is easy to see that the two versions of bidiagonalization recurrences
are equivalent in the sense that if we interchange the roles of A and AT, u; and wv;,
and «; and §; in (2.2), we obtain the above recurrence. In another word, we may
simply apply (2.2) to AT to obtain the above recurrence. Therefore in what follows
we will deal exclusively with recurrence (2.2). When the need arises we will simply
apply recurrence (2.2) to AT.

Now we take into account the effects of rounding errors, and we denote the com-
puted version of a quantity by adding “"”. Following the error analysis in [14], it is
straightforward to show that in finite precision arithmetic, (2.2) and (2.2) become

Brin =b, 1oy = ATy + g1,
(2.3) Bit1tir1 = Ab; — &ty — fi, i=12,...,
Qi1 = ATy — Big10i — giva,

and in compact matrix form,

[A]k+1(3161) =b,
(2.4) AVk = Uk+1Bk+1(t, 1:k)+ Fy,

ATUk_H = Vk+1313+1 + Gk-‘rla
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where [|Fy|| = O(||A|lrenr) and ||Grt1ll = O(||A||perr) with €ps the machine epsilon,
and

Fz:[fla~'~afi]a Gi:[917-~~,gi]~

To find a few dominant singular value triplets of A, one computes the SVD of By.
The singular values of By are then used as approximations of the singular values of A
and the singular vectors of By are combined with the left and right Lanczos vectors
{Ui} and {V}} to form approximations of the singular vectors of A [3, 1].

Now if one is only interested in finding a low-rank approximation of A, it is
desirable that a more direct approach be used without computing the SVD of By.
From the convergence theory of Lanczos process, we know that Uy and Vj contains
good approximations of the dominant singular vectors of A. So it is quite natural to
use J = UkBkaT as an approximation of A. In the next section we consider a priori
estimation of wy = |4 — Ji|| F-

3. Error estimation and stopping criterion. In this section we will assess the
error of using Jj, as an approximation of A. We will also discuss ways to compute wy
recursively in finite precision arithmetic. Many a priori error bounds have been derived
for the Ritz values/vectors computed by the Lanczos tridiagonalization process [16].
It turns out that our problem of estimating wy, a priori is rather straightforward. It all
boils down to how well a singular vector can be approximated from a Krylov subspace.
To proceed we need a result on the approximation of an eigenvector of a symmetric
matrix from a Krylov subspace [16, Section 12.4].

LEMMA 3.1. Let C' € R™ ™ be symmetric and f an arbitrary vector. Define

Ko = span{f,Cf,...,C™ f}.

Let C = Zdiag(\;)ZT be the eigendecomposition of C with Ay > --- > )\, its eigen-
values. Write Z = [z1,. .., 2z,] and define Z; = span{z1,...,z;}. Then

sin Z(f, 2021 (O — M)/ (v = Aj)
tané(Zja/Cm) < CObZ(f,Zjl) m ]( +27) J 3

where v = (Aj — Xjr1)/(ANj+1 — An).

Now let A = Pdiag(c;)QT be the SVD of A, and write P = [p1,p2,...,Pm)-
Furthermore, let P&k = (I - Uk.Ug ), the orthogonal projector onto the subspace
span{U.}*, the orthogonal complement of span{Uj}. We have the following error
estimation.

THEOREM 3.2. Let P; = span{pi,...,p;}. Assume Lanczos bidiagonalization
process starts with b as in (2.2). Then for any j with 1 < j <n and k > j,

2

3 (b, PO, (02 = 02) /(02 — o)
3.1 P < sin v=1 v~ 0; ,
o e i:gz;1 o Z ( cos Z(b, pi)Ti—i (1 + 2v;)

where v; = (012— l+1)/( i1 0721)

Proof. From (2.2) we have Ul' A = BV, Hence
wi = [A = UpBVi! |17 = I = UnUQ) Al
Using the SVD of A = P diag(o;)QT one can verify that

wi = o1 Py, - 00 Py pal I
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where we have assumed that m > n. Now arrange the singular values of A in the
following order:

op < <ojy1<0; < <o

We have the bound

n

J
1A= JullE < D7 of+ ) oflPgpill*
i=j+1 i=1

It is readily verified that span{Uy} = span[b, AATD, ... (AAT)k=1p] = Kj. Therefore
1Pg,pill = |sin Z(pi, Ki)| < |tan Z(p;, Ky)-

Applying Lemma 3.1 with C = AAT and b = f completes the proof. O

REMARK. Notice that the square root of the first term on the right of (3.1),
(07 )1/2, is the error of the best rank-j approximation of A in Frobenius norm.
For k > j, usually rank(Jy) > j. The a priori estimation of the above theorem states
that w? will approach ||A— A4;[|% when k gets large. In many examples we will discuss
later in section 5, even for a k that is only slightly larger than j, w,z is already very
close to [|A — Aj%.

Now we examine the issue of stopping criteria. The accuracy of using Jx =
UkBkaT as a low-rank approximation of A is measured by wj which can be used
as a stopping criterion in the iterative Lanczos bidiagonalization process, i.e., the
iterative process will be terminated when wy < tol with tol a user supplied toler-
ance. Therefore it will be very helpful to find an inexpensive way to compute wy for
k=1,2,.... We first show that wy is a monotonically decreasing function of k and it
can be computed recursively.

PROPOSITION 3.3. Let wy, = ||A — Ji||p. Then wi = wi —of | — Bi,,, where
ag4+1 and Bgy1 are from (2.2).

Proof. Notice that

wl2€+1 = ||A - Uk+1Bk+1VkT+1||2F = ||(I - Uk+1UI?+1)A||%'

Now write I — UkUE = - Uk+1UE+1) + uk+1uf+1. Notice that (I — Uk+1UE+1)A
and uk+1uf+1A are orthogonal to each other; we obtain

wi = (I = UerUg ) AllE + llupsruicp Al E = wi g + 1A ung |12

The proof is completed by noticing that [[ATup1 > = af q + 87, 0

Proposition 3.3 shows that w? = wi_H + O‘%—s-l + ﬁﬁﬂ in exact arithmetic. Now
we want to examine to what extent the above relation still holds when the effects of
rounding errors need to be taken into consideration. In finite precision computation
we have (cf. (2.4))

ATUk = Vkég + Gk,

where G}, represents the effects of rounding errors and |G|l r = O(||A||perr) with epr
the machine epsilon. It follows that

6} = 1A~ UeB VT I = (2 — UF) A + 0G|
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In finite precision computation, due to the loss of orthogonality the matrices U, and
Vi are not necessarily orthonormal anymore. Define

n(U) = 1 = UL, n(V) = 1T = VTV

These two quantities measure the level of orthogonality among the columns of Uy, and
Vi, respectively. In the following we will also need these readily-verified inequalities:

N(Uk) < 0(Uks1), 1(Vie) < 0(Vies1)-

THEOREM 3.4. In finite precision arithmetic, @y, satisfies

G = O a2 + By + OUAIRN(Osn) (L +0(T1sn)) (1 + menr))
+ O+ n(Os0))2ens) + O(IAIZ0(Vicsr)).

Proof. We write &2 = ||(I — UyUD)A||% + ||[UxGT||% + term,, where
[term, | = 2trace(A” (I — U,UD)UGY)| = O(|Al[70(Uk1) (1 + n(Uk11))em).
Now split (I — Ukﬁg)A as (I — Uk+1Ug+1)A + ﬁkaLfHA and write
(32) (T~ OOT) AN = (7 CnDF )AL + 2Ty A%+ terms,
We have the bound,
terma| = 2ltrace(AT (I — Uy U7, )il A) = O AT ) (1 -+ 0(T1s1)))-

Since G110}, 1A is rank-one, we have ||[dg41Gf AT = |Gkt ||| AT Gkt || Now it
follows from ATdg 1 = Qpy10k41 + Bk+1ﬁk — grt1 (cf. (2.2)) that

[AT a1l = (@741 + B2 (1 + en) + llgnrall® + 2641 Brs 18 B
+ 2(Gk 11 + Bri1)O(enr)
= A}y + B + OUIAIFN (Vi) + O All pen)-
Substituting the above estimates into (3.2) completes the proof. 0

Therefore modulus the level of orthogonality of Uk+1 and Vk+1, the recursive
formula ch+1 = wk a,ﬁ_1 ﬂkH can still be used to compute wy41.

REMARK. With some extra technical assumptions and further assuming ||A| r =
O(1), we can improve the above result which roughly says that

Ry = @GR —&R - B;‘;H + OM(Uk+1)) + O(n(Viey1))

to

L?’1%+1 = ‘IJ% - d%-&-l - Bl%+1
+ O (Uk41)) + O (Vi41)) + O((Up1)1(Vi41))-

The proof is rather technical and is therefore omitted here. Interested readers are
referred to [21] for the complete proof.
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4. Level of orthogonality and reorthogonalization. It should not come as
a surprise that the level of orthogonality among the computed left Lanczos vectors
{U} and the level of orthogonality among the computed right Lanczos vectors {Vj}
are closely related to each other since the columns of Uy, and Vj, are generated by the
coupled two-term recurrence (2.3). The following result quantifies this claim.

PROPOSITION 4.1. Assume that By, generated by the two-term recurrence (2.3)
is nonsingular. Then

n(Ve) < 1B 1Bra (1 %) [0(0ra) + OB, Il All pear),

and with omin(-) denoting the smallest singular value of a matriz,

A | BrlIn(Ve) 0 | Allpens
MUke1) < Somm(Brot (o1 8) <amin(ék+1(:, 1 k))) '

Proof. We can write (2.4) as
AVy = UxBy + Bryriinprey + Fr,  ATUp = ViBl + Gy,

where || Fy||r and |G| are of the order of machine epsilon. Therefore we have the
following relations:

UEAV}C = UgUkB}g + Bk}+lﬁg’ak+1e£ + UEF]C,
0T AV, = BT Vi + GV

This leads to

(4 1) Bk(f - VkTVk) (I - UgUk)Bk — Bk+1Ugﬁk+1€£ - U]?Fk: + GngT
= [ -UlU,, ~Uligs1)Bria (1 k) — UL Fy + GEVE.
Since By, is nonsingular and ||[I — UL Uy, UL tig41]|| < 7(Uky1), we have

N(Ve) < 1B I Brsa (1= B)In(Uirn) + OB M Al llear)-
On the other hand, it follows from (4.1) that

wmin(Bir (5 1 s ) = U Oy =Uf gl < I = UF Ok, =U ig41] B(:, 1 : W)
< 1Bkl = Vi Vill + Ol All pear)-

It is easy to see that |7 — UkTHUkH | < 2||[I=UF Uy, —Ultig41]|, and By nonsingular
implies omin(Bry1(:, 1 : k)) > 0. Combining the above two inequalities completes the
proof. 0

The above result says that as long as By, and Bk+1(:, 1:k) are not very ill-
conditioned, the level of orthogonality among the columns of Uk+1 and the level of
orthogonality among the columns of V;, should be roughly comparable to each other.
We illustrate this using a numerical example.

ExXAMPLE 4.1. In this example we apply the recurrence (2.2) to a test matrices
from SVDPACK to illustrate the relation between the levels of orthogonality among
columns of U, k+1 and Vk. No reorthogonalization is carried out. The initial vector b is
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always chosen to be a vector of all ones. The matrix we used is a term-document ma-
trix from an information retrieval application by Apple Computer Inc. [22]. It is sparse
and of dimension 3206 x 44. Its singular values are plotted in Figure 5.1 in section 5.
We first apply the Lanczos bidiagonalization process to AT. For k = 2,3,...,11, we
tabulate the four quantities 7(Uy), 7(Vi), conda(Bg), condg(Bjy1(:, 1 : k)) as follows.

[k [ 2@ [ 0 [ conda(By) | conda(Bii(:,1:k)) |
2 2.3052e-14 4.0422e-14 1.5941e+00 1.5349e+00
3 1.0141e-13 1.4936e-13 1.8614e+00 1.7463e+00
4 3.3635e-13 4.8692e-13 2.1773e+00 2.0022e+00
5 9.6149e-13 1.5292e-12 2.6264e+00 2.4151e+00
6 4.2373e-12 8.0257e-12 2.9814e+00 2.6638e+00
7 1.7977e-11 3.5758e-11 3.6939e+00 2.9626e+00
8 8.1124e-11 1.3235e-10 4.2295e+00 3.7537e+00
9 3.5596e-10 5.9628e-10 4.3911e+00 4.2686e+00
10 2.0151e-09 3.4583e-09 4.4231e+00 4.3872e+00
11 9.6713e-09 1.5937e-08 | 4.4329e+00 4.4189e+00

For this example after about 20 iterations of the Lanczos bidiagonalization process, the
orthogonality among {U} and {V},} are completely lost. We notice that both B, and
Biy1(:,1 : k) are well-conditioned, and therefore n(Ugy1) and n(V;) are comparable
to each other. Next we apply the Lanczos bidiagonalization process to A itself and
again b is a vector of all ones. This time since an extra zero arising from m # n is
being approximated by a singular value of Bk7 the matrix By becomes more and more
ill-conditioned as k increases. However, Bk+1(., : k) does not become ill-conditioned,
and therefore n(UkH) and n(f/;c) are still comparable to each other.

[k [ 20 [ n(W) [ conda(By) | conda(Brii(:,1:k)) |
2 5.3798e-14 | 2.0851e-15 5.9274e+00 1.6027e+00
3 5.4055e-14 1.9953e-14 2.3701e+01 1.7965e+00
4 6.1741e-14 6.4649e-14 5.9076e+01 2.0469e+00
5 1.0555e-13 2.0562e-13 1.5571e+02 2.3917e+00
6 3.5843e-13 9.7851e-13 | 3.3009e+02 2.7807e+00
7 1.7802e-12 3.7335e-12 5.2861e+02 3.6361e+00
8 7.3623e-12 1.8075e-11 7.5720e+02 4.2095e+00
9 3.1936e-11 8.6667e-11 1.2715e+03 4.4092e+00
10 1.4617e-10 5.3847e-10 3.2588e+03 4.4438e+00
11 9.4875e-10 2.6974e-09 7.3327e+03 4.4517e+00
12 3.9498e-09 1.0662e-08 2.0959e+04 4.4539e+00
13 1.9679e-08 6.9862e-08 5.1566e+04 4.4549e+00
14 1.4828e-07 4.2244e-07 9.0752e+04 4.4558e+00
15 8.3146e-07 2.3219e-06 1.5435e+05 4.4565e+00
16 | 4.1817e-06 1.9093e-05 4.3127e+05 4.4567e+00

We have also tested several other matrices. In summary, if no reorthogonaliza-
tion is performed in the Lanczos bidiagonalization process, then either U(Ukﬂ) R
cond(Bry1(:, 1 : K))n(Vi) or n(Vi) = cond(By)n(Uyy1) tends to hold.

We mentioned in section 3 that we need to keep certain level of orthogonal-
ity among the computed Lanczos vectors {U} and {V;} in order to obtain a good
low-rank approximation Jy = UkEka . As is in Lanczos tridiagonalization process,
maintaining orthogonality of both {U} and {Vi} to full machine precision is not
necessary. More efficient reorthogonalization schemes such as selective reorthogonal-
ization and partial reorthogonalization have been proposed in the past for Lanczos
tridiagonalization process [8, 16, 18]. Proposition 4.1 quantifies the relation between
levels of orthogonality of the left and right Lanczos vectors generated by a Lanczos
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process without reorthogonalization, and the reorthogonalization scheme we will pro-
pose is motivated by this relation. Another motivation for our reorthogonalization
scheme comes from the observation that in some applications such as compression of
multiple-spectral and hyper-spectral image cubes [4], principal component analysis
for face recognition and image databases [24, 13, 23, 17], each column of the matrix A
represents a single image acquired at a specific wavelength (channel) or a facial image
of a particular individual: the columns of the two-dimensional (2-D) image array is
stacked into a single long vector.? For a 512 x 512 2-D image, the row dimension of the
resulting matrix A is 262144,% while the column dimension is the number of available
wavelengths (channels) or the number of face images used in the image databases. In
early remote sensing satellite facilities, such as Landsat thematic mapper, the number
of channels is 7; now channels are numbered in the several hundreds up to 1024. The
number of face images used in an image database ranges from several hundred to
several thousand [24]. Therefore in those applications the matrix A is very skinny,
i.e., m > n. To facilitate the discussion, we make the following definition.

For a rectangular matrix A € R™*™ that is very skinny, i.e., m > n,

those Lanczos vectors with dimension n are said to belong to the

short space while those with dimension m are said to belong to the

long space.

Recall that during the Lanczos bidiagonalization process, the left and right Lanc-
zos vectors need to be saved so that later they can be used in the reorthogonalization
process. If the dimensions of the matrix A are large, then those Lanczos vectors
may have to be stored out of core in secondary storage and later be brought into
main memory when reorthogonalization is carried out. The most popular secondary
storage is hard disk, and disk access is always slow. With an eye toward parallel imple-
mentation of the Lanczos bidiagonalization process on distributed memory machines,
sophisticated parallel I/O techniques are needed to handle the storage of the Lanczos
vectors. This issue is especially relevant in the applications we just mentioned, since
the row dimension of A is very large. Great efficiency can be gained if we exclusively
perform reorthogonalization in the short space since those vectors have much smaller
dimension and can therefore be stored in the main memory during the entire Lanczos
bidiagonalization process. Disk access is now limited to saving the currently gener-
ated long Lanczos vector to secondary storage, and there is no need to retrieve those
previous long Lanczos vectors to perform the reorthogonalization process.

Now we proceed to describe the algorithm with one-sided reorthogonalization for
A € R™*™ with m > n. At each step of the Lanczos bidiagonalization process, we
orthogonalize 0;,1 against all the previous Lanczos vectors and leave ;1 unchanged.
In the following we list the pseudocode of the one-sided reorthogonalization.

ALGORITHM ONE-SIDED.

b # 0, a given vector.

Br = ||bll, @1 = b/B1, &1 = |AT 4|, 9 = ATy /Gy .
Fori=1,2,3,...

Compute

Fir1 = A0 — &y, Bipr = [[Pav1lls  Qit1 = Fig1/Bit1s
Prr1 = A1 — Brg1Og.

2In latent semantic indexing approach to information retrieval, the term-document matrices can
also either be very skinny or very fat, i.e., with many more terms than documents or vice versa.
3High resolution remote sensing facility can produce 2-D images of dimension 3000 x 3000.
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level of orthogonality
alpha and beta
15

———  right Lanczos vectors
-— - left Lanczos vectors

= L L L L L L 10

I I 1 1
0 5 10 15 20 25 30 35 40 45 0 5 10 15 20 25 30 35 40
Lanczos iteration number Lanczos iteration number

F1a. 4.1. (Left) level of orthogonality, (right) oy and By.

Orthogonalize p; 1 against ‘A/l to obtain pgy1, and compute
Gpy1 = [|Prsills  Org1 = Prs1/ Gy

EXAMPLE 4.2. We look at levels of orthogonality of {U} and {V}} computed by
Algorithm One-sided. We always perform reorthogonalization in the short space, i.e.,
those Lanczos vectors that have smaller dimension. The matrix is the 3206 x 44 matrix
from SVDPACK which is also used in Example 4.1. We first apply Algorithm One-
sided to AT. In Figure 4.1 on the left we plot n(Uz) and n(V;) for k= 2,...,44, and
on the right we plot the two sequences {&y} and {Bk} Notice that (3 drops sharply
toward the end of the Lanczos run, but this does not affect the level of orthogonal-
ity of either {Uy} or {Vi}. The condition numbers for both By and Byyi(:,1: k)
are of order O(1). The orthogonality in the long space is very well controlled by en-
forcing the orthogonality in the short space. We also apply Algorithm One-sided to
A itself and reorthogonalize again in the short space. Now we have n(Uy) ~ 10714
and n(Vk) ~ 10715, We noticed that one singular value of By, tracks a spurious zero
singular value resulting in increasingly larger cond(By,) but cond(Bjy1(:, 1 : k)) stays
O(1). Again the level of orthogonality of the long space is well controlled by that of
the short space.

The observation that full reorthogonalization in the short space can, to certain ex-
tent, control the level of orthogonality in the long space can not be directly explained
by Proposition 4.1 since we need to take into account of the effects of reorthogonal-
ization. We did some preliminary analysis, but the results seem to be dependent on
certain intermediate quantities arising from the reorthogonalization process. Now in-
stead of quantifying the relation of levels of orthogonality of the left and right Lanczos
vectors in the presence of reorthogonalization, we explain why we still can obtain good
low-rank approximation even if the level of orthogonality in the long space is poor.
Assuming that A € R™*™ with m > n, and the fact that in the recurrence (2.3) we
perform reorthogonalization in the short space as follows, first we compute

R T ~ 5 N
Div1 = A" Uip1 — Big105 — Git1,
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and then we orthogonalize p;41 against all the previous vectors 91, ..., 0; to obtain
i
Pirt = Dyt — Y (D14105)85 — Gira,
j=1

and

Giv1 = [|Pivall, Vg1 = Piv1/Gitr-
Combining the above equations we obtain

Gip10ip1 = Al i1 — Big10i — Giva,
with §;11 = giv1 + Giv1 + Z;Zl(ﬁ?+1ﬁj)@j. In compact matrix form we have

ATU1 = Vi1 Besr + sy, Grgr = 015+, Ghpa)-

Gry1 involves terms such as pL19; and is difficult to bound, and in general there is no
guarantee that |Gy 1] = O(||Al|rear) as would be the case if no reorthogonalization
is performed. However, notice that the other half of the recurrence in (2.4) still has
the form

AVk = Uk+1Bk+1(:, 1: k) + Fy.,
with || Fx|| = O(||Al|renr). It follows from the above equation that
1A = Uk Bira(:, 1 0V |lr = AU = ViVl + Ol Allpen).

If columns of Vk are orthonormal to each other with high precision (notice that 0;11
is explicitly orthogonalized against V; for i =1,..., k.), then UkBkH(:, 1: k)VkT will
be a good approximation of Ay as long as Vi is a good approximation of the first k
right singular vectors of A (cf. section 3). The above statement is true regardless of
the level of orthogonality of Uk+1~

5. Numerical experiments. In this section we will use test matrices from sev-
eral applications fields to demonstrate the accuracy of the low-rank approximation
computed by Algorithm One-sided. Before we present the results, we want to say a
few words about the efficiency of the algorithm. One contribution of this paper is the
introduction of the idea of using Ji, = UkBka as a low-rank approximation of a
given matrix A. Compared with the approach where SVD of By, is computed and its
left and right singular vectors are combined with the left and right Lanczos vectors to
give the left and right singular vectors of A, the savings in flop counts is approximately
24K3 + 4mk? + 4nk?, where we have assume that A € R™*" and the SVD of By is
computed. How much of the above savings accounts for the total CPU time depends
on the number of Lanczos steps k, the matrix A (e.g., its sparsity or structure and its
singular value distribution) and the underlying computer architectures used (both for
sequential and parallel computers). Notice that the part of computation for the SVD
of By, and the combination of the singular vectors and Lanczos vectors have to be done
after the Lanczos bidiagonalization process. In [1] the computation of the SVD of By,
along on a Cray-2S accounts for 12 to 34% of the total CPU time for a 5831 x 1033
matrix with & = 100, depending on whether AT A or the 2-cyclic matrix [0 A; A’
0] is used. As a concrete example, we show various timings for a term-document ma-
trix of size 4322 x 11429 with 224918 nonzeros generated from the document collection
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Fic. 5.1. Plots for applel.mat.
NPL [2]. Let the SVD of By, be By, = UPLP(V,P)T. Then U,UP and V,V;P give the

left and right singular vectors of A, respectively. Here k = 350, and the CPU time is
in seconds.

| [ Au | ATw | GUPE | VP |
Flops [ 449836 449836 1.06e9 2.80e9
CPU time [ 0.1650 0.0780 41.4800 110.2600

We should also mention that the potential savings in computational time should
be weighed against the possible deterioration in the quality of the low-rank approx-
imation. Fortunately, for most of the applications this is not a problem. Another
contribution of the paper is the use of one-sided reorthogonalization technique. The
major gain in efficiency from this technique is the reduction in disk access time when
the Lanczos vectors have to be stored out of core and later on be brought back in
for reorthogonalization. This part of the saving depends heavily on the underlying
computer architectures used and is not easy to quantify.

We have tested three classes of matrices and compared the low-rank approxima-
tions computed by Algorithm One-sided with those computed by the SVD:

e Large sparse test matrices from SVDPACK [22] and document collections [2].

e Several general rectangular matrix from Matrix Market [11].

e Three-dimensional (3-D) image cubes from remote sensing applications.
All the computation is done using MATLAB Version 5 on a Sun server 2000. For
each test matrix we first plot the singular values of the matrix and then the two
sequences {[|A — U By VI ||} and {(ZT:";C(I;”) o2)1/2}. We run Algorithm One-sided
for min(m, n) iterations just to test the algorithm, since in practice the algorithm will
be stopped when a user supplied tolerance is satisfied or the maximum number of
iterations has been reached, and usually the number of iterative steps will be much
less than min(m,n). If the range of the quantities to be plotted is too large, we will
plot them in log-scale. We also compute

j=k+1 J
A= UpBrViIr

(Zmin(m,n) 0_2) 1/2

(5.1) ratioy =
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F1G. 5.2. Plots for apple2.mat.

EXAMPLE 5.1. Three test matrices are included in SVDPACK [22]. All of them
are in Harwell-Boeing format. We used a utility routine that converts a Harwell-
Boeing format to MATLAB’s .mat format. A brief description of the three matrices
is given in the following:

e applel.mat, a 3206 x 44 term-document matrix from an information retrieval
application by Apple Computer Inc.

e apple2.mat, a 1472 x 294 term-document matrix from an information re-
trieval application by Apple Computer Inc.

e amoco.mat, a 1436 x 330 Jacobian matrix from a seismic tomography appli-
cation by Amoco Research Inc.

For the three test matrices in this example, Algorithm One-sided is applied with
reorthogonalization in the short space. For both applel.mat and apple2.mat, one-
sided reorthogonalization controls the level of orthogonality very well, and the level of
orthogonality for both {U;} and {V;} is around 1074, (See Figures 5.1 and 5.2.) For
amoco.mat, the level of orthogonality for the long space deteriorates from 107'* to
1072 at the end of 330 steps. (See Figure 5.3.) In the following table we list both the
maximum and minimum of the ratio {ratioy} defined in (5.1) for the three matrices.
It is also interesting to notice that even though there is difference between [|A — Ay | r
and [|4 — JkH r for a fixed k, it is always possible to move forward a few steps s to
get a Jy s such that ||A— Jk+9||p ~ ||A — Ai||r. For these three test matrices we can
chose s to be rather small, say s < 3, especially in the initial several iterations of the
Lanczos run. The following table lists max(ratioy) and min(ratioy) for these three
matrices.

l [ applel.mat [ apple2.mat [ amoco.mat ]

max(ratioy) | 9.9741e-01 | 9.9820e-01 | 9.8656e-01
min(ratiog) | 3.9749e-01 | 2.5214e-01 | 9.1414e-02

ExaMPLE 5.2. To illustrate the effectiveness of using Jj, as a low-rank approxima-
tion of A for LSI information retrieval applications, we compare it with Ay obtained
from the partial SVD of A4, i.e., Ay = Pydiag(oy,...,0,)QL, where Py and Qy, are
the matrices formed by the first & columns of P and @, respectively. In this exam-
ple we tested two data collections: a 3681 x 1033 term-document matrix from data
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F1G. 5.4. Comparison of average precisions.

collection consisting of abstracts in biomedicine with 30 queries, and a 4322 x 11529
term-document matrix from the NPL collection with 93 queries [2]. We used 11-point
average precision, a standard measure for comparing information retrieval systems
[10]. For k = 10,20, ...,150, two sequences are plotted in the left of Figure 5.4 for
the first matrix, one for J; and one for A;. & = 110 is chosen for the reduced di-
mension, and the precision for Aj19 and Ji19 are 65.50% and 63.21%, respectively.
The right plot is for the second matrix with & = 50,100, ...,550. Judging from the
curve, for this particular matrix we probably should have used larger k, but we are
limited by computation time. The precision for Assg and Js50 are 23.23% and 21.42%,
respectively.

EXAMPLE 5.3. Matrix Market contains several general rectangular matrices. Of
special interests to us is the set LSQ which comes from linear least squares problems
in surveying [11]. This set contains four matrices, and all of them are in Harwell-
Boeing format. We first convert them into MATLAB’s .mat format. The matrix
i11¢c1033.mat is of dimension 1033 x 320; it is an interesting matrix because it has
several clusters of singular values which are very close to each other. For example, the
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first cluster contains the first 13 singular values ranging from 2.550026352702592e+02
to 2.550020307989260e+02 and another cluster contains o113 to o995 ranging from
1.000021776237986e+00 to 9.999997517165140e-01. This clustering actually ex-
poses one weakness of using Jy, = UkBkaT as approximations of A. It is well known
that single-vector Lanczos algorithm can compute multiple eigenvalues of a symmet-
ric matrix, but the multiple eigenvalues do not necessarily converge consecutively one
after the other. To be precise, say Amax(H) is a multiple eigenvalue of a symmetric
matrix H. Then usually a copy of Apax(H) will converge first, followed by several
other smaller eigenvalues of H, then another copy of Apax(H) will converge, followed
by still several other smaller eigenvalues, and so on. The consequence of this con-
vergence pattern to our task of computing low-rank approximation of a rectangular
matrix A is that in the first few steps with k < [, [ the multiplicity of oax(A), Jy, will
contain fewer than k copies of op.x. Therefore Ji will not be a good approximation
of A as compared with Ay if 0,42(A4) is much larger than the next singular value.
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This is why in the right plot of Figure 5.5, the curve for the Lanczos approximation
lags behind that of the SVD approximation in the initial several iterations. We also
noticed that for 111¢1033.mat the level of orthogonality changes from 10714 to 1010
while for we111033.mat it changes from 10714 to 10713, (See Figure 5.6.)

EXAMPLE 5.4. This test matrix is obtained by converting a 220-band image
cube taken from the homepage of MULTISPEC, a software package for analyzing mul-
tispectral and hyperspectral image data developed at Purdue University [12]. The
data values are proportional to radiance units. The number 1000 was added to the
data so that there were no negative data values. (Negative data values could occur in
the water absorption bands where the signal was very low and noisy.) The data was
recorded as 12-bit data and was collected near West Lafayette, IL with the AVIRIS
system, which is operated by NASA JPL and AMES.* Each of the 2-D images is of
dimension 145 x 145, and therefore the resulting matrix A is of dimension 21025 x 220.
We applied Algorithm One-sided to A7 with the starting b a vector of all ones. The
left of Figure 5.7 plots the singular values of A, and we can see there are only very
few dominant singular values and all the others are relative small. The reason for
this is that the 2-D images in the image cube are for the same scene acquired at
different wavelengths and therefore there is very high correlation among them. In
fact the largest singular value of A accounts for about 88% of ||A||r, the first three
largest singular values account for about 98%, and the first five largest singular values
account for more than 99%. As a comparison, for a 2-D image matrix of dimension
837 x 640 it takes the first 23 largest singular values to account for 88% of || A||r, the
first 261 largest singular values to account for 98%, and the first 347 largest singular
values to account for 99%. We also notice that Jj gives very good approximation of
Ay, and max(ratiog) = 9.3841e — 01 and min(ratiog) = 2.2091e — 01 in the first
50 iterations.

6. Concluding remarks. Low-rank matrix approximation of large and/or sparse
matrices plays an important role in many applications. We showed that good low-rank

4Larry Biehl of Purdue University provided several MATLAB m-files for reading multiple-spectral
images in BIL format with an ERDAS74 header into MATLAB. He also provided the description of
the data set.
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matrix approximations can be obtained directly from the Lanczos bidiagonalization
process. We discussed several theoretical and practical issues such as a priori error
estimation, recursive computation of stopping criterion, and relations between levels
of orthogonality of the left and right Lanczos vectors. We also proposed an efficient
reorthogonalization scheme: one-sided reorthogonalization. A collection of test matri-
ces from several applications areas were used to illustrate the accuracy and efficiency
of Lanczos bidiagonalization process with one-sided reorthogonalization. There are
several issues that we think deserves further investigation, specifically it is of great
interest to develop a theory that can quantify the relation between the levels of orthog-
onality of the left and right Lanczos vectors in the presence of reorthogonalization.

Acknowledgments. The authors thank one of the referees for many insightful
suggestions and comments which greatly clarify many subtle points and improve the
presentation of this paper. The authors also thank Sherry Li and John Wu of NERSC,
Lawrence Berkeley National Laboratory, for many helpful discussions and assistance.

REFERENCES

[1] M. BERRY, Large scale singular value computations, Internat. J. Supercomputer Applications,
6 (1992), pp. 13-49.

[2] Cornell SMART System, ftp://ftp.cs.cornell.edu/pub/smart.

[3] J. CuLLum, R. A. WILLOUGHBY, AND M. LAKE, A Lanczos algorithm for computing singular
values and vectors of large matrices, STAM J. Sci. Statist. Comput., 4 (1983), pp. 197-215.

. GELADI AND H. GRAHN, Multivariate Image Analysis, John Wiley, New York, 1996.

. GoLuB AND W. KAHAN, Calculating the singular values and pseudo-inverse of a matriz,
SIAM J. Numer. Anal., 2 (1965), pp. 205-224.

. H. GoLus, F. Luk, AND M. OVERTON, A block Lanczos method for computing the singular
values and corresponding singular vectors of a matriz, ACM Trans. Math. Software, 7
(1981), pp. 149-169.

[7] G. H. GoLuB AND C. F. VAN LoAN, Matriz Computations, 2nd ed., The Johns Hopkins Uni-
versity Press, Baltimore, MD, 1989.

. GRCAR, Analysis of the Lanczos Algorithm and of Approzimation Problem in Richardson’s
Method, Ph.D. thesis, Department of Computer Science, University of Illinois at Urbana-
Champaign, Urbana-Champaign, IL, 1981.

[9] P. C. HANSEN, Truncated singular value decomposition solutions to discrete ill-posed problems

with ill-determined numerical rank, SIAM J. Sci. Statist. Comput., 11 (1990), pp. 503-518.

| D. HARMAN, TREC-3 Conference Report, NIST Special Publication 500-225, 1995.

] Matriz Market, http://math.nist.gov/MatrixMarket/.

]

]

=
Q'

=
Q

)
—

MultiSpec, http://dynamo.ecn.purdue.edu/~biehl/MultiSpec/documentation.html.

A. O’'TooLEg, H. ABpI, K. A. DEFFENBACHER, AND D. VALENTIN, Low-dimensional represen-
tation of faces in higher dimensions of the face space, J. Amer. Optical Soc., 10 (1993),
pp. 405-411.

C. C. PAIGE, Error analysis of the Lanczos algorithm for tridiagonalizing a symmetric matriz,
J. Inst. Math. Appl., 18 (1976), pp. 341-349.

C. C. PAIGE AND M. A. SAUNDERS, LSQR: An algorithm for sparse linear equations and sparse
least squares, ACM Trans. Math. Software, 8 (1982), pp. 43-71.

B. N. PARLETT, The Symmetric Eigenvalue Problem, Prentice-Hall, Englewood Cliffs, NJ,
1980.

[17] A. PETLAND, R. W. PICARD, AND S. SCLAROFF, Photobook: Content-based manipulation of
image databases, Internat. J. Comput. Vision, 18 (1996), pp. 233-254.

H. D. SiMON, The Lanczos Algorithm for Solving Symmetric Linear Systems, Ph.D. disserta-
tion, Department of Mathematics, University of California, Berkeley, CA, 1982.
H. D. SIMON, Analysis for the symmetric Lanczos algorithm with reorthogonalization, Linear

Algebra Appl., 61 (1984), pp. 101-131.
H. D. SiMON, The Lanczos algorithm with partial reorthogonalization, Math. Comp., 42 (1984),
pp. 115-142.



2274 HORST D. SIMON AND HONGYUAN ZHA

[21] H. D. SiMmON AND H. ZHA, Low Rank Matriz Approzimation Using the Lanczos Bidiagonal-
ization Process with Applications, Technical report CSE-97-008, Department of Computer
Science and Engineering, The Pennsylvania State University, State College, PA, 1997.

[22] SVDPACK, http://www.netlib.org/svdpack/index.html.

[23] N. E. TROJE AND T. VETTER, Representation of human faces, Technical report 41, Max-Planck-
Institute fiir biologische Kybernetik, Tiibingen, Germany, 1996.

[24] M. TURK AND A. PENTLAND, Figenfaces for recognition, J. Cognitive Neuroscience, 3 (1991),
pp. 71-86.



