Direct inelastic scattering of N$_2$ from Ag(111). I. Rotational populations and alignment
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The rotational state populations and the quadrupole and hexadecapole alignment moments of N$_2$ scattered off clean Ag(111) are determined by resonance enhanced multiphoton ionization (REMPI). The scattered N$_2$ is found to be highly aligned with its rotational angular momentum vector J parallel to the surface. The degree of alignment is found to increase with increasing rotational excitation. We see less than perfect alignment at intermediate J values indicating that the surface is not completely flat. The alignment is relatively insensitive to incident energy, incident angle, or surface temperature $T_s$. However, the rotational state population distributions show pronounced rainbows for higher incident energy and/or more grazing exit angle. The rotational state distributions are found to depend strongly on the final scattering angle at low $T_s$; this effect is markedly reduced at higher $T_s$. Time-of-flight measurements are used to determine the average velocity of the scattered N$_2$ as a function of rotational level. It is found that higher rotational excitation correlates with lower average velocity and that the incident molecules lose 20%-30% of their translational energy to the solid. No correlation is found between velocity and alignment. A comparison is made with published results for the NO/Ag(111) system and a variety of theoretical models found in the literature.

I. INTRODUCTION

Rotationally inelastic scattering has proven to be a valuable technique for understanding the microscopic dynamics of gas–surface interactions. This is particularly true when the quantum state distributions of the scattered molecules are not equilibrated with the surface. For directly scattered molecules, rotational state distributions relate to the degree of anisotropy of the gas–surface potential with respect to the orientation of the molecular figure axis. Moreover, measurements of the polarization of the angular momentum of the scattered molecules provide information on the directionality of this anisotropy.

Many groups have reported rotational state distributions of molecules scattered or desorbed from solid surfaces; for recent reviews see Barker and Auerbach, Cavanagh and King, and Ertl and Lin. There are two main techniques used for studying rotationally inelastic scattering. The first involves use of a mass spectrometer as a detector and relies on resolving the different rotational transitions in angle and/or time. To date, this technique has been applied only to hydrogen and its isotopic variants. The second technique utilizes optical (commonly laser based) spectroscopy to probe directly the quantum state distributions of the scattered molecules. This approach is generally applicable, although it may prove difficult in some cases because of lack of a suitable spectroscopic scheme.

Most laser based studies involve the interactions of nitric oxide with a variety of surfaces. This is because NO can be easily detected in a quantum state selective manner compared with other stable diatomic or polyatomic molecules. Since the initial effusive beam experiments, two groups have compiled an extensive amount of data on the NO/Ag(111) system using supersonic molecular beam sources. Kleyt, Luntz, and Auerbach (KLA) have concentrated on scattering at higher incident beam energies (0.3–1.2 eV), whereas Kubiak et al. performed experiments at lower energies (0.05–0.3 eV). Both groups observed rainbows in the scattered rotational distribution; this feature becomes more pronounced at higher incident energies. Both groups observed substantial excitation of the low-lying $^2\Pi_{1/2}$ fine structure state of NO, which is absent in the incident beam because of cooling in the supersonic expansion. Kubiak et al. observed differences in the rotational state populations for the two fine structure states and suggest the possibility of scattering on two different potential curves. Luntz et al. observed unequal A-doublet populations at high NO rotational excitation. Once more this indicates that the scattering involves more than one potential energy surface.

In addition to determining the rotational population distribution, KLA reported a measurement of the polarization of the scattered NO, that is, information on the spatial distribution of the NO rotational angular momentum vectors. They measured $b_2/b_0$, where $b_i$ is the $i$th coefficient for an expansion of the angular momentum distribution in Legendre polynomials. They found $b_2/b_0 \sim 0$ for low J ($< 10.5$) increased smoothly to $-1.75$ for intermediate J ($20.5 < J < 35.5$) and decreased to zero for the highest J values measured ($\geq 40.5$). The negative value for $b_2/b_0$ indicates a tendency for the molecule to rotate with its angular momentum vector J lying in a plane parallel to the surface. The range of $b_2/b_0$ values spans $+5.0$ to $-2.5$, with $-2.5$ corresponding to perfect alignment of J parallel to the surface.

There is only one other report of a direct measurement of alignment in surface scattering. Jacobs et al. recently observed a small positive alignment (J|\|n) for higher rota-
tional levels of NO desorbing from Pt(111). In addition, there have been indirect measurements of polarization effects in gas-surface scattering studied by magnetic field induced changes on bulk transport reported by Hermans et al. Their results are qualitative owing to the uncharacterized surfaces used and the indirect measure of the polarization, but they do indicate the influence of tangential forces, i.e., forces in the plane of the surface.

One aspect which both complicates and enriches the study of NO scattering is the fact that NO is an open-shell molecule, that is, a free radical. The unpaired electron leads to a relatively strong attractive interaction with most metal surfaces. This makes direct scattering experiments at low surface temperatures more difficult and introduces the theoretical complication of scattering on multiple potential curves. We were partially motivated to undertake a study of a different molecule, in this case N₂, in order to discount the role of this structure in the scattering process. N₂ is advantageous because it has a closed-shell electronic ground state and interacts weakly with the Ag(111) substrate, allowing for direct scattering experiments over a wide range of surface temperatures.

Scattering of N₂ from Ag(100) has been studied experimentally by Muhlhausen et al., and from Ag(111) by Asada, and by Asada and Matsui, where it was found that the scattering was direct with angular distributions peaked near specular. Muhlhausen et al. were able to model their angular and velocity distributions quite well over a wide range of incident energies, incident angles, and surface temperatures using a Generalized Langevin Equation (GLE) which attempts to include all the classical degrees of freedom. However, they concluded that their measurements were insensitive to rotational inelasticity and pointed out the need for direct experiments in this area.

In this paper, we report the results of a study of the rotationally inelastic scattering of N₂ from Ag(111). This paper represents a more complete account of work already briefly reported. The rotational state distributions and from Ag(111). In addition, however, some significant changes have been incorporated and will be detailed here.

II. EXPERIMENTAL APPARATUS

The apparatus used in these experiments is shown schematically in Fig. 1. Various aspects of this setup have been described in previous publications; however, some significant changes have been incorporated and will be detailed here.

A. Main chamber

The main chamber is a two-tiered stainless steel vessel pumped by a 10 in. liquid nitrogen trapped oil diffusion pump (CVC 10). The upper tier houses the LEED, Auger, and sputtering facilities, and the scattering experiments are performed in the lower tier. The crystal is translated between levels by means of a long stroke bellows manipulator. Mounted in the lower tier is a quadrupole mass spectrometer (VG SX2000) which lies on the molecular beam axis and is used for beam diagnostics as well as residual gas analysis. The base pressure of the main chamber is typically 3-4×10⁻¹⁰ Torr and increases by less than 2×10⁻¹¹ Torr during a scattering experiment.

B. Crystal manipulator

The crystal manipulator head consists of a cylindrical copper block with a spiral cut in it for efficient coolant flow. The crystal is attached to the top of a hat which is clamped by the brim to one end of the cooling block. The hat is separated from the cooling block by a sapphire washer for electrical insulation and thermal insulation at high temperature. The surface is heated via electron bombardment by a filament located just behind the sample holder.

The Ag(111) sample (Aremco Inc.) was prepared by standard techniques and brazed onto the copper support. Prior to brazing, two 0.02 in. diameter holes were electron discharge milled 3/8 in. deep into the copper support, parallel to the front face. Two chromel-alumel thermocouples were inserted in these holes for sample temperature measurement.

Experiments have been performed for surface temperatures between 90 and 700 K. At lower temperatures the crystal is flashed to 700 K every 30-45 min to remove any contaminants that may have adsorbed to the surface. To test our sensitivity to contaminant build up, experiments were conducted over several hours at low T_s without flashing. The
primary effect was simply to reduce the scattered intensity ($\sim 10\%$/h) but not to change the population or alignment distributions. Presumably, those molecules that interact with impurities are scattered diffusely in space and time. Consequently, they are discriminated against in detection.

The entire manipulator head can be rotated about three orthogonal axes, two of which intersect the center of the front face of the crystal. The manipulator design employs a goniometer mechanism to achieve the in-plane tilt so that all mechanical parts are always behind the crystal surface. An advantage of this is that there is no line of sight from the manipulator to the sample surface which reduces the possibility of contaminating the surface from outgassing during flashes to high temperature. The crystal can also be translated in three dimensions. Initial alignment is performed by replacing the molecular beam source with a He–Ne laser and adjusting the manipulator angles until the reflected laser beam passes back through the final molecular beam collimator. This procedure is accomplished with the system under vacuum. Azimuthal alignment was checked using LEED. All experiments reported here were performed with the molecular beam incident along the [211] azimuth of the (111) surface.

C. Beam source

The molecular beam source employs a commercial pulsed valve (General Valve series 9) mounted on a flange which allows for three orthogonal linear translations for precise beam alignment. The source chamber is pumped by an unbaffled 6 in. diffusion pump equipped with a Mexican cold hat (Varian VHS-6). The nozzle orifice is 400 $\mu$m in diameter. Some experiments were done with a 150 $\mu$m diameter nozzle; this change had no effect on any of the measured distributions.

The beam is collimated by a 2 mm diameter skimmer located $\sim 1$ cm from the nozzle orifice and enters the first buffer chamber, which is pumped by a water baffled 4 in. diffusion pump (CVC PMP-4B). This chamber contains a mechanical chopper running at 200 Hz which reduces the background gas load on the main chamber and provides a sharp temporal profile for time-of-flight (TOF) measurements. For TOF measurements the chopper speed is increased to 300 Hz. By selecting a small window ($\sim 12$–15 $\mu$s) in the center of the valve pulse ($\sim 1$ ms in duration), any problems related to different incident beam distributions at the beginning or end of the pulse can be avoided. The chopper mount is equipped with an LED-photodiode combination to provide a synchronization pulse for the laser. The chopper motor is mounted in a tube invaginated into the source chamber in order to minimize the source of crystal distance by keeping the buffer chamber thin.

Following the chopper motor chamber is a second differentially pumped buffer chamber, evacuated by a water baffled 4 in. diffusion pump (Varian VHS-4). The collimating aperture at the exit of this chamber is 3 mm in diameter and defines the beam size, which is $\sim 4$ mm in diameter on the sample surface at normal incidence. The total distance from the nozzle to the crystal is 15.9 cm.

D. Laser source

$N_2$ is detected in a quantum state specific manner by $2 + 2$ resonance enhanced multiphoton ionization.
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Tunable radiation used to excite the (1,0) band of the two-photon $a^3\Pi_g-X^3\Sigma_g^+$ transition in $N_2$ at 283–285 nm is generated by frequency doubling the output of a Nd$^+:YAG$ pumped dye laser (Quantel YGC581CTDL50-UVX2). The UV light is separated from the residual green fundamental by multiple reflections off dichroic mirrors (CVI). The same color used to excite the initial two-photon transition also ionizes the excited molecules. The dye laser is operated with a mix of rhodamine 590 and 610 ($\sim$7:1) optimized to provide a flat output power between 566 and 570 nm. The variation in power is measured to be less than 5% across this region; therefore, the measured signals are not corrected for the change of the laser energy with laser wavelength. Typical pulse energies are 13–16 mJ per pulse at 283 nm, measured at the entrance to the chamber.

The laser beam is focused between the grids of a time-of-flight mass spectrometer by a 20 cm focal length AR coated lens. The lens is mounted 1 cm off the center line of a rotating mount, the axis of which is parallel to the front face of the Ag(111) crystal. This arrangement allows different final scattering angles to be probed by rotating the lens and making minor adjustment to the final steering prism. The focal point is accurately positioned along the laser propagation direction by translating the whole lens assembly by means of a micrometer driven linear stage. The laser propagates perpendicular to the plane defined by the molecular beam and the surface normal and is focused 1 cm from the surface. The combination of molecular beam spot size on the sample (4 mm) and distance to the probe volume (1 cm) gives an angular acceptance of $\sim 15^\circ$ at normal incidence. However, our angular resolution, in the sense of being able to observe differences in the distributions, is better than this; namely, it is closer to $10^\circ$.

The laser beam is linearly polarized, and the direction of polarization is varied with respect to the surface normal by means of a double Fresnel rhomb (Carl Lambrecht) or a half-wave plate (Special Optics) held in a precision rotating mount positioned just before the focusing lens. The degree of polarization is frequently checked by means of a Glan–Thompson prism and is always greater than 99.5% and typically greater than 99.8%. The possibility of strain-induced birefringence in the window was checked by analyzing the polarization of the light after exiting the chamber through a second window. By evacuating the chamber, and thus stressing the window as a result of the pressure difference, the percentage of linear polarization is reduced from 99.9% to 99.8%. This change is negligible in our experiment.

Ions formed at the laser focus are collected in a time-of-flight mass spectrometer and detected with a multichannel plate (Galileo CEMA). Ion signal collection, laser wavelength, and laser polarization are all computer controlled via CAMAC interfaced to a DEC PDP 11/23 computer.

III. RESULTS AND DISCUSSION

A. Rotational excitation

Figure 2(a) shows a REMPI spectrum of the incident beam; the scattered beam is shown in Fig. 2(b). The spectra are for an incident energy $E_i = 0.3$ eV, an incident angle $\theta_i = 15^\circ$ (measured with respect to the surface normal), an exit angle $\theta_f = 20^\circ$, and a surface temperature $T_s = 90$ K. The spectral assignments are made based on energy levels determined by Vanderslice, Tilford, and Wilkerson. Assignment of a rotational temperature to the incident beam of Fig. 2(a) is somewhat ambiguous since the rotational distribution is not Boltzmann; therefore, we list in Table I the actual level populations and average rotational energies for the four beam energies used in this study.

Since $^{14}N$ has nuclear spin of 1, $N_2$ has ortho and para-nuclear spin states which match up with even and odd rotational levels (with statistical weights of 6 and 3, respectively). Generally, these are not collisionally mixed either in the supersonic molecular beam expansion or (presumably) by subsequent collision with the surface. Thus, the experiment can be conceptually divided into two parts, one with ortho $N_2$ in even rotational levels, the other with para $N_2$ in odd rotational levels. In none of our results do we see any systematic differences in the scattering for the two groups of molecules.

B. Alignment

1. Measurements and fits

The spectrum of the scattered beam in Fig. 2(b) shows considerable rotational excitation and substantially different intensities for transitions in different branches originating from the same ground state level compared to a similar spectrum of isotropic background gas. The cause of the intensity variation is polarization of the sample, and this must be quantified in order to interpret the line intensities in a spectrum.

Polarization is generally described in terms of the multipole moments of the angular momentum distribution,

$$P(J,M) = n(J) \sum_k \xi(k) A_{(JM)}^{(k)} \langle J M | J^z | J M \rangle / J^k,$$

where $P(J,M)$ is the probability of being in the state $(J,M)$, $n(J)$ is the population $\xi(k)$ is a normalization constant, and at high $J$ the $(JM | J^z | JM)$ are proportional to the real spherical harmonics $Y_{JM}^{(k)}(\theta,\phi)$, i.e., the more familiar terms used by chemists in speaking of $s, p$, and $d$ orbitals. The $A_{(JM)}^{(k)}$ are the moments and describe the extent to which the

| Incident energy | $0.1\ eV$ | $0.2\ eV$ | $0.3\ eV$ | $0.4\ eV$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>0</td>
<td>0.460</td>
<td>0.493</td>
<td>0.458</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.306</td>
<td>0.333</td>
<td>0.355</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.208</td>
<td>0.144</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.013</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.012</td>
<td>0.014</td>
<td>0.009</td>
</tr>
</tbody>
</table>

$\langle E_i \rangle (\text{cm}^{-1})$ 4.6 4.0 4.1 6.3

$\rho_d (\text{Torr cm})$ 67 67 180 67

distribution looks like the corresponding $Y(4,4)$ term. A sample is said to be aligned if states with high $|M|$ are more populated than those with low $|M|$ or vice versa. An aligned sample would have nonzero $A_{0+}^{(4)}$ with $k$ even. A sample is oriented if there is a difference in population between states with $+M$ compared to those with $-M$ and would have nonzero $A_{0+}^{(4)}$ with $k$ odd. A completely unpolarized sample would have only one nonzero polarization moment, $A_{0+}^{(0)}$ which relates to the population (see below). This paper is concerned only with alignment. Because linearly polarized light is used, the measurement is insensitive to any orientation that may be present. The orientation moments are the subject of other papers.29,30

The intensity for two-photon excitation with linearly polarized light can be written as

$$I(\theta_{J_1}, J_2) = n(J_2)C(\det)A_{0+}^{(0)}(J_2, \text{apparent})P_{0+}^{(0)}(J_2, J_2)$$

$$+ A_{0+}^{(2)}(J_2, \text{apparent})P_{0+}^{(2)}(\theta_{J_1}, J_2)$$

$$+ A_{0+}^{(2)}(J_2, \text{apparent})P_{0+}^{(2)}(\theta_{J_1}, J_2)$$

$$+ A_{0+}^{(4)}(J_2, \text{apparent})P_{0+}^{(4)}(\theta_{J_1}, J_2)$$

$$+ A_{0+}^{(4)}(J_2, \text{apparent})P_{0+}^{(4)}(\theta_{J_1}, J_2),$$

(2)

where the $P_{0+}^{(4)}(\theta_{J_1}, J_2)$ are the moments of the line strength and the $A_{0+}^{(4)}(J_2, \text{apparent})$ are the moments of the angular momentum distribution describing the rotational level $J_2$. Note that Eq. (2) is general and does not assume cylindrical symmetry. The moments appearing in Eq. (2) are “apparent” moments; they arise as a result of the fact that for a fixed probe laser propagation direction the contribution of all the real moments of the distribution are not distinguishable because the various sets of the line strengths are not linearly independent. For example, the $A_{0+}^{(2)}(J_2, \text{apparent})$ moment may include contributions from the real $A_{0+}^{(2)}(J_2)$, $A_{0+}^{(2)}(J_2)$, $A_{0+}^{(4)}(J_2, \text{apparent})$, and $A_{0+}^{(4)}(J_2, \text{apparent})$ moments. This will be discussed in greater detail in the Appendix where we will show that the contribution to Eq. (2) to the noncylindrically symmetric moments is small.

In the limit that the angular momentum distribution of the scattered beam is cylindrically symmetric about the surface normal, Eq. (2) reduces to

$$I(\theta_{J_1}, J_2) = n(J_2)C(\det)A_{0+}^{(0)}(J_2, \text{apparent})P_{0+}^{(0)}(J_2, J_2)$$

$$+ A_{0+}^{(2)}(J_2)P_{0+}^{(2)}(\theta_{J_1}, J_2)$$

$$+ A_{0+}^{(4)}(J_2)P_{0+}^{(4)}(\theta_{J_1}, J_2),$$

(3)

where the moments are now the real moments of the distribution. Specifically, the first term in Eq. (3), $n(J_2)C(\det)A_{0+}^{(0)}(J_2, \text{apparent})$, is simply related to the population since the monopole moment $A_{0+}^{(0)}(J_2)$ is identically equal to 1. For future reference we will define

$$a_{0+}^{(0)} = n(J_2)C(\det)A_{0+}^{(0)} \equiv n(J_2)C(\det)$$

and call this term the population. $a_{0+}^{(0)}$ has no angular dependence; hence, this term represents the isotropic part of the distribution. $A_{0+}^{(2)}$ is the quadrupole and $A_{0+}^{(4)}$ the hexadecapole moment; they provide information on the spatial distribution of the angular momentum vector $J_2$, i.e., on the $M$ distribution where the quantization axis $z$ lies along the surface normal. $A_{0+}^{(2)}$ and $A_{0+}^{(4)}$ are related to the expectation values of the angular momentum operators

$$A_{0+}^{(2)} = \langle J_2 | (3/2) J_2 - J_2^2 | J_2 \rangle$$

and

$$A_{0+}^{(4)} = (1/8) \langle (J_2 | (3/4) J_2^2 - 6 J_2^2 - 30 J_2^4 | J_2) \rangle.$$

(4a)

(4b)

The moments of the line strength are, in general, dependent on the rotational quantum numbers and electronic symmetry of the levels involved as well as on the laser polarization and the experimental geometry. A detailed discussion of the calculation and interpretation of the $P_{0+}^{(4)}$ moments is given elsewhere25; for the present analysis the $P_{0+}^{(4)}$ moments are simply numbers which are readily calculated for a given transition and linear polarization.

Experimentally, the degree of polarization for a particular rotational level is determined by recording the intensity of a transition originating from that level while varying the direction of polarization of the laser with respect to the surface normal. An example of this type of measurement is shown in Fig. 3 (a) for the $J = 15$ line of the $O(15)$, denoted as $O(15)$, and in Fig. 3 (b) for the $P(15)$ line. Note the difference in the waveforms for the two branches shown in Fig. 3 remembering that the two transitions probe the same

FIG. 3. REMPI integrated line intensities vs laser polarization angle for (a) $O(15)$ (b) for $P(15)$ for the conditions of Fig. 2. The laser polarization angle is measured with respect to the surface normal. The symbols are the measured data points, and the solid curves are least-squares fits to Eq. (3) yielding $A_{0+}^{(4)}(\text{app}) = -0.83 \pm 0.06$ and $A_{0+}^{(2)}(\text{app}) = +0.25 \pm 0.03$. [Chem. Phys., 89, No.4, 15 August 1988]
ground state level. The strong variation in intensity with laser polarization and rotational branch illustrates the necessity for understanding the polarization of the sample in order to extract reliable rotational state populations. The data are acquired in the form of multiple wavelength scans across a given spectral feature in which the polarization of the laser is changed between scans. The integrated area under the peak is then used in subsequent analysis.

For two-photon excitation, it is insufficient to record the transition intensity at only two polarization settings because three (or more if the assumption of cylindrical symmetry is not valid) terms may contribute to Eq. (3). Our procedure is to measure the intensity of a particular transition at twelve polarization angles and then perform a least-squares fit of the data to Eq. (3) to determine $A_{0+}^{(2)}$ and $A_{0+}^{(3)}$. By overfitting the system we can obtain a meaningful error analysis and also check the validity of Eq. (3). When two rotational branches are measured, as in Fig. 3, the data from both are jointly fit. The solid curves in Fig. 3 are fits, yielding $J = 15$ for $A_{0+}^{(2)}$ and $A_{0+}^{(3)}$. By overfitting the system we can obtain a meaningful error analysis and also check the validity of Eq. (3). When two rotational branches are measured, as in Fig. 3, the data from both are jointly fit. The solid curves in Fig. 3 are fits, yielding $A_{0+}^{(2)} (J = 15) = -0.83 \pm 0.06$ and $A_{0+}^{(3)} (J = 15) = +0.25 \pm 0.03$; the errors are one standard deviation and are determined from the fitting routine. The quality of the fits indicates that the three terms included in Eq. (3) are sufficient to describe the data. The significance of the values of these moments is discussed below. The effect of a possible deviation from our assumption of cylindrical symmetry [which could add additional terms or change the identification of the terms in Eq. (3)] is discussed in the Appendix.

We record data like that shown in Fig. 3 for each well resolved line in a spectrum, such as Fig. 2(b), to determine the $A_{0+}^{(2)}$ and $A_{0+}^{(3)}$ alignment moments for each rotational level. Figure 4 shows the results as a function of rotational quantum number for an incident beam energy of $0.3 \text{ eV}$, an incident angle of $15^\circ$, and a surface temperature of $T_s = 90 \text{ K}$. For $J < 4$, there are no transitions for which the lines are not overlapped with other transitions, usually originating from higher rotational levels. However, knowledge of the polarization behavior of the higher rotational level (i.e., from data like Fig. 3) and the relative intensities of the blended and unblended lines at one polarization (i.e., from Fig. 2(b)) permit us to deconvolve the data on a point-by-point basis. This procedure works well on lines where the high $J$ transitions contribute a small ($< 20\%$) part of the intensity to the blended line. The error bars for $J > 3$ in Fig. 4 are simply determined from the statistics of the fit; for $J < 3$, the errors associated with knowing the $A_{0+}^{(0)}$, $A_{0+}^{(2)}$, and $A_{0+}^{(4)}$ for the blended line are also included in the error estimate for the fitted line. The redundancy of multiple measurements of $A_{0+}^{(2)}$ and $A_{0+}^{(4)}$ provided by probing different rotational branches serves as an additional consistency check on our results.

Figure 5 shows how the alignment varies with incident
angle. The data are for $E_i = 0.2 \text{ eV}$, $T_i = 390 \text{ K}$, $\theta_i = 15^\circ$, and $\theta_e = 45^\circ$. It is clear that essentially no difference is observed within the error bars. Comparison of Figs. 4 and 5 (as well as other data taken at $E_i = 0.1$ and 0.4 eV) also shows that changes in $T_i$ and $E_i$ do not cause any significant change in the alignment at the specular angle.

2. Interpretation

The observation of nonzero values for the $A_{0+}^{(2)}$ and $A_{0+}^{(4)}$ moments indicates that the angular momentum of the scattered $N_2$ is aligned with respect to the surface normal. A negative sign for the quadrupole moment $A_{0+}^{(2)}$ implies that the scattered $N_2$ is preferentially rotating with $\mathbf{J}$ lying in the plane of the surface, corresponding to excess population of states with low $|M_s|$ values. In the present case $M_s = \langle J_z \rangle$, i.e., $M_s$ is the projection of $\mathbf{J}$ onto the $z$ axis which is taken to be along the surface normal. The hexadecapole moment $A_{0+}^{(4)}$, being roughly a measure of $\langle \cos^4 \theta \rangle$ where $\theta$ is the angle between $\mathbf{J}$ and $\mathbf{a}$, is useful for describing more extreme distributions. Interpretation of the $A_{0+}^{(4)}$ moment requires prior knowledge of the $A_{0+}^{(2)}$ value since $A_{0+}^{(4)}$ can be positive if $\mathbf{J}$ is along $\mathbf{a}$ or if $\mathbf{J}$ is perpendicular to $\mathbf{a}$. The limiting values for the quadrupole moment are $A_{0+}^{(2)} = +2.0$ for $\mathbf{J}$ parallel to $\mathbf{a}$ and $A_{0+}^{(2)} = -1.0$ for $\mathbf{J}$ perpendicular to $\mathbf{a}$. The extreme values for the hexadecapole moment at high $\mathbf{J}$ are $A_{0+}^{(2)} = 0.75$ for $\mathbf{J}$ parallel to $\mathbf{a}$ and $A_{0+}^{(2)} = 0.5$ for $\mathbf{J}$ at 49° with respect to $\mathbf{a}$, and $A_{0+}^{(2)} = 0.375$ for $\mathbf{J}$ perpendicular to $\mathbf{a}$. From our observation of negative $A_{0+}^{(2)}$ we deduce that $\mathbf{J}$ lies perpendicular to $\mathbf{a}$, and the values $A_{0+}^{(4)}$ derived from the data reinforce this conclusion.

It is easy to see how polarization may be produced in gas–surface scattering. The forces acting on the gas molecule during the collision with the surface are clearly not isotropic but are directed predominantly along the surface normal. If these forces torque the molecule to excite rotation, then the rotation will be polarized with the plane of rotation perpendicular to the surface, i.e., the molecule will tend to rotate with its angular momentum vector $\mathbf{J}$ parallel to the plane of the surface. This type of motion has been termed "cartwheeling" and rotation with $\mathbf{J}||\mathbf{a}$ is labeled "helicoptering."\(^{13,31}\)

The data in Figs. 4 and 5 show near zero polarization at $1<J<3$, a monotonic increase in polarization at intermediate $J$, which smoothly approaches the limiting polarization values for $\mathbf{J}$ perpendicular to $\mathbf{a}$ at high $\mathbf{J}$. We do not observe a large decrease in polarization at the highest $\mathbf{J}$, as was reported for NO/Ag(111)\(^{9,10}\). In some cases, we observe a positive quadrupole alignment at low $\mathbf{J}$, in particular for $J = 2$ as shown in Figs. 4 and 5. This may be the result of a dynamical bias in the scattering of the kind suggested by Lauderdale, McNutt, and McCurdy.\(^{32}\) In this model, incident molecules in $J = 2$ with $\mathbf{J}||\mathbf{a}$ (i.e., undergoing a cartwheeling-type motion) are more likely to be excited to higher $J$. Those molecules with $\mathbf{J}||\mathbf{a}$ (i.e., helicoptering) have a greater probability of being elastically scattered with $J = 2$, thus yielding a positive contribution to the $A_{0+}^{(2)}$ moment.

The measured alignment is useful for a qualitative understanding of the scattering process, but perhaps the most important information comes from direct comparison with model calculations. Lauderdale et al.\(^{32}\) carried out quantum calculations using both close-coupling methods and the sudden approximation to study polarization effects in diatomic-surface collisions. They conclude that small $\Delta M$ transition probabilities are primarily responsible for polarizing the molecule. Furthermore, they state that dynamical bias in the scattering is important but may be difficult to observe. Their model did not include surface corrugation. Corey and Alexander\(^{33}\) have studied the scattering of $N_2$ from model Ag surfaces using the quantum close-coupled techniques that they had previously applied to the NO/Ag(111) system.\(^{34}\) They were able to include surface corrugation and study alignment effects, because of the fourfold reduction in the number of channels needed for $N_2$ vs NO (since no fine structure or A-doublet states had to be considered). Their initial conditions simulated those of this study. For an uncorrugged surface, they found a more rapid increase in alignment with $J$ than we observe experimentally (see Fig. 3 of Ref. 32 for this comparison). On the (111) surface, the effect of increasing the corrugation was to add structure in the alignment (specifically a decrease in alignment around $J = 6$) because of $\Delta M = \pm 6$ selection rules arising from the lattice symmetry.

The lack of large alignment observed at $J < 10$ is not entirely the result of the nonzero population of states with $J > 0$ in the incident beam (and the concurrent isotropic $M$ state distribution); Fig. 3 of the paper by Corey and Alexander\(^{33}\) illustrates this point. The discrepancy may be one of the most important results of the present work and indicates that the flat surface approximation is not valid; i.e., there must be forces in the plane of the surface which serve to reduce the observed alignment. The fact that the higher rotational levels are almost completely aligned is expected even for a corrugated surface. As pointed out by Lauderdale et al.,\(^{32}\) in order to scatter into a high $J$ state, the molecule must effectively hit the top of the bump on the surface. Therefore, the impulse is still directed along $\mathbf{a}$. Our orientation results\(^{30}\) also indicate the importance of in-plane forces in the scattering.

Wolf, Collins, and Mayne\(^{35}\) performed classical calculations for a rigid rotor–rigid surface model and determined $b_2/b_0$ (which is proportional to $A_{0+}^{(2)}$) for model potentials with different amounts of corrugation. Their calculations were for a lattice with rectangular symmetry [Ag(111) has hexagonal symmetry]; Corey and Alexander\(^{33}\) found that the lattice symmetry had a strong effect on the alignment. Qualitatively, the results of Wolf et al. look similar to our data; the closest agreement is with the results calculated for low surface corrugation, as might be expected for Ag(111). In a subsequent paper Wolf et al.\(^{31}\) calculated the population, as well as the $A_{0+}^{(2)}$ and $A_{0+}^{(4)}$ alignment moments, while varying the steepness of the repulsive potential, the corrugation of the surface, and the incident translational energy. For more corrugated surfaces and/or higher energy, their results also show structure in the alignment moments vs $J$, similar to that reported by Corey and Alexander.\(^{33}\) The possibility of observing such features on a rougher surface is intriguing and worth further study. We do not find such
structure; it might be masked experimentally by the surface motion (which is absent in the calculations). It is interesting to note that the GLE calculations of Tully and co-workers do not show the structure in the rugation, do not show the structure in the quantum mechanical calculations.

The two higher order moments measured do not completely determine the spatial distribution of $\mathbf{J}$, so it is appropriate at this point to illustrate what information they do contain. To do this, we plot in Fig. 6 several model distributions and give the moments calculated from them according to note that the GLE calculations of Tully and co-workers.

The model used in Fig. 6(a) assumes a distribution of the form

$$P(M) = C \exp(-\alpha M^2),$$

where $P(M)$ is the probability of being in the state $M$, $\alpha$ is an adjustable parameter, and $C$ is a normalization constant. The plot is for $J = 15$, and a value of $\alpha = 0.225$ gives approximately the observed $A_{0+}^{(2)}$ and $A_{0+}^{(4)}$ values of $A_{0+}^{(3)} = -0.85$ and $A_{0+}^{(4)} = 0.22$. Changing the width parameter $\alpha$ to 0.30 gives a wider $M$ distribution and correspondingly smaller values of the alignments ($A_{0+}^{(2)} = -0.73$ and $A_{0+}^{(4)} = +0.14$). Figure 6(b) illustrates the additional information gained by measuring the $A_{0+}^{(4)}$ moment. We plot two different distributions that yield the same $A_{0+}^{(2)}$ moment but different values for $A_{0+}^{(4)}$. The solid curve uses Eq. (5) with $\alpha = 0.220$ (yielding $A_{0+}^{(2)} = -0.86$ and $A_{0+}^{(4)} = +0.22$); the dashed curve uses

$$P(M) = C [\exp(-\alpha M^2) + c]$$

with $\alpha = 0.075$ and $c = 0.015$ yielding $A_{0+}^{(2)} = -0.85$ and $A_{0+}^{(4)} = +0.30$. Both curves are normalized to unity. The observed $A_{0+}^{(4)}$ value of $+0.25$ favors the solid curve and shows the utility of the higher order $A_{0+}^{(4)}$ term in describing more skewed distributions.

The discussion above does not exclude a distribution with $M$ rainbows arising from $\Delta M$ propensity rules related to the azimuthal symmetry of the lattice as predicted by quantum and semiclassical models of the scattering. In fact, many distributions consistent with the observed alignment can be readily constructed; we are simply trying to convey a feel for the meaning of the values of the measured alignment moments.

Based on the relative rotational state populations (given below) and the alignment moments just presented, we can calculate an overall quadrupole alignment by performing a weighted average:

$$\langle A_{0+}^{(2)} \rangle = \sum_{J} [a_{0+}^{(0)}(J) A_{0+}^{(2)}(J)] / \sum_{J} [a_{0+}^{(0)}(J)].$$

Evaluating this expression for the conditions of Fig. 4 yields $\langle A_{0+}^{(2)} \rangle = -0.75$ at specular. Thus, a sizeable overall alignment is found for the scattered beam.

C. Time-of-flight measurements

Most laser-based detection techniques (including the two-photon excitation scheme presently employed) are sensitive to density; the quantities usually of interest are flux weighted because of their connection to cross sections. Conversion between the two requires knowledge of the velocity distribution. Experimentally, a time-of-flight distribution is obtained by scanning the delay between the chopper opening and the laser firing while monitoring the ion intensity with the laser wavelength tuned to a transition. We have performed a series of measurements at normal incidence with $\theta_0 = \phi_0 = 0°$. Calibration of the surface-to-ionizer distance is readily achieved by translating the crystal a known distance along the molecular beam direction and measuring the change in the arrival time of the scattered beam. After subtracting the extra time required for the incident beam to reach the crystal, this procedure gives directly the average velocity of the specularly scattered beam. Note that no assumptions are needed about the residence time. This proce-
dure assumes that there is no strong correlation between velocity and final angle; this correlation is known to be weak for NO/Ag(111).37

Results are shown in Fig. 7 for an incident energy of 0.3 eV and a surface temperature of 90 K. The crystal-to-ionizer distance was set to 2.6 cm for these measurements. Plotted are the final (average) translational energy and the total internal energy (translational plus rotational) vs \( J(J + 1) \). Both final energies are scaled to the incident energy. The data show a strong correlation between final rotation and translation in which higher rotational excitation pairs up with lower translational energy. The results also show that the molecule loses 20%-30% of its incident energy to the solid and that this percentage decreases with \( J \). This trend with \( J \) has been reported previously for the NO/Ag(111) system37 and for the NO/Ge system.38 This was attributed to the molecule’s lower effective mass (and hence less efficient energy transfer to the solid) for those orientations leading to high rotational excitation. Our results support this interpretation.

The 20%-30% energy loss to the surface is typical of what has been seen for scattering of heavy particles under similar conditions, such as \( \mathrm{N}_2/\mathrm{Pt}(111) \)39 and NO/Ag(111).37 For NO/Ge the energy loss to the surface is as much as 57%.38 Within the hard cube model, the energy transfer is governed by the ratio of the mass of the molecule to the effective surface mass and ellipse (molecule) orientation. For the observed energy loss, the effective surface mass is approximately ten times the \( \mathrm{N}_2 \) mass. This corresponds to about 2.5 times the mass of a silver atom and qualitatively indicates that the \( \mathrm{N}_2 \) interacts with several surface atoms.

In Sec. III D we discuss how our average velocity results affect the determination of relative population distributions; here we comment on how they relate to the alignment. If the degree of alignment is correlated with velocity, then the measurements shown in Figs. 4 and 5 will be an average over the velocity distribution weighted in favor of the slower moving component of the scattered beam. We have investigated this possibility in two ways. First, we measure TOF curves for orthogonal settings of the laser polarization. In this procedure, for the \( O \) branch, \( \mathrm{E}_\ell \mathrm{\lambda} \) probes preferentially states with \( M = 0 \) whereas \( \mathrm{E}_\ell \mathrm{\lambda} \) probes states with \( M = \pm J \). Second, we set the time delay to the peak or the wings of the TOF distribution and recorded alignment data such as that of Fig. 3. In both cases no difference was observed for either low \( J(J = 4) \) or high \( J(J = 12 \text{ or } 14) \). Velocity differences on the order of \( \Delta v/v = 0.05 \) can be readily observed. Therefore, we conclude that any correlation between velocity and alignment is weak (at a fixed exit angle) and that the moments presented in Figs. 4 and 5 are equivalent to the true flux weighted alignment as a function of \( J \).

D. Rotational population

Once the alignment is known for each \( J \) value, then the relative population \( a_{0+}^{(0)}(J) \) can be extracted by analyzing a REMPI spectrum [such as Fig. 2(b)] using Eq. (3). We do not have complete sets of alignment data for all the surface temperatures, incident angles, and incident energies for which we have complete scans of the type shown in Fig. 2(b). Instead we use a functional form fitted to data of the kind shown in Figs. 4 and 5 to supply the alignment moments not measured but needed to determine the relative values of \( a_{0+}^{(0)}(J) \). This procedure is reasonable based on the small variation of the alignment with \( T_s \) and \( E_r \), as well as on the smooth variation of alignment with \( J \). Measurements of selected lines at various \( T_s \) and \( E_r \) confirm that the alignment varies little with these parameters. Using this procedure, it is found that the \( a_{0+}^{(0)} \) values derived from different rotational branches agree across the range of \( J \) values studied.

Results are shown in Fig. 8 for the conditions: \( E_r = 0.3 \) eV, \( \theta_i = 15^\circ, \theta_f = 20^\circ \), and \( T_s = 90 \) K. The data are presented in the form of a Boltzmann plot, i.e., a plot of \( \ln(a_{0+}^{(0)}/[2(J + 1)g(J)]/v(J + 1)) \) vs \( J(J + 1) \), where \( (2J + 1) \) is the rotational state degeneracy, \( g(J) \) is the nuclear spin state degeneracy, and \( J(J + 1) \) is proportional to the rotational energy. If the distribution were described by a temperature, the data would lie on a straight line. For experiments performed on isotropic background gas (admitted to the chamber through a leak valve), this is the case, and a least squares fit yields \( T = 300 \pm 10 \) K. Also shown in Fig. 8 are the same data, corrected for the \( J \)-dependent average velocity, assuming the results of Fig. 7 (taken at \( \theta_i = \theta_f = 0^\circ \)) are applicable at \( \theta_i = 15^\circ \) and \( \theta_f = 20^\circ \). The \( a_{0+}^{(0)} \) moments are multiplied by the factor \( v(J)/v_{\text{max}} \) for each \( J \) where \( v(J) \) is determined from a least-squares fit to a straight line of the data of Fig. 7, and \( v_{\text{max}} \) is the maximum velocity, as determined from the maximum value of the final translational energy in Fig. 6. This correction makes very little difference in the Boltzmann plot.

Figure 9 shows the change of the population distribution with incident energy for \( \theta_i = 15^\circ, \theta_f = 20^\circ \), and \( T_s = 90 \).
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K. The final angle $\theta_f$ corresponds approximately to the peak of the scattered intensity. (As a measure of the total intensity at a given angle we use $\sum_i (a_i^{(0)}(J))$. These data are not corrected for any $v$-$J$ correlation of the type shown in Fig. 7. For higher values of the incident energy, the distributions are not well described by a temperature but show a broad region of excess population at high $J$. Similar trends were obtained for NO/Ag(111)\textsuperscript{7,11} and were interpreted as rotational rainbows. Classically, the rainbow arises from an extremum in the excitation function as a function of the rotor orientation.\textsuperscript{39} The data of Fig. 8 support this interpretation because the position of the rainbow shifts to higher $J$ as the collision energy is increased.

In addition to observing a strong dependence of the rotational populations on incident energy, we see a striking variation with final scattering angle. The results are shown in Fig. 10 for $\theta_i = 30^\circ$, $E_i = 0.3$ eV, and $T_f = 90$ K. The data in Fig. 10(a) correspond to the angle of maximum total intensity ($\theta_f \approx 35^\circ$); the data in Fig. 10(b) were taken at $\theta_f \approx 50^\circ$ (superspecular); and the data in Fig. 10(c) at $\theta_f \approx 25^\circ$ (subspecular). The curves are scaled relative to one another so the populations are directly comparable. This assumes that our ion collection efficiency does not vary appreciably in this angular range. The alignment as a function of exit angle does not change substantially and will be presented together with orientation results.\textsuperscript{30} The population data show that at more grazing exit angles (further from the surface normal), substantially greater population is shifted to higher $J$ levels. This result agrees qualitatively with simple one-dimensional scattering models in which only linear momentum normal to the surface is coupled to rotation and the parallel component of the linear momentum is conserved. Thus highly rotationally excited products exit further from $h$.

---

FIG. 8. Rotational state distributions of N$_2$ scattered off Ag(111) for the conditions of Figs. 2 and 4. Plotted is the logarithm of the population divided by the rotational and nuclear spin degeneracies vs $J(J+1)$. The solid circles are the uncorrected data; the open diamonds are corrected for a density-flux transformation using the data from Fig. 7.

FIG. 9. Boltzmann population plots as a function of incident beam energy for $\theta_i = 15^\circ$, $\theta_f = 20^\circ$, and $T_f = 90$ K.

FIG. 10. Boltzmann population plots as a function of final scattering angle for $\theta_i = 30^\circ$, $E_i = 0.3$ eV, and $T_f = 90$ K. Final angles are (a) $\theta_f = 35^\circ$, (b) $\theta_f = 50^\circ$, and (c) $\theta_f = 25^\circ$.  

Asada and Matsui\textsuperscript{17} showed that for N\textsubscript{2} scattering from Ag(111) at $E_i = 0.09$ eV, $\theta_i = 50^\circ$, and $T_s = 500$ K, the mean speed for the scattered N\textsubscript{2} varies by approximately 20\% with final scattering angle. Assuming an effect of the same magnitude for our conditions, this would change the relative scaling factors between plots (a), (b), and (c) in Fig. 10. Figure 10(b) would be shifted down by $\sim \ln(0.9) = -0.1$ and Fig. 10(c) up by $\sim 0.1$. This would cause only a minor change in the plot. Asada and Matsui\textsuperscript{17} also showed that the width of the speed distribution is relatively constant as a function of final scattering angle. Therefore, it is unlikely that the variation in the population distribution with $J$ and $\theta_s$ shown in Fig. 10 is a result of a radically different form of the translational energy distribution as a function of $J$ at the different final scattering angles.

The dramatic variation of the population distribution with $\theta_s$ at low $T_s$ is largely smeared out as the surface temperature is raised. Results are shown in Fig. 11 for the same conditions as in Fig. 10 except that $T_s = 520$ K. The final angle must be scanned further from the intensity peak in order to observe a significant change in the distributions as evidenced by the substantially lower intensity of Fig. 11(b) relative to Fig. 11(a). This behavior is most likely caused by either an increase in the microscopic surface roughness or by greater participation of phonons at high $T_s$; both possibilities would blur the correlation between $J$ and $\theta_s$.

Asada\textsuperscript{16} reported a slight shift (toward $h\pi$) and broadening of the overall angular distribution with increasing surface temperature for N\textsubscript{2}/Ag(111) although $T_s$ was varied only from 500 to 600 K. Subsequently, Asada and Matsui\textsuperscript{17} showed that at $T_s = 500$ K the average speed is a strong function of final angle, but they did not discuss how a change in $T_s$ affects this quantity. For direct scattering of N\textsubscript{2} from Pt(111), Janda \textit{et al.}\textsuperscript{39} also found a strong variation of velocity with angle, and this feature persisted even at high $T_J$ (900 K); their results for N\textsubscript{2}\textsuperscript{39} and Ar\textsuperscript{40} were very similar, indicating a lack of participation by the rotational degree of freedom of the N\textsubscript{2}. Our results show that angle-resolved rotational distributions are sensitive to some feature of the surface that depends on temperature, but this feature does not greatly affect the velocity and nonrotational state resolved angular distributions of the scattered N\textsubscript{2}.

Our results are similar to the scattering of HD from Pt(111)\textsuperscript{41} where it was observed that the $\Delta J = 1$ and 2 peaks are smeared out in final angle as $T_s$ is raised from 500 to 900 K. However, this effect has not been seen before for molecules heavier than D\textsubscript{2}. The rotational state distributions for NO/Ag(111)\textsuperscript{42} are reported to vary with final angle, but this difference arises from a change in the scattering mechanism from trapping/desorption to direct inelastic. KLA\textsuperscript{8} and later Rettner \textit{et al.}\textsuperscript{43} reported rotational state resolved angular distributions for NO/Ag(111) for selected $J$ levels; they observed that for higher rotational levels the angular distribution peaks further from the normal. They did not present data on how changes in the surface temperature may affect their results.

When looking at the final angle of maximum intensity (i.e., the quasispecular angle) for incident beam energies greater than 0.1 eV, we see essentially no change in the rotational state distributions as the surface temperature is varied in the range of 90–700 K. This indicates that the surface does not play an active role in determining the overall amount of rotational excitation for these beam energies.

Corey and Alexander,\textsuperscript{33} using the close-coupled calculations mentioned earlier, were able to qualitatively reproduce the measured rotational state distributions for N\textsubscript{2}/Ag(111). They used a modified form of the potential which was used by Muhlhausen \textit{et al.}\textsuperscript{15,18} in modeling the velocity and angular results for N\textsubscript{2}/Ag(100). The primary change in the potential was an increase in the anisotropy of the repulsive wall with respect to the orientation geometry of the N\textsubscript{2} internuclear axis. The potential of Muhlhausen \textit{et al.} was found by Corey and Alexander to underestimate substantially the rotational inelasticity. The agreement with experiment was not quantitative; again the most likely explanation is the role of surface motion in the overall energy transfer.

\section*{E. Comparison to NO/Ag(111) results}

\subsection*{1. Alignment}

For the well studied NO/Ag(111) system KLA\textsuperscript{9,10} determined $b_2/b_0$ where $b_i$ is the $i$th term in a Legendre expansion of the spatial $J$ distribution. According to their normalization $b_2/b_0$ would equal $-2.5$ for $J$ perfectly aligned perpendicular to $h$ ($M = 0$); they observed low polarization for $J < 10.5$, increasing with $J$ in the range 10.5 $< J < 25.5$ to a maximum of $b_2/b_0 = -1.75$, then decreasing back to zero for $J > 40.5$. They also observed that the maximum amount of alignment decreases as the incident angle is increased, a result that we do not see for N\textsubscript{2}.

Our results show a faster falloff with $J$ and a maximum alignment closer to the perfect alignment limit. Perhaps
most interesting, we do not observe the strong depolariza-
tion at very high $J$ reported by KLA. In some cases, we find
a significant decrease ($\sim 20\%$) in the alignment at high $J$; this
decrease is usually associated with measuring a large orienta-
tion for the $J$ in question. We will present these results in
detail elsewhere, but we suggest that the apparent decrease in
alignment seen by KLA may be caused by a breakdown in the
assumption of cylindrical symmetry. Further discussion of the
possible effects of noncylindrical symmetry is presented in
the Appendix.

2. Populations

The shape of the relative population distributions and the
variation with incident energy for $N_2$ and for NO scat-
tered from Ag(111) are both very similar. The primary differ-
ence is in the extent of rotational excitation. In Fig. 12 we
plot our results for $E_i = 0.2$ eV, $\theta_i = 15^\circ$ ($E_a = 2100$ K), $\theta_f = 20^\circ$, and the results of Kubiak et al.\textsuperscript{11} at $E_a = 2321$ K (0.2 eV, $\theta_i = 0^\circ$). Both data sets are for $T_r = 475$ K. The differ-
ence in the degree of rotational inelasticity is the most inter-
esting aspect of this figure; for NO, rotational excitation oc-
curs to $N = 36$, while for $N_2$, the distribution extends only to
$J = 20$. Kubiak et al. report for NO an average rotational
ergy of 537 K for $\Omega = 1/2$ and $\langle E_r \rangle = 632$ K for $\Omega = 3/2$,
whereas we calculate for $N_2$,

$$
\langle E_r \rangle = \sum \{a_0^{(0)}(J)BJ(J + 1)\}/\sum \{a_0^{(0)}(J)\} = 226 \text{ K}
$$
under similar conditions.

Several features of the potential may contribute to this
difference. The molecule actually hits the repulsive wall of
the potential with the incident energy plus the energy gained
in passing over the attractive well. We can estimate the effect
that a difference in the well depths would have on the rota-
tional excitation based on NO/Ag(111) results. Kubiak et al.\textsuperscript{11} were able to fit their data to a bilinear equation, where
the average amount of energy transferred into rotation $\langle E_r \rangle$
varied linearly with both the normal kinetic energy (\textit{E}_n) and
with the surface temperature $T_s$. An additional constant
term, independent of both $E_n$ and $T_s$, appeared in the for-
mula and was interpreted as a measure of the depth of the
NO–Ag(111) attractive well. The depth of the well for NO/
Ag(111) is generally accepted to be about 0.2 eV.\textsuperscript{11} This
should be compared with the estimate of Muhlhausen et al.\textsuperscript{18}
for $N_2$/Ag(111) of 0.1 eV. Thus, the difference in well
depths is estimated to be about 0.1 eV. Based on the bilinear
fit of Kubiak et al.,\textsuperscript{11} this 0.1 eV difference contributes
(0.088)(2850 K)(1/2) = 125 K for $\Omega = 1/2$ and
(0.132)(2080 K) (1/2) = 137 K for $\Omega = 3/2$ to $\langle E_r \rangle$. Thus, if the NO/Ag(111) well depth were only half the ac-
tual value, the average rotational energy would be approxi-
mately 500 K for $\Omega = 1/2$ and 400 K for $\Omega = 3/2$, which is
still significantly greater than that observed for $N_2$. There-
fore, it seems that the difference in the depth of the wells
cannot account completely for the difference in rotational
inelasticity.

At least three other factors could also contribute to the differ-
ence: (1) an orientational anisotropy in the attractive
part of the NO/Ag(111) potential, i.e., a preference for the
"N" end vs the "O" end of the molecule would apply a
torque to the molecule that could increase the rotational in-
elasticity of NO relative to $N_2$. Trajectory calculations for
NO/Ag(111)\textsuperscript{11} show that this feature plays a large role in the
rotational inelasticity; (2) a difference in the anisotropy of
the repulsive wall of the potential for NO vs $N_2$ would have
the same effect. However, the calculations of Wolf et al.\textsuperscript{31,35}
show that a more anisotropic repulsive potential should give
higher alignment, not lower, as observed for NO vs $N_2$; and
(3) the offset of the center of mass from the geometric center
of the molecule for NO could also increase the inelasticity,
although for NO this effect should be small. Within the hard
cube model this results in less than a 10% change in the
rotational inelasticity. Thus, the evidence appears to point to
a greater anisotropy in the attractive part of the NO/Ag(111)
potential as accounting for the greater rotational inelasticity
of NO vs $N_2$.

IV. CONCLUSIONS

The internal state distributions resulting from scat-
tering of an initially rotationally cold beam of $N_2$ from a clean
Ag(111) surface have been studied using resonance en-
hanced multiphoton ionization. The population, quadru-
pole, and hexadecapole moments of the alignment have been
determined as a function of rotational quantum number.

The goal of molecular beam experiments is to define the
initial conditions as well (and as narrowly) as possible and
to measure the final distributions to the highest level of de-
tail. The present results represent a step in this direction and,
together with our orientation results, provide a more strin-
gent test of the potentials used to model $N_2$/Ag(111) gas-
surface scattering.

The scattering is confirmed to be direct, based on strong
variations in the rotational state populations with incident
energy. The rotational state populations show pronounced
rainbow structure at higher incident energy and/or more
glancing exit angles. A strong variation is also observed as a
function of final scattering angle at low surface temperature;
the magnitude of the effect decreases at higher $T_s$. The $N_2$

---

**FIG. 12.** Comparison of Boltzmann population plots for $N_2$ (solid circles) and NO (open symbols) scattered off Ag(111) under similar conditions. The $N_2$ data is ours; the NO data are from Kubiak et al. (Ref. 10). Different symbols for NO are for different rotational branches of the $\Omega = 1/2$ fine structure state: circles are $Q(1)$, triangles are $R(1)$, and the squares are for $S(1)$.

---
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rotational state distributions at the angle corresponding to the maximum total intensity are found to be insensitive to \( T_z \).

Time-of-flight measurements have been analyzed to yield average translational energies as a function of rotational level. A strong correlation is observed with higher rotationally excited molecules having lower translational energy. However, higher rotational levels are seen to leave the surface with greater total energy.

The scattered \( N_2 \) is found to be highly aligned with \( J \) lying in a plane parallel to the surface, although the degree of alignment at intermediate \( J \) (of 3–8) is less than that expected for a flat surface. At high \( J \) the alignment approaches the limiting value for \( J \) being perpendicular to the surface normal. The alignment at specular is not sensitive to incident particle energy in the range of 0.1–0.4 eV or surface temperature in the range of 90–520 K. No correlations were found between alignment and velocity.
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APPENDIX

As stated earlier, we have assumed that the angular momentum distribution is cylindrically symmetric about the surface normal \( \hat{n} \) in identifying the moments appearing in Eq. (3) as the real moments of the distribution. If this assumption is incorrect or breaks down under some circumstances, other terms can contribute to Eq. (3), and the calculated \( A_{2+}^{(2)} \) and \( A_{4+}^{(4)} \) moments may not be the real \( A_{2+}^{(2)} \) and \( A_{4+}^{(4)} \) moments but could be “apparent” \( A_{2+}^{(2)} \) and \( A_{4+}^{(4)} \) moments.

In three-dimensional space, the \( \langle JM \mid J_{\perp x}^{(4)} \mid JM \rangle \) which are used in Eq. (1) to describe the distribution are, of course, linearly independent. However, by probing with linearly polarized light, the electric field of which is varied only within a plane, we project the \( \langle JM \mid J_{\perp x}^{(4)} \mid JM \rangle \) onto this plane and the resulting functions are no longer linearly independent. Thus, the terms in the sum in Eq. (3) are actually the apparent moments, which are simple sums of several real moments.

For a fixed geometry, five apparent moments can contribute to the intensity. In addition to the three terms used in this paper, two more apparent moments of the form \( A_{2+}^{(2)} \) and \( A_{4+}^{(4)} \) are linearly independent and could be detected. We find that including these terms does not improve the quality of the fit to experiment. We can place upper limits of \( A_{2+}^{(2)} < 0.04 \) and \( A_{4+}^{(4)} < 0.02 \) on the value of these moments.

Unfortunately, the contribution of the other noncylindrically symmetric terms cannot be tested experimentally with linearly polarized light propagating in a fixed direction probing only one rotational branch. This needs to be emphasized. It is not simply a matter of acquiring better data and looking for a statistical breakdown in the fit [which would reveal the contribution of \( A_{2+}^{(2)} \) (app) and \( A_{4+}^{(4)} \) (app) terms]. Instead, one of the three constraints just stated must be relaxed. We must (1) vary the laser propagation direction (difficult at best for elaborate beam–surface scattering experiments), (2) analyze data from multiple rotational branches, or (3) probe the sample with circular or elliptically polarized light. The third possibility turns out to be a poor way to determine alignment because elliptically polarized light is sensitive to \( A_{q+}^{(4)} \) moments in which \( k \) is odd, i.e., orientation moments. This topic is the subject of another publication.

In what follows we detail an analysis based on the second approach and consider the effect noncylindrically symmetric terms could have on our results.

In Table II we present expressions for the apparent moments \( A_{0+}^{(0)} \) (app), \( A_{2+}^{(2)} \) (app), and \( A_{4+}^{(4)} \) (app) in terms of the real moments of the distribution for \( J = 15 \). Also listed in Table II are expressions for the \( A_{2+}^{(2)} + \), \( A_{2+}^{(4)} + \), and \( A_{4+}^{(4)} + \) terms; these terms measure projections and correlations of \( J \) on and in the \( x-y \) plane (where \( z \) is again along the surface normal). Based on the general perception of the Ag(111) surface as flat and on the fact that most of our experiments are done at angles of incidence relatively close to the surface normal, we would expect these terms to be small relative to terms measuring \( J_z \).

Before we proceed, we note that the actual value of \( A_{2+}^{(2)} \) (app) is very different from the expression for \( A_{2+}^{(2)} \) (app). To pursue this, we analyze our polarization data as follows: the data from the \( O \) and \( P \) branches are fit jointly to find \( A_{2+}^{(2)} \) (app) and then separately (with the value of \( A_{2+}^{(4)} \) fixed) to obtain two estimates for \( A_{2+}^{(4)} \) (app).

The results are shown in Fig. 13 for the same data shown in Fig. 5. The data show a small but systematic difference, indicating a likely contribution from the \( A_{2+}^{(4)} + \) and \( A_{4+}^{(4)} + \) terms. It is not possible to find the individual values of these moments because the system is underdetermined.
The $y$ axis which is normalized to unity. For $J = 15$, we get for the real moments: $A_{0+}^{(2)} = 1.0; A_{0+}^{(4)} = -1.0; A_{0+}^{(6)} = 0.375; A_{0+}^{(8)} = -0.058; A_{0+}^{(10)} = +0.027; and A_{0+}^{(12)} = 0.0$. Then the apparent moments calculated from Table II are: $A_{0+}^{(2)}$ (app, $O$ branch) = 1.03; $A_{0+}^{(4)}$ (app, $P$ branch) = 0.98; $A_{0+}^{(6)}$ (app, $O$ branch) = -0.93 ($O$ branch); $A_{0+}^{(8)}$ (app, $P$ branch) = -1.14 ($P$ branch); $A_{0+}^{(10)}$ (app, $O$) = +0.35; and $A_{0+}^{(12)}$ (app, $P$) = +0.32.

Note: The apparent $A_{0+}^{(4)}$ moments are different for the $O$ and $P$ branches even though the equations in Table II are identical because the moments are reduced (divided) by the (apparent) value of $A_{0+}^{(4)}$. From this we conclude: (1) $A_{0+}^{(2)}$ (app) is not very sensitive to noncylindrical symmetry; (2) the difference between the real $A_{0+}^{(2)}$ (app) and $A_{0+}^{(2)}$ (app, $O$ branch) is small and is of the order of the uncertainty in our measurements; (3) $A_{0+}^{(4)}$ (app) from both branches is a good measure of $A_{0+}^{(4)}$ (real); and (4) the difference between $A_{0+}^{(4)}$ (app) for the $O$ and $P$ branches is a good check on the presence of noncylindrical symmetry. We also see that an anisotropy in the $J$ distribution of the $x-y$ plane can account for the observed discrepancy between the $A_{0+}^{(2)}$ (app) moments determined from different branches and may explain the decrease in $A_{0+}^{(2)}$ (app) at high $J$ seen in Fig. 4.

In the joint fits presented in this paper, the $A_{0+}^{(4)}$ value tends to be largely determined by the $O$ branch and $A_{0+}^{(6)}$ by the $P$ branch because the associated $P_{0+}^{(4)}$ lines strengths are 2-3 times larger. Therefore, we conclude that the moments presented in Figs. 5 and 6 are good estimates of the real $A_{0+}^{(2)}$ and $A_{0+}^{(4)}$ moments.

---

25. Equations (2) and (3) are valid only for linearly polarized light traveling along the $-y$ axis.
27. In the symbols $A_{n}^{(4)}$ and $A_{n}^{(4)}$, the brackets around $k$ and the $+$ or $-$ symbol after the $q$ indicates that we are employing the Hertel-Stoll notation for the spherical tensors. In this normaliza­tion all the spherical tensors are real.