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A solution is presented to the problem of estimating recursively the 6-DOF pose and 3-D
shape of a target, using insights from the SLAM community. The algorithm in this paper
is referred to as ‘SLAM-inspired Pose Estimation and Reconstruction’ (or ‘SPEAR’), and
is based on the FastSLAM algorithm. In particular, FastSLAM’s use of Rao-Blackwellized
particle filters is emulated. SPEAR tracks the target with measurements from cameras;
this paper focuses on the monocular case. No a priori knowledge of the target is required.

This paper discusses the end-to-end implementation of SPEAR in detail, including the
algorithm itself, feature initialization steps, and the image processing step (which uses
SIFT). Also, specifics are given on what is needed computationally to perform SPEAR in
real-time.

The rationale for applying Rao-Blackwellized particle filters is discussed. Compared
with a solely EKF-based approach to solving SPEAR, particle filters allow for more efficient
measurement updates and are not constrained by the assumption of unimodal probability
distributions.

Results are given for several targets in the lab and in the field, demonstrating successful
estimation of each target’s pose along with the 3-D locations of features on the body.

I. Introduction

This paper presents an efficient particle filter-based approach to estimating relative pose and shape of an
object of interest (‘the target’). In particular, the algorithm is called SLAM-inspired Pose Estimation and
Reconstruction (henceforth referred to as ‘SPEAR’), and can be considered a solution to the recursive online
Structure from Motion (SFM) problem. With a monocular camera and with no a priori information about
the target, the algorithm determines probabilistically the target’s kinematic state s (orientation, angular
rates, position, and velocity) and structure X (body locations of point features).

The motivation for this research is the problem of autonomously docking a chaser vehicle with an unknown
tumbling body. A real-time estimate of the target’s pose and 3-D shape is a prerequisite for autonomous
control algorithms that would fly the chaser to a prescribed location on the target. Examples of such bodies
are a satellite that has lost attitude control and requires repair (illustrated in Figure 1), or an undersea
mooring mounted on a tether and subject to ocean currents.

The SPEAR algorithm is inspired by the structural similarities between the Simultaneous Localization
and Mapping (SLAM) field and the pose estimation and reconstruction task described above. SLAM is
concerned with the problem of determining own-robot location/pose along with a map of the robot’s sur-
roundings.1 Where SLAM algorithms are concerned with processing measurements to form a map of the
external world, SPEAR processes measurements to form a 3-D ‘map’ (i.e. the shape) of a distinct external
target. Where SLAM algorithms are concerned with the kinematic states of the own-robot making the
measurements, SPEAR estimates the relative kinematic states of the external target.

Specifically, SPEAR is based on FastSLAM,2,3 a SLAM algorithm utilizing Rao-Blackwellized particle
filters.4 There are two benefits. First, compared with common alternatives such as extended Kalman filters
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Figure 1. Tumbling Satellite being Imaged by Chase Vehicle

(EKFs), particle filters make less constraints on the probability distribution over the states. A multi-modal,
highly non-Gaussian distribution is admissible. Second, the Rao-Blackwellization of the algorithm greatly
reduces the computational complexity, by exploiting the factorization of the feature location estimation.5

EKF-based SLAM requires O(N2) operations to perform measurement updates, whereas FastSLAM can be
done in O(M logN) operations, where N is the number of features, and M the number of particles.2 It
appears that a Rao-Blackwellized particle filter has not been previously used for SFM.

The details of the vision front end to the algorithm are also described in this paper. The SIFT feature
algorithm6 is used for detecting point features on the target. SIFT was chosen for its invariance properties,
allowing for tracking/matching of the features through a variety of a transformations. It should be stressed
that the actual SPEAR algorithm itself is independent of the particular choice of image point features used,
provided that correspondence is taken care of upstream of the particle filter. Figure 2 shows the block
diagram of the end-to-end pose estimation and shape reconstruction process.

Figure 2. Block Diagram of Overall SPEAR Process
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II. Background

The algorithm described here is applicable broadly because it assumes nothing about the target and
employs only a very basic sensor for the chaser. Related work has been done with some form of prior
knowledge of the target, such as fiducials (markers on the target at known locations)7 or a known 3-D
model.8 Also, the problem has been approached with solutions that utilize richer sensors (Lidar or stereo
vision).9 These sensors give range and bearing information, while monocular vision is bearings-only.

The problem of bearings-only reconstruction of an object up to a scale factor, along with estimation of
the relative poses of the camera, falls under the category of Structure-from-Motion (SFM). Much of the SFM
field is devoted towards offline, batch processing to find an optimal solution for the shape and poses based
on all the images acquired.10 While the solution obtained is more accurate, an offline batch algorithm is of
no use in a real-time estimation/control loop.

There are also SFM algorithms that recursively process each new image online, and might be applied in a
real-time situation. The dominant approach to performing recursive SFM has been to use extended Kalman
filters (EKFs).11–13 However, the selection of an EKF makes a constraining assumption on the probability
distribution of the states of the filter, namely, that they are Gaussian-like (i.e., unimodal). In addition,
many of these methods have various computational drawbacks, such as requiring inversion of large matrices
and/or requiring a batch process for initialization.

More recently, research has been done on particle filter-based SFM,14–16 which relaxes the assumption
of a Gaussian posterior. Some of these methods use fiducials for state initialization15 and periodic state
correction.16 Some are motivated by issues of unknown feature correspondence between images14 and have
not run in real-time. Another recently proposed SFM method, which can run in real-time, focuses on scoring
potential state hypotheses via the RANSAC algorithm;17 this can be considered analogous to the weighting
step in particle filter methods.

It should be noted that SPEAR is largely unrelated to the fields of dynamic mapping or moving object
detection. Dynamic mapping primarily focuses on occupancy grid-based methods, to classify and separate
static regions from moving objects.5,18 In contrast, the algorithm described here is feature-based. Research
into moving object detection focuses on complementing the SLAM problem. Dynamic objects are identified,
so that they are not treated as part of the static map when the standard SLAM algorithm is solved;19 shape
reconstruction of the moving objects is not performed.

III. Estimator States

There are two sets of variables being estimated: the kinematic state s (which evolves over time), and the
3-D location of the features in the body frame, X (constants, since a rigid body is assumed). For notation,
the discrete time steps are indexed by k, and the features are distinguished by index j. Explicitly, the
kinematic state vector at time k is:

sk =
[
φ θ ψ ωxR ωyR ωzR xt yt zt ẋt ẏt żt

]T
k

(1)

The Euler angles φ, θ, and ψ give the rotation to the body frame from the reference frame; ωxR , ωyR ,
and ωzR form the target’s angular rate vector, expressed in the reference frame; xt, yt, zt, ẋt, ẏt, żt are the
position and velocity of the target’s center of rotation in the reference frame. The reference frame can be
either the camera’s frame (in which case the position is in non-dimensional coordinates), or an inertial frame
if position/orientation sensors are available on the observing vehicle.

The matrix of feature locations on the body is:

X =
[
X1 X2 · · · Xj Xj+1 · · ·

]
=

 x1

y1

z1

x2

y2

z2

· · ·
xj

yj

zj

xj+1

yj+1

zj+1

· · ·

 (2)

IV. Estimator Models

The kinematic states are propagated forward in time according to the motion model f(s):
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sk = f(sk−1) + np

φ

θ

ψ

ωxR
ωyR
ωzR
xt

yt

zt

ẋt

ẏt

żt


k

=



φ(k−1) + ∆t ∗ φ̇(k−1)

θ(k−1) + ∆t ∗ θ̇(k−1)

ψ(k−1) + ∆t ∗ ψ̇(k−1)

ωxR(k−1)

ωyR(k−1)

ωzR(k−1)

xt(k−1) + ∆t ∗ ẋt(k−1)

yt(k−1) + ∆t ∗ ẏt(k−1)

zt(k−1) + ∆t ∗ żt(k−1)

ẋt(k−1)

ẏt(k−1)

żt(k−1)



+ np

(3)

where [
φ̇

θ̇
ψ̇

]
k

=

[
1 tan(θk)sin(φk) tan(θk)cos(φk)
0 cos(φk) −sin(φk)

0
sin(φk)
cos(θk)

cos(φk)
cos(θk)

]
R
B/R

[
ωxR(k)
ωyR(k)
ωzR(k)

]
(4)

In Eq. 3, np is additive noise, with Gaussian distribution N (0, P[4:12,4:12]) on the rates, position, and
velocity components of sk.

A Fisher distribution (F(µFisher, κFisher)), a probability model for directions in space,20 is used as the
basis for applying noise on the Euler angle components of sk. This ensures perturbations to the target’s
3-D orientation are identically distributed over the entire range of Euler angle parameters. The µFisher
parameter is the unit vector that is the center of the directional distribution (analogous to the mean in
a Gaussian distribution). The κFisher parameter represents the ‘tightness’ of the directional distribution
(analogous to the inverse of the covariance in a Gaussian distribution).

In application here, µFisher is set to the unit vector pointing from the target’s center to the camera.
Furthermore, the standard Fisher distribution is modified in that perturbations are added to rotate the
target about µFisher. Without this, a Fisher distribution would not induce in-plane rotational noise.

In Eq. 4, R
B/R is the rotation matrix which rotates vectors from the reference frame R into the body

frame B.
The measurements (z) are pixel coordinates (u, v). A pinhole measurement model g(s,Xj) is assumed:

zj =

[
uj

vj

]
= g(s,Xj) + nc = foc

zC
j/cam

[
x

y

]C
j/cam

+ nc (5)

In Eq. 5, nc is additive Gaussian noise with distribution N (0, r2I).
The relationship between the feature location w.r.t. the camera in the camera frame (X

C

j/cam) and the

feature location w.r.t. the target in the target’s body frame (Xj = X
B

j/target) is given by:

X
C

j/cam = R
C/I ∗XI

j/cam

= R
C/I ∗ (X

I

j/target + ttarget/cam)

= R
C/I ∗ (R

I/B ∗XB

j/target + ttarget/cam)

(6)

In Eq. 6, R
R/B is the rotation matrix which rotates vectors from the body frame B into the body frame

R, and R
C/R is the rotation matrix which rotates vectors from the reference frame R into the camera frame

C (if these frames are not the same).

4 of 15

American Institute of Aeronautics and Astronautics



V. Particle Filters

This section describes the rationale behind applying a particle filter to the problem posed in this paper.
Additionally, it describes how the estimator states discussed in Section III are represented in the particle
filter.

V.A. Motivation

When estimating the target’s kinematic state s, the strength of a particle filter over an EKF is that the
probability distribution is not restricted to being unimodal, quasi-Gaussian. This is important in the context
of the bearings-only SPEAR algorithm. The posterior is evolving based on bearings-only measurements, and
these can give rise to multiple distinct regions of high likelihood in the distribution.

For example, consider the scenario illustrated in Figure 3. This shows a slowly rotating target with 4
features at equal depth from the camera at time 0.

Figure 3. Target Motion Scenario

Figure 4 shows the particle cloud evolve over time; the dark dots are the prior particles, and the light
dots are the re-sampled particles. As can be seen, two distinct groups emerge from the initial distribution,
each representing a distinct, high likelihood hypothesis of the angle of the target. Figure 5 shows the same
results, as plots of particle weights versus hypothesis at images 6, 9, 12, and 15. This illustrates the fact
that while the posterior probability is high the target has rotated to some angle about either +Y or -Y, the
probability is low the target has not rotated at all.

Figure 4. Posterior Evolution over Time

A second reason for choosing particle filters for the target reconstruction/ pose estimation problem is
computational. Particle filters (specifically, Rao-Blackwellized particle filters or RBPFs) allow for efficient
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Figure 5. Posterior Distributions

tracking of a large set of target features Xj . A key idea from the FastSLAM literature and earlier work is
that, conditioned on the target’s kinematic state s, the features’ position uncertainties are independent of
each other.2,5 That is:

p(X1, X2, X3|s) = p(X1|s)p(X2|s)p(X3|s) (7)

Since each particle i contains its own hypothesis of the kinematic state s[i], it implicitly conditions its
estimates of Xj on s[i]. Thus it is possible, within a given particle, to track each feature independent of the
other features.

RBPFs exploit this partitioning of the state-space.4 Instead of maintaining a very high-dimensional par-
ticle filter over the entire state-space, the particles only sample over the kinematic state s; the distributions
on the feature locations Xj are conditional on s and maintained analytically. In this paper, the analytic
method for maintaining p(X|s[i]) is via individual EKFs for each feature. This yields a significant compu-
tational benefit when the number of features N gets large. Instead of having to maintain a single large
3Nx3N covariance matrix for the feature position estimates, MN 3x3 covariance matrices (each associated
to a specific particle and feature) are maintained (where M is the number of particles).

V.B. Representation of States

The particle filter consists of many particles (referred to by index i), each containing a hypothesis for the
kinematic state at the latest time step k, s[i]k .

As discussed in Section V, within each particle, each feature can be estimated independently of the others.
This algorithm duplicates the approach of FastSLAM, which has each particle maintain a set of small EKFs,
one for each feature. In other words, within each particle i, the distribution p(Xj |s[i]) is assumed to be
Gaussian, N (µ[i]

j ,Σ
[i]
j ).

So each particle contains N EKFs; that is, for particle i, every feature j has a mean µ
[i]
j and covariance

Σ[i]
j to estimate its true 3-D location in the body frame (Xj).

VI. Algorithm

At every time-step, the particle filter proceeds through three distinct updates: a measurement update,
a weighting/resampling of the particles based on their likelihoods, and a motion update to predict the
kinematic state at the next time step. These are described in turn.

VI.A. Measurement Updates

This process is done for every feature observed, for each particle (because each particle maintains its own
estimates of the feature locations). To update a given feature’s estimate for a given particle, the measurement
model g(s,Xj) is used to predict the next measurement of that feature, and calculate its Jacobians (recall i
indexes the particles and j indexes the features):

ẑ
[i]

j = g(s[i], µ[i]
j ) (8)

GXj =
∂g

∂Xj

(
s[i],µ

[i]
j

) (9)
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Gs =
∂g

∂s
(
s[i],µ

[i]
j

) (10)

This is followed by a standard EKF measurement update, performed on the feature’s mean and covariance
(Eqns. 11-14). Note that r is the noise standard deviation. This parameter is a measure of the importance
with which the latest measurement is treated.

Q =
(
GsPGs

T +GXjΣ
[i]
j GXj

T + r2I
)

(11)

K = Σ[i]
j GXj

TQ−1 (12)

µ
[i]
j = µ

[i]
j +K(zj − ẑ

[i]

j ) (13)

Σ[i]
j =

(
I −KGXj

)
Σ[i]
j (14)

VI.B. Particle Weighting and Resampling

At each time step, the particle filter updates an importance weighting for each of the particles. This is a
measure of the likelihood of the particle, given the measurements observed up to the given time step. The
importance weighting of particle i is denoted w[i]. There are many choices available for weighting measures.
For example, inlier/outlier counts based on pixel error thresholding have been used in previous SFM particle
filters.14,15

Given the choice made above to model p(Xj |s[i]) as ‘Gaussian-like’ (N (µ[i]
j ,Σ

[i]
j )), a natural choice of

weighting is the Gaussian likelihood (as is done in the original FastSLAM algorithm2,3). The measurement
of feature j, zj , has likelihood denoted w

[i]
j , and calculated by:

w
[i]
j = |2πQ|− 1

2 exp

{
−1

2
(zj − ẑ

[i]

j )TQ−1(zj − ẑ
[i]

j )
}

(15)

The overall likelihood of a specific particle, wi, is the cumulative likelihoods of that particle’s measure-
ments:

w[i] =
∏
j

w
[i]
j (16)

Periodically, the particles are resampled, in order to remove the least likely hypotheses, and focus on the
most likely. This algorithm resamples based on a calculation of effective sample size Neff :4

Neff =
1∑

i (w[i])2
(17)

When Neff is less than half the total number of particles, resampling takes place. In order to resample
efficiently, low-variance resampling is used.3 After resampling, all particles are set to equal weight.

VI.C. Motion Updates

For each particle i, the proposed kinematic state s[i](k+1) for the next time-step is drawn from the following
proposal distribution:

s
[i]
(k+1) ∼

[
F(µ[i]

prop[7:9] , (Σ
[i]
prop[1,1])

−1)
N (µ[i]

prop[4:12] ,Σ
[i]
prop[4:12,4:12])

]
(18)

This proposal distribution is a modified Fisher distribution over the Euler angles (as discussed in Section
IV), and a Gaussian distribution over the other components of the kinematic state vector. It takes into
account a motion model prediction (f(s[i]k )), as well as the latest measurements taken (zj(k+1)).21 The
covariance (Σ[i]

prop) and mean (µ[i]
prop) of the proposal distribution are:
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Σ[i]
prop =

∑
j

G̃[i]T

s

(
Q

[i]
j

)−1

G̃[i]
s + P−1

−1

(19)

µ[i]
prop = Σ[i]

prop

∑
j

G̃[i]T

s

(
Q

[i]
j

)−1 (
zj − z̃

[i]
j

)
+ f(s[i]k ) (20)

where:

z̃
[i]
j = g(f(s[i]k ), µ[i]

j ) (21)

G̃Xj =
∂g

∂Xj

(
f(s

[i]
k ),µ

[i]
j

) (22)

G̃s =
∂g

∂s
(
f(s

[i]
k ),µ

[i]
j

) (23)

Q
[i]
j = Rprop + G̃

[i]
Xj

Σ[i]
j G̃

[i]T

Xj
(24)

Once the kinematic states have been proposed, the filter then advances to the next time-step and begins
the measurement update again.

VII. Feature Initialization

Because the measurement is bearings-only, a feature cannot be initialized with just one measurement.
Two or more views of a feature are required before its associated EKF can be initialized.

In selecting the number of views to use at initialization, a balance must be struck between competing
objectives. From the standpoint of initialization accuracy, it is better to have more views of a feature, since
this is equivalent in general to having a wider ‘baseline’. On the other hand, it is desirable to initialize
a feature as quickly as possible (i.e., with less views), so that it is mapped and taken into account when
weighting the particles. An initialization size of 4 views was empirically chosen for the experiments performed
in this paper.

The initialization is performed via least squares minimization. Based on the measurement model, vari-
ables are rearranged to obtain a linear equation of the form B = AXj , where Xj is X

C

j/cam, the 3-D position
of the feature in target (body) coordinates. Alternatively, a more accurate nonlinear minimization technique
could be used (‘bundle-adjustment’).22 The strength of initialization via least squares is its speed.

Expanding Eq. 6, the relationship to transform feature positions into camera coordinates is expressed
as:

 x

y

z


C

j/cam

=

 r11 r12 r13

r21 r22 r23

r31 r32 r33


C/I


 r11 r21 r31

r12 r22 r32

r13 r23 r33


B/I  x

y

z


B

j/targ

+

 tx

ty

tz


targ/cam

 (25)

The above matrix equation can be broken into three scalar equations:

xCj/cam = a ∗ xBj/targ + b ∗ yBj/targ + c ∗ zBj/targ + d (26)

yCj/cam = e ∗ xBj/targ + f ∗ yBj/targ + g ∗ zBj/targ + h (27)

zCj/cam = l ∗ xBj/targ +m ∗ yBj/targ + n ∗ zBj/targ + o (28)

The coefficients in Eqns. 26-28 are:

8 of 15

American Institute of Aeronautics and Astronautics



a = r
C/I
11 r

B/I
11 + r

C/I
12 r

B/I
12 + r

C/I
13 r

B/I
13

b = r
C/I
11 r

B/I
21 + r

C/I
12 r

B/I
22 + r

C/I
13 r

B/I
23

c = r
C/I
11 r

B/I
31 + r

C/I
12 r

B/I
32 + r

C/I
13 r

B/I
33

d = r
C/I
11 tx + r

C/I
12 ty + r

C/I
13 tz

e = r
C/I
21 r

B/I
11 + r

C/I
22 r

B/I
12 + r

C/I
23 r

B/I
13

f = r
C/I
21 r

B/I
21 + r

C/I
22 r

B/I
22 + r

C/I
23 r

B/I
23

g = r
C/I
21 r

B/I
31 + r

C/I
22 r

B/I
32 + r

C/I
23 r

B/I
33

h = r
C/I
21 tx + r

C/I
22 ty + r

C/I
23 tz

l = r
C/I
31 r

B/I
11 + r

C/I
32 r

B/I
12 + r

C/I
33 r

B/I
13

m = r
C/I
31 r

B/I
21 + r

C/I
32 r

B/I
22 + r

C/I
33 r

B/I
23

n = r
C/I
31 r

B/I
31 + r

C/I
32 r

B/I
32 + r

C/I
33 r

B/I
33

o = r
C/I
31 tx + r

C/I
32 ty + r

C/I
33 tz

(29)

Eqs. 26, 27, and 28 are plugged into the measurement model (Eq. 5), and rearranged to express it as a
linear equation on the feature’s body coordinates:[

uj ∗ o− foc ∗ d
vj ∗ o− foc ∗ h

]
k

=

[
foc ∗ a− uj ∗ l foc ∗ b− uj ∗m foc ∗ c− uj ∗ n
foc ∗ e− vj ∗ l foc ∗ f − vj ∗m foc ∗ g − vj ∗ n

]
k

Xj

Bk = AkXj

(30)

In Eq. 30, the index k indicates the terms are based on measurement and vehicle data at a specific time.
Taking data at multiple time steps, the matrices above are stacked:

Bk1
Bk2
Bk3

...

 =


Ak1

Ak2

Ak3

...

Xj

B = AXj

(31)

Finally, least squares estimation returns the estimate of feature position:

X̂j = (ATA)−1ATB (32)

This estimate is used to initialize the mean of the EKF, µ[i]
j .

To initialize the covariance of the feature’s location (Σ[i]
j ), the Jacobian matrices (Gk) are determined by

evaluating Eq. 22 at µ[i]
j for each of the poses s[i]k for which a measurement was recorded. The covariance is

then initialized as given in Eq. 33 below.

Σ[i]
j = r2


[
Gk1 Gk2 Gk3 · · ·

]

Gk1
Gk2
Gk3

...



−1

(33)

VIII. Vision Front End

The algorithm described in the previous section depends on consistently tracking features over several
images. The algorithm assumes all correspondences are correct, so feature correspondence needs to be
handled ‘upstream’ of the filter. Any type of point features can be used, as long as correspondence between
images is correctly performed.

For the demonstrations presented in this paper, SIFT features were used.6 The unique 128 element
SIFT vector greatly aids the correspondence problem. SIFTs are somewhat robust to orientation (including
out-of-plane) changes, making them useful for tracking on a tumbling body.
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When a new image is taken, the latest SIFTs are extracted and correspondence matches are attempted.
For each of these observed features, the Euclidean distance (in the 128-dimensional descriptor space) is
computed between it and a set of SIFTs from the reference library. These reference SIFTs each correspond
to an already observed feature. If the ratio of the descriptor Euclidean distances to the closest reference
SIFT and second closest reference SIFT is less than 0.6, then a match is declared. This is the classic SIFT
correspondence algorithm, as described in.6

In this paper two additional logical checks are incorporated to improve match performance and eliminate
false positives. First, only reference SIFTs within a given pixel distance of the new SIFT are considered as
candidates for potential correspondence. Second, to be considered a match, the dot product between the
new SIFT vector and reference SIFT vector must be greater than a threshold. This ensures that, in regions
of only a few reference SIFTs, a match is not selected when none of the reference SIFTs is at all similar to
the new SIFT. Good values for these parameters were determined empirically; the pixel distance cutoff was
set to 15 pixels, and the dot product threshold was set to 0.8.

A few data structures are necessary in order to track SIFTs efficiently over time, while throwing out those
SIFTs that are only observed once or sporadically. Two tables of SIFT vectors are maintained in memory: a
table for the latest features observed (the ‘new table’), and another table to store the reference SIFT vectors
(‘the library’). The library also contains a vector of counters, keeping track of the number of time steps since
a particular feature was observed last. At the first time step, all the SIFTs from the new table are copied
into the library, and the counters for these features are set to 0.

At each successive time step, the counter is incremented. Then, each of the SIFTs that are in the new
table is compared against the library to find a match, via the method described above. If a match is found,
the SIFT vector overwrites its match in the table, the counter is set to 0, and the pixel coordinates of the
SIFT are passed to the SPEAR algorithm.

The counter is used for pruning the library. If every SIFT were kept for comparison to future SIFTs,
the library would grow unmanageably large. Instead, a SIFT is removed from the library if it has not be
observed in the last 8 images.

IX. Computation Issues

The end goal of the application of this algorithm is a pipeline providing real-time information on the
target’s pose and shape. Therefore it is essential that both the SIFT detection step, as well as the particle
filter, run at adequate rate in software.

SIFT detection can be performed at high rate, utilizing Field Programmable Gate Arrays (FPGAs)23 or
Graphical Processing Units (GPUs).24

Particle filters of comparable complexity have been run at 10 Hz,25 well within feasible limits of operation
for the application in this paper.

X. Experiments

To demonstrate the performance of the SPEAR algorithm, several experiments are presented. To analyze
the algorithm separately from the vision processing, a synthetic target (with known locations of the body
features) is analyzed (X.A). To incorporate the vision processing, a mock target (moving at known rotation
rate) is observed over time with a camera in air (X.B). Finally, the algorithm is deployed on a target of
interest in the field: a moving underwater target (X.C).

X.A. Synthetic Target

The purpose of the synthetic test is to show the veracity of the shape reconstruction and pose tracking
via the algorithm described in section VI. Knowing the true positions of the features on the target allows
for testing of the accuracy of the feature reconstruction. The synthetic target is generated in MATLAB.
It is a set of 100 points randomly located on a box-shaped object (with side length of 2 units), which is
undergoing rotation and translation. Figure 6 shows a 3-D plot of the true box shape (squares), along
with the reconstructed feature locations (crosses). Figure 7 shows the root-mean-square error of the feature
position estimates versus time, for the maximum likelihood particle. These plots show the accuracy of both
the shape reconstruction and its location in the reference frame.
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Figure 6. True vs. Reconstructed Synthetic Target Figure 7. RMS Error of Feature Positions vs. Time (ML)

The other set of variables that is estimated is the kinematic states. Figures 8 and 9 show the synthetic
target’s orientation and angular rates versus time (blue is truth, green is estimates).

Figure 8. Orientation vs. Time (Synthetic Target) Figure 9. Angular Rate vs. Time (Synthetic Target)

X.B. Physical Target in Air

To test the SPEAR algorithm using actual images, a series of images were taken of a LEGOTM‘target’. The
target was observed against a black background, and was meant to simulate a tumbling satellite in space. A
selection of the target images is shown in Figure 10.

The target was placed on a rotating base, which can be rotated to specific angles. For each image in
the sequence, the target was rotated by 1◦. Images were taken using a Matrox Morphis framegrabber and a
calibrated26 Sony XC-999 Camera.

Because of the nature of the hardware set-up (i.e., a base which only rotates about one axis, and a fixed
camera), the only test possible was a 1-axis rotation. Results are presented below, showing the particle
filter’s successful reconstruction of the target body (Figure 11).

Figures 12 and 13 are plots of Euler angles and angular rates vs. time (blue is truth, green is estimates).
They show SPEAR tracking the correct rotation on one axis.

X.C. Underwater Target

The underwater target demonstration shows the SPEAR algorithm reconstructing and tracking in an actual
field application. Field testing was conducted in conjunction with the Monterey Bay Aquarium Research
Institute (MBARI). Using a Remotely Operated Vehicle (ROV) (shown in Figure 14), underwater tethered
targets were imaged.
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Figure 10. Sample Views from Lab Image Sequence

Figure 11. Reconstruction of the Physical Target

An example of an underwater target of interest is shown in Figure 15. No a priori information exists,
and autonomous proximity operations are desired. The purpose of the field experiments is to track relative
pose in the water while simultaneously reconstructing the shape of the target (a precursor to positioning
control algorithms).

A set of images was obtained with the main science camera on the ROV, at 10 Hz rate. Samples of the
sequence of 150 images, at 1 second intervals, are shown in Figure 16.

Figures 17, 18, 19, 20, and 21 present the results of applying particle filter SPEAR on the set of images
above. The reconstructed target is shown in Figure 17; compared with the views of the target shown in
Figure 16, it shows accurate representation of the 3-D shape.

The relative pose estimate time history is shown in Figures 18-21. Figure 18 shows the Euler angles,
Figure 19 shows the angular rates, Figure 20 shows the position, and Figure 21 shows the velocity.

XI. Summary

A technique has been presented to estimate a target’s pose and 3-D shape simultaneously. The algorithm
is based on an efficient particle filter algorithm from the SLAM community (FastSLAM). In particular, the
algorithm described here was applied to solving the SPEAR problem with a bearings-only measurement
using no a priori information about the target.

The results show the successful estimation of each target’s shape and pose, validating the SPEAR algo-
rithm as an effective tool for the SFM problem.
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Figure 12. Orientation vs. Time (LEGO Target) Figure 13. Angular Rate vs. Time (LEGO Target)

Figure 14. ROV Ventana Figure 15. Example of an Underwater Target
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