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Abstract

This paper proposes a position estimator that fuses monocular vision with accelerometer and gyro measurements to generate a direct, relative, 6DOF position estimate between an Autonomous Underwater Vehicle (AUV) and a stationary object of interest. This type of estimator is useful for intervention-capable AUVs, which need to control their position relative to objects in their environment in order to accomplish tasks like station-keeping, vision-based object modeling/reconstruction, and manipulation. Various vision-only systems have been used to estimate relative position, but these are often difficult to implement in real underwater environments. The system we propose relies on vision to generate relative position information, but also fuses inertial rate sensors to reduce the amount of information that needs to be extracted from the vision system. The result is a system that is simpler and more robust than a vision-only solution. However, the use of inertial rate sensors introduces several issues. The rate measurements are subject to biases, which need to be estimated to prevent the accumulation of unbounded drift as the measurements are integrated. The observability of state estimates requires sufficient camera motion. Finally, the estimation problem contains significant non-linearities. The paper compares two non-linear estimation techniques, the EKF and the two-step estimator, in the context of this estimation problem and presents a simulation of a simplified problem to highlight the advantages of the two-step estimator.

1 Introduction

This paper describes a position sensing system for intervention-capable AUVs. This is a new class of AUV, with unique sensing requirements, that will be able perform various autonomous manipulation tasks, such as placing sensors and retrieving samples. These are complex tasks composed of modeling, planning and execution phases during which the AUV requires accurate control (or at least knowledge) of its position and orientation relative to the object of interest. If the AUV cannot lock its position (e.g., by thrusting into the sea floor) during an autonomous manipulation task, it requires a real-time estimate of the relative 6DOF (degrees of freedom) position between the AUV and the object of interest. This paper proposes a sensing strategy that enables AUV control relative to objects in its environment.

Some AUVs already perform relatively simple intervention tasks, like sampling of volcanic glass with the Autonomous Benthic Explorer (ABE) [11] and docking with the Odyssey AUV [3, 9]. More complex intervention tasks, such as grasping of unknown and unprepared objects, are much more difficult to implement.

Several position sensing systems have been used to control AUVs. Sonar beacons deployed and surveyed prior to the AUV mission, as well as Inertial Navigation Systems (INS) coupled with periodic position fixes to correct for accumulated drift (e.g., from GPS), have been used for AUV navigation. Simultaneous Localization and Mapping (SLAM) is useful when no external position measurements are available [2, 10]. Several vision-based positioning systems have been demonstrated for control of AUVs relative to planar surfaces [6, 7, 8].

However, autonomous manipulation tasks require a direct 6DOF position measurement of the object of interest. Vision-based techniques (e.g., binocular stereo or structure from motion) provide relative position information and are often used for manipulation tasks. But most vision-only 6DOF positioning algorithms are difficult to implement in real underwater environments because they require a large number of trackable image features or rely on feature correspondences in multiple cameras. Underwater manipulation tasks may occur in environments with only a small number of good visual features, given the constraints on lighting and visibility imposed by real underwater environments. Robust tracking of features and reliable correspondences are difficult to achieve.

The system we propose relies on vision to generate relative position information, but also fuses inertial rate sensors to reduce the amount of information that needs to be extracted from the vision system. The result is a
system that is simpler and more robust than a vision-only solution. Our system requires only a bearing measurement to a fixed point (usually associated with the object to be manipulated) which can be obtained by tracking a single visual feature. Compared to the vision-only algorithms, tracking only the best feature in a monocular vision system can be much faster and more reliable.

The measurements from monocular vision and inertial rate sensors complement each other well. The motion of the camera between successive images generates a baseline for range computations by triangulation. Inertial rate sensors, whose acceleration and angular rate measurements can be integrated to obtain vehicle velocity, position and orientation, can account for the 6DOF motion of the AUV along this baseline. When these measurements are fused, the relative position between the AUV and the object can be computed. A key benefit of this system is that, after initialization, the inertial rate sensors continue to maintain a useful estimate of relative position during vision drop-outs (e.g., occlusions, lack of correspondence). Furthermore, both inertial rate sensors (for navigation) and monocular vision systems (for science purposes) are already common AUV sensors.

However, the use of inertial rate sensors introduces a major issue into the design of the system. Like other dead-reckoning sensors, inertial rate sensors suffer from bias and random noise errors, which lead to unbounded drift in the integrated quantities. While more expensive sensors are associated with less drift, we envision the use of low-cost inertial sensors, which are subject to significant drift errors. Therefore, an estimator to resolve the relative AUV position as well as the sensor biases and drift errors is required.

Observability of the states to be estimated is a critical issue because the problem is non-linear and observability depends on the motion of the camera. During camera translation directly towards or away from the feature, the estimator has no new information with which to improve its range estimate. Only camera motions transverse to the feature direction provide new information for the range estimate. As a result, the estimator requires sufficient transverse camera motion in order to produce useful position estimates. In some cases, extra camera maneuvers are required to improve observability. This presents an interesting conflict between trajectories which are designed to complete the manipulation task and special camera maneuvers required to ensure estimator observability.

The estimation problem contains two significant non-linearities. The first is related to the rotational degrees of freedom of the AUV and the second is caused by the camera’s projection of the three-dimensional world onto the 2D image plane. As a result, the dynamics and measurement equations are non-linear and depend on the actual state of the system. In fact, the estimator exploits the non-linearity of the problem to observe the range to the feature. As motion of the AUV modifies the system state, the measurement equations change, and new measurements (i.e., bearings to the object from new viewpoints) make the range to the object observable.

Various methods exist to handle non-linear estimation problems. In this paper, we consider estimators based on extensions to the popular Kalman Filter. The most widely used is the Extended Kalman Filter (EKF), which linearizes the dynamics and measurement equations of non-linear systems in order to take advantage of the Kalman Filter equations. Although the EKF works very well for a wide range of applications, it comes with no guarantees and can lead to very poor performance. An alternative to the EKF is the two-step estimator [5], which reformulates the problem so that all the measurement equations become linear and all of the non-linearities appear in the dynamics. At the expense of added complexity, the two-step estimator can produce much better estimates.

This paper compares the ability of the EKF and the two-step estimator to fuse monocular vision and inertial rate sensors and to estimate relative position. We will derive an EKF and two-step estimator for a simplified (2D) problem and present a simulation that examines the accuracy of the state and covariance estimates and the tendency of the estimators to diverge. The simulation indicates that in the context of this problem, the two-step estimator performs much better.

The rest of the paper is organized as follows. Section 2 defines the estimation problem in terms of the system states, dynamics, measurements, and noise models. Section 3 shows how to construct an EKF and a two-step estimator to solve the 2D version of this problem. Section 4 presents and compares the results from a simulation of both estimators. Section 5 states our conclusions and outlines future work.
2 Problem Statement

This section defines the geometry of the estimation problem, the sensor measurements used to update the state estimate, the coordinates that represent the state of the system, and the dynamics associated with these states. Figure 1 shows an intervention-capable AUV which has extended its manipulator arm to grasp a stationary object in the environment. For the grasping task to succeed, the AUV requires a relative position measurement of the object in AUV coordinates. A camera on the front of the AUV is tracking the object and inertial rate sensors are reporting the AUV's acceleration and angular velocity.

The block diagram in Figure 2 shows how the AUV, its controller, sensors, estimators and the environment interact. The camera measurement $z_s$ provides the projection of $C r$ onto the image plane, and is modeled as follows:

$$z_s = \begin{bmatrix} s_x \\ s_y \end{bmatrix} = \begin{bmatrix} C r_x / C r_z \\ C r_y / C r_z \end{bmatrix} + v_s$$

where $v_s$ is zero-mean Gaussian noise $\mathcal{N}(0, R_s)$. For simplicity, we assume that the camera measurement is scaled so the effective focal length is 1. With a slight abuse of terminology, we will refer to $C r_z$ as the range to the feature and to $s_x$ and $s_y$ as the bearing. The optical axis of the camera is aligned with the z-axis of Frame C.

While vision processing for underwater environments remains a challenging problem, our current research does not expand on it. Instead, we assume that a robust point-feature can be tracked, and focus instead on integrating this type of measurement into a position estimator.

The accelerometer measurement $z_a$ includes the acceleration $C \ddot{q}$ of the AUV, the acceleration due to gravity, is attached to the body frame $C$. In principle, the camera and the inertial sensors can be mounted anywhere on the AUV as long as their relative position and orientation are known. To simplify the discussion, we assume that all the sensors are colocated at $q$. $R_{ac}$ is the rotation matrix from the camera to the inertial frame and $C \dot{\omega}$ is the associated rotational velocity expressed in the camera frame. We use a preceding superscript $C$ to indicate that a vector is resolved in Frame C instead of Frame $O$.

The position of the feature as seen by the camera is $r = p - q$. We assume that the feature is stationary in the inertial frame, so $\dot{p} = \ddot{p} = 0$. Therefore, $\dot{r} = -\dot{q}$ and $\ddot{r} = -\ddot{q}$. Because of this assumption, a measurement of AUV acceleration $\ddot{q}$ in inertial space is useful for estimating the relative feature position $r$.

2.2 Measurements

The vision measurement $z_s$ provides the projection of $C r$ onto the image plane, and is modeled as follows:
a sensor bias $b_a$, and sensor noise.

$$ z_a = C \dot{q} + R_{oc} g + b_a + v_a $$

We assume that $v_a$ is $\mathcal{N}(0, R_a)$ noise. $R_{oc} = R_{oc}^T$ is the rotation matrix from inertial to camera coordinates and $g = \begin{bmatrix} 0 & 0 & -g \end{bmatrix}$ is the acceleration due to gravity in inertial coordinates.

The gyro measurement includes the rotational velocity of the AUV, sensor bias $b_\omega$, and sensor noise $v_\omega$ modeled by $\mathcal{N}(0, R_\omega)$.

$$ z_\omega = C \omega + b_\omega + v_\omega $$

### 2.3 States

The state of the system is composed of the coordinates that are used to describe AUV position and to express the AUV dynamics and sensor measurements. These include the position $q$, velocity $\dot{q}$, and acceleration $\ddot{q}$, acceleration disturbance $a_w$, a quaternion $\lambda$ to represent orientation, angular velocity $\omega$, as well as the inertial rate sensor biases $b_a$ and $b_\omega$.

### 2.4 Dynamics

We assume simple $1/s^2$ dynamics for vehicle position and orientation. In inertial coordinates, these are:

\[
\begin{align*}
\frac{d}{dt} q &= \dot{q} \\
\frac{d}{dt} \dot{q} &= \ddot{q} = a_w + R_{oc}(\lambda) u_1 \\
\frac{d}{dt} a_w &= w_1 \\
\frac{d}{dt} \lambda &= E(\lambda) \omega \\
\frac{d}{dt} \omega &= R_{oc}(\lambda) u_2 + w_2 \\
\frac{d}{dt} b_a &= w_3 \\
\frac{d}{dt} b_\omega &= w_4
\end{align*}
\]

The deterministic control input $u$ is composed of the translational component $u_1$ and the rotational component $u_2$, both of which are expressed in AUV coordinates.

The disturbances (e.g., ocean currents) and sensor biases (e.g., temperature dependence) are driven by the process noise $w$, which is zero-mean Gaussian noise $\mathcal{N}(0, Q)$.

We have chosen arbitrarily simple dynamics to model the disturbances, sensor biases, and sensor noise. For best performance, these models should be matched to the actual AUV, the environment in which it operates, and the specifications of the sensors that are used. However, engineering trade-offs are routinely applied to simplify the modeling task and the estimator design. For example, the Kalman Filter equations, which will be introduced in the following section, require all of the noise sources to be modeled as white Gaussian noise processes (which we have done). Our objective in this paper is to highlight significant differences between two estimation techniques and while the choice of these dynamics will affect the results, these differences are not central to our objective.

### 3 Estimator Design

The Kalman Filter is a widely used optimal estimator for linear systems with white Gaussian noise models. It updates the state and covariance estimate recursively in real time as new measurements are generated.

The Extended Kalman Filter (EKF), which is commonly applied to problems in which some of the dynamics or measurement equations are non-linear, provides a solution which is easy to implement, but fails to generate good results in the context of this problem. The EKF linearizes dynamics and measurements around the current state estimate to take advantage of the Kalman Filter equations, which accept only linear equations. However, linearization can introduce estimation errors. These are especially problematic in this case because estimation requires motion, which itself has to be estimated. Any biases that the estimates accumulate can continue to propagate to future estimates. As a result, the EKF often diverges, generates a poor covariance estimate, and results in large estimation errors.

Enforcing linear measurement equations by choosing appropriate coordinates to represent the system state provides an interesting solution to this problem. By using linear measurements, the Kalman measurement update equations require no approximations and introduce no bias errors due to linearization. This is the defining characteristic of the two-step estimator, which is described in detail in [5]. In the Bearings-Only Tracking community, a similar concept has been used to provide improved tracking estimates of targets observed with a bearing-only sensor [1].

The cost of this method appears in the system dynamics, which are now non-linear and more complex. Our
implementation uses a Runge-Kutta integration to propagate the modified state estimate and covariance forward in time. The burden of the non-linearity has shifted from the measurement update, where it causes biases, to the time update, where it can be handled more accurately with computational methods.

A consequence of this approach is that the system is automatically partitioned into instantaneously unobservable (e.g., range) and observable (e.g., bearing) states, which helps to prevent ill-conditioned covariance matrices. Of course, the purpose of the estimator is to make all states observable by incorporating camera motion. In this section, we derive the EKF and two-step estimator equations for a 2D version of the problem. In two dimensions, the representation of rotation is much simpler (only one angle required and no singularities), the overall number of states is reduced, but most of the important aspects of the 3D problem are retained.

The state vector $x$ for the 2D problem has eleven entries as follows:

$$x = \begin{bmatrix} q_x \\ q_y \\ a_{wx} \\ b_{wx} \\ q_z \\ q_y \\ a_{wz} \\ b_{wz} \\ \lambda_{in} \\ \omega \\ b_\theta \end{bmatrix}$$

We use $q$ instead of $r$ to simplify the presentation. The estimate is still a relative measurement because we can choose $p$ in the algorithm. If we choose $p = 0$, then $r = -q$.

We represent rotation with

$$\lambda = \begin{bmatrix} \lambda_c \\ \lambda_s \end{bmatrix} \quad \text{and} \quad R_{\lambda c}(\lambda) = \begin{bmatrix} \lambda_c & -\lambda_s \\ \lambda_s & \lambda_c \end{bmatrix}$$

$$\frac{d}{dt} \lambda = E(\lambda) \omega = \begin{bmatrix} -\lambda_s \\ -\lambda_c \end{bmatrix} \omega$$

At any time, only one of the $\lambda$-coordinates is included in the state vector. The other one can be computed from the constraint $1 = \lambda_c^2 + \lambda_s^2$ and knowledge of its sign. The sign of the coordinate with the larger magnitude does not change rapidly because its magnitude is greater than or equal to $\sqrt{0.5}$. This should be the excluded coordinate. If the absolute value of the excluded coordinate becomes less than 0.5, the two coordinates need to be exchanged to ensure that the sign of the excluded component is well defined. To handle this bookkeeping complexity, we introduce a convention that allows us to write the estimator equations without dealing with separate cases. If $|\lambda_c| < |\lambda_s|$, then

$$\lambda_{in} = \lambda_c$$
$$\lambda_{out} = \lambda_s$$
$$\lambda_1 = -\lambda_s$$

If $|\lambda_s| < |\lambda_c|$, then

$$\lambda_{in} = \lambda_s$$
$$\lambda_{out} = \lambda_c$$
$$\lambda_1 = \lambda_c$$

The dynamics of the 2D system can now be expressed in matrix form:

$$\dot{x} = A(\lambda) x + B_u(\lambda) u + B_w w$$

$$A(\lambda) = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

$$B_u(\lambda) = \begin{bmatrix} \lambda_s & \lambda_c \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}$$

$$B_w = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \end{bmatrix}$$
3.1 EKF Equations

The Kalman Filter [4] consists of a time-update, which advances the estimates forward in time (\(\hat{x}_{i-1}\) to \(\hat{x}_i\)), and a measurement update which incorporates the current measurements into the estimate (\(\hat{x}_i\) to \(\hat{x}_i\)). Associated with these estimates are covariance matrices:

\[
M_{x,i} = E\hat{x}_i\hat{x}_i^T \\
P_{x,i} = E\hat{x}_i\hat{x}_i^T
\]

### 3.1.1 Time Update

The time update for the EKF is computed using a discrete-time formulation, where \(T\) is the sample interval.

\[
\begin{align*}
\hat{x}_i &= \Phi_i\hat{x}_{i-1} + \Gamma_{u,i}u_i + \Gamma_{w,i}w_i \\
M_{x,i} &= \Phi_iP_{x,i-1}\Phi_i^T + \Gamma_{w,i}Q_iM_{x,i-1}\end{align*}
\]

The matrices \(\Phi_i\), \(\Gamma_{u,i}\), and \(\Gamma_{w,i}\) can be computed from \(A(\hat{x}_{i-1})\), \(B_u(\hat{x}_{i-1})\), \(B_w\) and \(T\) using a zero-order hold technique.

### 3.1.2 Measurement Update

The measurement equations in Section 2.2 can be expressed as

\[
\begin{align*}
z_i &= \begin{bmatrix} z_{a,i} \\ z_{b,i} \\ z_{\omega,i} \end{bmatrix} + u_z + v_i = f(x_i) + u_z + v_i \\
u_z &= \left[ \begin{array}{c} 0 \\ u_z^T \\ 0 \end{array} \right]^T
\end{align*}
\]

where \(v_i\) is \(N(0, R)\) white Gaussian noise and

\[
f(x) = \begin{bmatrix} C_{r_z}/C_{r_z} \\ R_{co}(a_w + g) + b_a \\ \omega + b_\omega \end{bmatrix}
\]

\[
\begin{bmatrix} C_{r_z} \\ C_{r_a} \end{bmatrix} = R_{co}(p - q)
\]

\[
R = \begin{bmatrix} R_s & 0 & 0 \\ 0 & R_a & 0 \\ 0 & 0 & R_\omega \end{bmatrix}.
\]

For the EKF, we need to linearize \(f(x)\) using a first-order Taylor expansion about \(\bar{x}\). This is based on an assumption that higher-order terms are small.

\[
f(x) \approx f(\bar{x}) + C(\bar{x})(x - \bar{x})
\]

\[
C(x) = \frac{\partial f}{\partial x}
\]

### 3.2 Two-Step Estimator Equations

Before deriving the two-step estimator equations, we need to define a modified state vector \(y\) that leads to linear measurement equations.

\[
y = \begin{bmatrix} s_x \\ v_x \\ a_x \\ b_{a,x} \\ C_{r_z} \\ v_z \\ a_z \\ b_{a,z} \\ \lambda_{in} \\ \omega \\ b_\omega \end{bmatrix}
\]

\[
v_x = \begin{bmatrix} C_{q_x} \\ \omega \end{bmatrix}
\]

\[
v_z = \begin{bmatrix} C_{\dot{q}_z} \\ \lambda_{in} \end{bmatrix}
\]

where

\[
\begin{bmatrix} a_x \\ a_z \end{bmatrix} = R_{co}(\lambda) \left( \begin{bmatrix} a_{w,x} \\ a_{w,z} \end{bmatrix} + g \right)
\]

Finally, we can write the EKF measurement update equations:

\[
\begin{align*}
L_i &= M_{x,i}C(\bar{x}_i)^T \left( R + C(\bar{x}_i)M_{x,i}C(\bar{x}_i)^T \right)^{-1} \\
\hat{x}_i &= \bar{x}_i + L_i(z_i - f(\bar{x}_i) - u_z) \\
P_{x,i} &= (I - L_iC(\bar{x}_i))M_{x,i}
\end{align*}
\]
The two steps of this estimator refer to computing $\mathbf{y}$ using the Kalman Filter measurement update equations in a first step and then using $F^{-1}$ to compute $\mathbf{x}$ in a second step.

The measurement equations from Section 2.2 can be expressed in terms of $\mathbf{y}$:

$$z_a = s_x + v_a$$
$$\mathbf{z}_a = \begin{bmatrix} a_x + b_{a,x} \\ a_z + b_{a,z} \end{bmatrix} + \mathbf{u}_1 + \mathbf{v}_a$$
$$z_{\omega} = \omega + b_{\omega} + v_{\omega}$$

3.2.1 Time Update

The dynamics for $\mathbf{y}$, derived according to the rules in [5], are as follows:

$$\dot{\mathbf{y}} = \hat{\mathbf{A}}(\mathbf{y}, \mathbf{u})$$

$$P_y = \frac{\partial \hat{\mathbf{A}}}{\partial \mathbf{y}} P_y + P_y \frac{\partial \hat{\mathbf{A}}}{\partial \mathbf{y}}^T + BQBT^T$$

$$\hat{\mathbf{A}}(\mathbf{y}, \mathbf{u}) = \begin{bmatrix} \left( \frac{(s_y-v_y)}{s_x} \right) + (s_x^2 + 1) \omega & a_x + \left[ \begin{array}{c} -\lambda_c \\ -\lambda_s \end{array} \right] \mathbf{g} + v_s \omega + u_{1,x} \\ a_z \omega & 0 \end{bmatrix}$$

$$\hat{\mathbf{B}}(\lambda) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \lambda_c & 0 & \lambda_s & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -\lambda_s & 0 & \lambda_c & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

For the two-step estimator, we perform the time update ($\hat{\mathbf{y}}_{i-1}$ to $\hat{\mathbf{y}}_i$ and $P_{y,i-1}$ to $P_{y,i}$) with a Runge-Kutta numerical integration technique.

3.2.2 Measurement Update

Because the coordinates of $\mathbf{y}$ are chosen so that the measurement equations are linear, the measurement update ($\hat{\mathbf{y}}_i$ to $\mathbf{y}_i$ and $M_y,i$ to $P_{y,i}$) is identical to the Kalman Filter.

$$\begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}$$

$$C = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

$$L_i = M_y,i C^T (R + CM_y,i C^T)^{-1}$$

$$\hat{\mathbf{y}}_i = \hat{\mathbf{y}}_i + L_i (\mathbf{z}_i - C \hat{\mathbf{y}}_i - \mathbf{u}_c)$$

$$P_{y,i} = (I - L_i C) M_y,i$$

4 Simulation Results

We have used a numerical simulation to compare the 2D versions of the EKF and the two-step estimator. This section describes the simulation and presents the results.

The data are derived from a Monte Carlo simulation with 1000 runs. Each run is based on the same reference trajectory, but uses random initial conditions, disturbances, and measurement noise. The control commands $\mathbf{u}$ and sensor measurements $\mathbf{z}_{s,a,u,\omega}$ are provided as inputs for the estimators, which compute estimates of the true system state (see Figure 2). The sample interval was set to $T = 0.1s$ and the duration of each experiment is 20s.

To simplify the comparison between the two estimators, we avoid closing the loop on an estimated state by using the true state $\mathbf{x}$ of the system to compute control commands. Using the output from one of the two estimators to control the AUV might add an advantage or handicap over the other estimator. Our simulation does not capture the effect of closing the loop around the estimators nor does it examine the effect of using different reference trajectories. These are topics we hope to address in future work.

The goal of the simulation is to highlight generic properties of the EKF and two-step estimators in the context of fusing vision and inertial measurements to estimate relative position. Therefore, we use simple noise models with arbitrary parameters. While the results will depend on these choices, our experiments show that some generic properties are present in all useful cases. For this simulation, we chose uncorrelated process noise for which each component has a variance $\sigma^2_w = 0.0001$. The sensor noise is also uncorrelated with
Figure 4: A 2D Simulation showing the Actual and Reference Trajectory and the Visual Feature.

Figure 5: Desired AUV Position Expressed as an Angle along an Arc. The dotted line was considered, but the solid line was actually used.

The design of an optimal desired trajectory for the AUV is a problem that we have not yet studied, so we chose an ad hoc trajectory for this simulation. The desired AUV position lies on an arc of radius 1 m around the feature. It rotates the AUV through a quarter turn while observing the feature, which helps with the identification of both accelerometer biases. Figure 5 shows the desired AUV position as an angle along this arc. The dotted line would start the AUV at the midpoint of the arc, move it towards the lower right side, then to the upper left side, and finally back to the midpoint using a sine wave trajectory. However, we actually use the solid line, which generates better results because it has greater variation of AUV velocity and acceleration.

Figures 6 to 8 show the range, z-accelerometer bias, and theta estimates for both estimators along with the truth values for one run. These three coordinates are important to consider because they are not directly observable and among the most difficult to estimate. For example, the theta estimate depends primarily on the component of the accelerometer measurement due to the gravity vector, so if the estimated accelerometer bias is wrong, this error propagates to the theta estimate. The theta estimate is used in the implicit triangulation performed by the estimator, so good range estimates depend on the quality of the theta estimate.

We will compare the two estimators based on three criteria: (1) how often the algorithm failed, (2) the quality of the range estimates, and (3) the quality of the z-accelerometer bias estimates. The performance of the estimators will be evaluated based on these criteria to determine which one is more accurate and robust.
ity of the state estimate, and (3) their ability to predict estimation error with the covariance matrix.

During the simulation, both the EKF and the two-step estimator diverged on some of the runs. When the estimated range became too small (less than 0.1 m) or too large (greater than 5 m), the run was marked as a failure. Both algorithms encounter a singularity when the estimated range approaches zero. A range greater than 5 m is unrealistic, if only because of underwater visibility constraints.

Table 1: Outcomes of the Monte Carlo Simulation

<table>
<thead>
<tr>
<th></th>
<th>EKF Success</th>
<th>EKF Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-Step Success</td>
<td>686</td>
<td>281</td>
</tr>
<tr>
<td>Two-Step Failure</td>
<td>4</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 1 shows that in 686 of the 1000 runs, both algorithms succeeded in producing a useful estimate without diverging, and in 29 runs, both algorithms failed. A failure is not necessarily catastrophic, because both estimators can easily reset themselves when they have diverged (which they can detect using the rules above). However, an estimator which needs to reset less frequently is more desirable.

The table also shows that the EKF succeeded only in 4 cases when the two-step estimator failed. On the other hand, the two-step estimator succeeded 281 times when the EKF failed. These numbers indicate that the two-step estimator is much more robust than the EKF.

We used the 686 Monte Carlo runs for which both estimators succeeded for the remaining part of the analysis. Figures 9 to 11 show plots of the standard deviation of the estimation error for range, z-accelerometer bias, and theta. In all cases, the standard deviation is significantly reduced for the two-step estimator for most of the 20 s experiment. At $t = 20$ s, the standard deviation of
The EKF is at least twice as large for each of the three coordinates, which highlights a clear advantage of the two-step estimator.

The covariance estimate generated by each algorithm is also a useful quantity in the control of the AUV. For example, when the standard deviation of the range is large, the algorithm indicates that the range estimate is uncertain. In that case, the trajectory generator should back up the AUV to avoid a possible collision and should start a maneuver to improve the observability of the range estimate. In this last comparison, we examine the quality of the covariance estimate for each algorithm.

The actual standard deviation $\sigma$ is computed from the estimation error $(\hat{x} = x - \hat{x})$, which can only be computed during a simulation when a truth measurement is available. It is an ensemble average over $N$ runs.

$$\sigma(t) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} s_i^2(t)}$$

The estimated standard deviation $\hat{\sigma}$ is an ensemble average of the quantity that the algorithm reports in the covariance matrix.

$$\hat{\sigma}(t) = \frac{1}{N} \sum_{i=1}^{N} \sigma_i(t)$$

Figure 12 compares these two quantities for the range estimate generated by the two-step estimator and Figure 13 shows the equivalent comparison for the EKF. Whereas $\hat{\sigma}$ is a useful predictor for $\sigma$ for the two-step estimator, this is not the case for the EKF, where $\hat{\sigma}$ is much smaller than $\sigma$. This failure of the EKF to generate an accurate covariance estimate is tightly related to the inflated estimation errors plotted in Figures 9 to 11.

The simulation results in this section have shown a clear advantage in performance of the two-step estimator over the EKF. This was demonstrated by the number of failures due to divergence, by the size of the estimation errors, and the accuracy of the covariance estimate.

## 5 Conclusions

We have proposed a relative position estimator for intervention-capable AUVs. These AUVs will be used to execute autonomous manipulation tasks during which the AUV’s position relative to a target object needs to be controlled. While a variety of position sensing systems have been used for AUV control, this application poses a unique sensor requirement: a robust, 6DOF, direct estimate of the relative position between the AUV and a stationary visual feature.

Our goal is to demonstrate this position estimator on an intervention-capable AUV. All of the assumptions and constraints that have shaped the design of the estimators are derived from such an AUV mission. However, this work is still in progress, and we have not reached the AUV testing phase.

At this time, we have defined a sensor strategy that merges vision and inertial rate sensors, discussed its key advantages, and identified some of the challenges of implementing this technique. Our initial work has focused on developing an estimator to fuse measurements from these two sensors. We have compared two estimator designs, the popular EKF and the two-step estimator, in the context of a simplified 2D version of this problem, and have concluded that the two-step estimator provides critical advantages at a cost of extra design complexity and some computational expense.

Our future work will focus on four main topics. First, the algorithm needs to be expanded to the 3D scenario. Second, we have not discussed the impact of specific disturbance dynamics and sensor noise models, and have instead assumed arbitrary models. More realistic modeling of these processes will improve the performance...
of an operational system. Third, we currently use *ad hoc* trajectories to generate sufficient sensor motion. The issue of blending optimal maneuvers to improve observability with the execution of useful tasks (e.g., manipulation) remains to be explored. Finally, we expect to demonstrate the estimator as part of an AUV manipulation task.

**References**


