Ultrafast excited state energy transfer to the primary electron donor or special pair in photosynthetic reaction centers has been measured following excitation of the lowest electronic state of the other chromophores. This was achieved by observing the rise time and induced anisotropy in the spontaneous fluorescence from the special pair using fluorescence up-conversion at 85 K. Very fast energy transfer is observed when exciting either of the bacteriochlorophyll monomers. Energy transfer from the bacteriopheophytins, which are considerably further from the special pair than the bacteriochlorophyll monomers, is about 50% slower. The rate, distance, and temperature dependence of energy transfer in both cases are very different from what is predicted by conventional Förster dipole–dipole theory. By working at low temperature and with the reaction center mutant (M)L214H (the beta mutant), which assembles with a bacteriochlorophyll monomer in place of a bacteriopheophytin in the H₂ binding site (the location of the primary electron acceptor), it is possible to selectively initiate the energy transfer process on the functional and nonfunctional sides of the reaction center. The observed rates of energy transfer to the special pair are found to be similar. Thus energy transfer rates are comparable on the functional and nonfunctional sides, while electron transfer rates differ by at least 2 orders of magnitude. This suggests that the dominant source of functional asymmetry for electron transfer involves differences in the association of the functional-side chromophores with their environment (e.g. free and reorganization energy differences), rather than differences in electronic coupling.

The photosynthetic reaction center (RC) is designed to efficiently accept excitation energy from antenna complexes and rapidly transfer energy internally to the special pair primary electron donor, P. P then transfers an electron within a few picoseconds to an electron acceptor, irreversibly trapping the excitation energy in a transient charge-separated species. A schematic diagram illustrating the chromophores that are relevant to both the energy and electron transfer processes in isolated RCs is shown in Figure 1A based on the X-ray structure, and a putative excitation energy transfer scheme paralleling the structure is shown in Figure 1B. The chromophores labeled B_L and B_M are monomeric bacteriochlorophylls on the functional and nonfunctional sides, respectively, of the RC; the chromophores labeled H_L and H_M are monomeric bacteriopheophytins on the functional and nonfunctional sides, respectively. Functional is used here to denote the electron transfer process P → P⁺H⁻!, which is found to occur almost exclusively in normal RCs at all temperatures, despite the structural symmetry of the RC, which suggests that P → P⁺H⁻! might be equally likely to occur. The physical origin of this functional asymmetry has been the subject of much investigation and speculation; a recent paper provides some evidence for electron transfer down the nonfunctional side when the energetics are made relatively less favorable along the functional side.

There are significant parallels between electron transfer and energy transfer when the latter is facilitated by the interpenetration of the donor and acceptor orbitals. These parallels have been considered extensively both theoretically and experimentally in simple model systems. Most treatments of electron transfer factor the rate into the product of an electronic coupling term, H_DA, and a Franck–Condon-weighted density of states term, which includes, at various levels of sophistication, the free energy change for the reaction and the reorganization energy associated with the response of the solvent (which may
be a protein) to the creation, destruction, or movement of charge and structural changes in the reactants themselves. The distance dependence of the electron transfer rate is primarily contained in the electronic coupling, which may fall off approximately exponentially with distance for a nonbonded system, although the falloff rate may be system specific; that is, it depends to a greater or lesser extent on the specific nature of the intervening medium. Unlike electron transfer, where the electronic coupling, free and reorganization energies make substantial and largely independent contributions to the rate, which are often difficult to separate, electronic energy transfer (EET) by an exchange mechanism depends on an electronic coupling term and spectral overlap, and the latter can be independently evaluated (in favorable cases) from spectroscopic data. The reorganization energy is expected to be small, as charged species are not changing. For singlet excited state energy transfer, EET theory was historically dominated by two paradigms depending on the distance between the donor and acceptor and whether the spectroscopic transition involved was allowed or forbidden. Dipole-dipole coupling ( Förster theory) has been used successfully when the point-dipole approximation is valid, typically at distances greater than 10 Å, where the details of the charge distribution on the donor and acceptors are relatively unimportant. In the range from 3 to 6 Å the Dexter exchange mechanism becomes important as the wave functions for the excited state donor and the ground state acceptor overlap significantly. Two of these mechanisms are different limits of the same theory when the electromagnetic field is treated quantum mechanically (quantum electrodynamics).  

In the case of the RC, it is possible to study both singlet energy transfer and excited state electron transfer involving the same sets of chromophores. Breton et al. measured excitation energy transfer lifetimes to P of ∼100 fs for excitation into the H and B absorption bands at room temperature in Rhodopseudomonas viridis by transient absorption and stimulated emission using 150 fs pulses (vita infra). Evidence from several laboratories suggests that singlet energy transfer to P following excitation of the B chromophores, 1BP → BnP (Bn and Bm excitation are not distinguished), is substantially faster than predicted by a Förster-type dipole coupling ( Förster theory) has been used for this experiment were the Rh. sphaeroides mutant (M) L214G, whose P band absorption is identical to WT). The time-dependent anisotropy decays, r(t) = f(t(t) - f(t)) / 2f(t) + f(t)), were constructed using the raw data with a correction factor for the 30° off-axis excitation geometry and the three interfaces that the parallel/perpendicular excitation beam traverses before exciting the sample. These three interfaces consist of air—CaF2/vacuum/vacuum—borosilicate glass. We make no correction for the glass—glycerol/buffer interface, as the indices of refraction of these materials are too close to affect the calculated value of r(t). The time-resolved anisotropies did not change with time (see below), so we report the anisotropies using the integrated areas under the parallel and perpendicular decays out to 3 ps, thereby obtaining better signal-to-noise for these values.

Experimental Section

The low-temperature fluorescence up-conversion spectrometer has been described in detail previously. Briefly, samples were excited using a mode-locked Ti:sapphire laser (Spectra Physics Tsunami) pumped by 6—10 W (all lines) from an argon-ion laser (Spectra Physics Model 2080). For these studies we have used an SF11 prism pair at the output of the Ti:sapphire laser to provide frequency compensation, reducing the pulse widths to ∼50 fs at 825 nm with a time—bandwidth product typically less than 0.38. The maximum pulse width used in these experiments was ∼81 fs for excitation at 760 nm. Samples were excited with <250 pJ of energy per pulse at 83 MHz. The fluorescence up-conversion spectrometer has been slightly modified in the following ways. We now use a 10 cm focal length, 90° off-axis parabola to focus the collimated fluorescence and gate beams into the BBO crystal; previously we had used a 18 cm focal length, 60° off-axis parabola. Separation of the sum frequency signal from the second-harmonic light generated from the gate beam is now achieved using a set of interference filters with a bandpass (fwhm) of 10 nm in addition to a 0.27 m monochromator. To obtain a valid zero of time, cross correlations were obtained from scatter of the excitation beam inside the sample by changing the wavelength of the monochromator and adjusting the phase-matching angle of the crystal, making no adjustment of the paraboloidal mirrors. Most decays were obtained with a delay line step size of 21 fs/point. Low temperature was achieved using a miniature Joule-Thompson refrigerator (MMR Technologies, Mountain View, CA) and a very thin sample geometry. Methane gas was used to cool the sample cell rapidly (<2 min) in air to 200 K before applying vacuum and switching to N2 gas to produce a final working temperature of 85 K.

Anisotropy decays were obtained by rotating the polarization of the excitation beam using a zero-order quartz half-wave plate. A half-wave plate centered at 820 nm was inserted into the excitation arm of the spectrometer with the initial orientation set using a Glan-Thompson polarizer. The half-wave plate begins to depolarize the beam as the center wavelength moves a few tens of nanometers from the design wavelength of 820 nm (at 781 nm the depolarization is approximately 1%; a half-wave plate centered at 755 nm was used for measurements involving excitation at wavelengths shorter than 781 nm). The half-wave plate is rotated by a computer-controlled stepper motor so that the parallel and perpendicular components of the fluorescence decay can be taken sequentially with as little dead time as possible. Anisotropy values of 0.93—1.00 were obtained for excitation light scattered from the sample. A further check was obtained by exciting RCs directly into the P band at 847 nm, where we measured an anisotropy of 0.39—0.40 (the RCs used for this experiment were the Rh. sphaeroides mutant (M) L214G, whose pigment content and absorption spectrum are identical to WT (see below), and the (M)L214H (beta mutant), whose P band absorption is identical to WT). The time-dependent anisotropy decays, r(t) = f(t(t) - f(t)) / 2f(t) + f(t)), were constructed using the raw data with a correction factor for the 30° off-axis excitation geometry and the three interfaces that the parallel/perpendicular excitation beam traverses before exciting the sample. These three interfaces consist of air—CaF2/vacuum/vacuum—borosilicate glass. We make no correction for the glass—glycerol/buffer interface, as the indices of refraction of these materials are too close to affect the calculated value of r(t). The time-resolved anisotropies did not change with time (see below), so we report the anisotropies using the integrated areas under the parallel and perpendicular decays out to 3 ps, thereby obtaining better signal-to-noise for these values.

Wild-type (WT), (M)L214G, and (M)L214H (beta mutant) Rh. sphaeroides were grown semiaerobically. The (M)L214G mutant, produced in our laboratory by Joshua Goldsmith, introduces a cavity above H (by replacing leucine 214 with a glycine. The beta mutant strain was generously provided by Professor C. Schenck, Colorado State University. By replacing Leu214 above H with a His residue, the Mg2+ ion is retained so that a bacteriochlorophyll a is found to occupy the H binding
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Data Analysis

Our goal is to extract information on the arrival time of excitation to P probed by the rise in the fluorescence from 1P following excitation of the other chromophores in the RC or P itself. Even with excellent signal-to-noise data this is a nontrivial task, as the rise time of the fluorescence is not much longer than the instrument response function, which is itself dependent on the excitation wavelength. Furthermore, 1P begins to decay on a time scale less than 1 order of magnitude longer than its rise due to electron transfer, and this decay is poorly described by a single-exponential function. Finally, for some excitation wavelengths, oscillations are observed on the decay due to vibrational coherence following impulsive excitation. Thus, even assuming, as we do, that each of the rise and decay processes can be modeled by using conventional rate constants, there is no entirely satisfactory approach to analyze the data. Given this dilemma, we have compared several different approaches.

In general, spontaneous fluorescence signals were fit to a sum of exponential functions. In the case where excitation energy transfer can be resolved, two or three exponentials were used with one having a negative amplitude to account for the energy transfer component. Because our goal is to obtain accurate rise times in the fluorescence (85–300 fs, vide infra), we did not usually measure a complete decay to base line, rather the decays were measured out to several picoseconds (more than five 1/e times for the rise time). A long time base scan (30–50 ps in extent) was performed to provide a check that the truncation of data sets (3–5 ps typically) did not introduce spurious values for the fast rise in the emission. Depending on the 1P decay time, the second and/or third exponential components would vary considerably in the fitting procedure; however, the rise time of the negative amplitude component was usually stable whether the time window measured covered 3 or 30 ps, and this rise time is the focus of this paper.

The data were analyzed by three methods: a convolute-and-compare (C&C) fit to a multiexponential model function, a simultaneous convolute-and-compare fitting of comparable data sets to a multiexponential model function, and a linear prediction singular value decomposition procedure (LPSVD). We have previously analyzed fluorescence decays by the first method. Since multiple data sets were taken for each excitation wavelength, we implemented the simultaneous fitting procedure as a check; generally the rise times of the fluorescence were very similar whether analyzed individually or simultaneously.

LPSVD is widely used for fitting data with oscillatory components, but it is generally useful because it offers an objective measure of the minimum number of decay components that best describe the data set. Furthermore, this method reveals whether a negative amplitude component is present without the a priori assumption of its existence. The routine returns a table of lifetimes, amplitudes, frequencies, and phase factors corresponding to the model: $S(t) = \sum A_i \cos(\omega_i t + \phi_i)$. If there is a feature that grows in with a rise time $\tau$ (e.g. excitation energy transfer), it appears as a negative amplitude component with zero frequency and a phase factor of 0°. A significant drawback of LPSVD arises for data resulting from a delta-function-like excitation event, as the sharp rise due to the excitation event is returned as a large number of large amplitude oscillatory components, which can effectively obscure the nonoscillatory rise and decay components. Thus LPSVD is useful only after a specified amount of time has elapsed between the excitation event (in this case the measured $\tau = 0$ obtained by fitting the cross correlation function to a Gaussian) and the beginning of the data analysis window.

Wise et al. have addressed this problem by simulating pump-probe data and analyzing it using LPSVD. They found that fast decay components, on the order of the instrument response function fwhm, can be reliably returned from LPSVD even if the data set is analyzed after a time corresponding to one fwhm of the Gaussian cross correlation function of the simulated instrument response function. The S/N requirements for accurate rate constant retrieval for three-exponential functions is 60 dB (1000/1 S/N). They also showed that as the signal-to-noise of the data set worsens, there is a rapid deterioration of the accuracy of the values returned by the algorithm. We have implemented the algorithm according to the procedures outlined in Barkuijsen et al. and then, following Wise et al., using Poisson noise statistics we find that accurate fit parameters can be obtained for simulated data with twice the Poisson-distributed noise if the analysis begins after one sigma of the Gaussian cross correlation function used to generate the simulated data set. The error obtained when the simulated noise is twice the Poisson limit is $\pm 5\%$. The noise in our experimental setup is not Poisson-distributed ($\sqrt{\text{counts}}$) because of factors such as mechanical vibration and digitization error of the delay line position; however, the simulated data sets serve to put limits on what one can expect from this type of analysis. In practice, the LPSVD values show a systematic trend toward longer lifetimes than C&C, which we interpret as an artifact of the convolution of the instrument response function (IRF) with the rise of the fluorescence. This is especially apparent when the H bands are excited at 760 nm because the IRF was typically greater than 120 fs and the rise time of the fluorescence signal
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is about 300 fs (vide infra). Because of the superior ability to handle the deconvolution of the IRF, we use the C&C values for the decays; however the analysis of the oscillations on the decay is facilitated by using the LPSVD method.

Results

Excitation Energy Transfer in Wild-Type RCs. The rise and initial decay of the fluorescence from $^1P$ measured at 940 nm in WT RCs at 85 K following direct excitation of P at 866 nm, excitation at 826 nm (in the region of the upper exciton band of $^1P$ or a high-lying vibrational state), at 804 nm (excitation of the upper exciton band of P or a high-lying vibrational state; (C) 804 nm (excitation of B chromophores); and (D) 762 nm (excitation of H chromophores). The dotted lines show representative instrument response functions at the excitation wavelengths.

Figure 2A shows representative instrument response functions at the excitation wavelengths. All data were taken at an emission wavelength of 920 nm with a time resolution of 21 fs/point: (A) 847 nm (direct excitation of P); (B) 826 nm (excitation of the upper exciton band of $^1P$ or a high-lying vibrational state); (C) 804 nm (excitation of B chromophores); (D) 759 nm (excitation of H chromophores).

TABLE 1: Rise Times for Spontaneous Fluorescence from $^1P$ following Excitation at Various Wavelengths in Wild-Type and Beta Mutant Reaction Centers at 85 K

<table>
<thead>
<tr>
<th>Reaction center</th>
<th>$\lambda_{\text{ex}}$ (nm)</th>
<th>$\tau_{\text{LPSVD}}$ (fs)</th>
<th>$\tau_{\text{C&amp;C}}$ (fs)</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>wild-type$^a$</td>
<td>825 88±25$^b$</td>
<td>71±24$^b$</td>
<td>0.32±0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>804 147±36$^b$</td>
<td>163±54$^b$</td>
<td>0.24±0.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>759 257±33</td>
<td>260±32</td>
<td>-0.015 (0.00)</td>
<td></td>
</tr>
<tr>
<td>(M)L214H (beta)</td>
<td>825 111±24</td>
<td>88±17</td>
<td>0.275±0.012</td>
<td></td>
</tr>
<tr>
<td></td>
<td>804 170±24</td>
<td>162±25</td>
<td>0.231±0.004</td>
<td></td>
</tr>
<tr>
<td></td>
<td>781 206±13</td>
<td>239±35</td>
<td>0.082±0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>759 254±30</td>
<td>300±11</td>
<td>0.016±0.001</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ This was also measured in the (M)L214G mutant, whose absorption properties are identical to WT, giving 129±29 and 74±12 fs for $\tau_{\text{LPSVD}}$ and $\tau_{\text{C&C}}$, respectively.$^b$ This was also measured in the (M)L214G mutant, whose absorption properties are identical to WT, giving 154±19 and 180±19 fs for $\tau_{\text{LPSVD}}$ and $\tau_{\text{C&C}}$, respectively.

The measured rise time of the fluorescence is 71±24 fs, and oscillations are clearly evident on the decay (this was also observed for excitation at 818 nm, data not shown; see the discussion below). The values for the rise times in each case are summarized in Table 1. LPSVD was used to analyze the frequency components of the oscillations for excitation at 866 and 826 nm, and they were found to be comparable. The anisotropy decreases somewhat, giving a value of 0.323±0.005 for excitation at 825 nm (Figure 4B), corresponding to an angle of 21±1°.

Figure 4C shows the spontaneous fluorescence from $^1P$ following excitation directly into the B band at 804 nm using slightly longer pulses (62 fs). No oscillations are observed in the fluorescence decay within the signal-to-noise, and the rise time is best fit with a value of 163±54 fs (Table 1). As shown in Figure 4C, the anisotropy is 0.241±0.003 for excitation at this wavelength, corresponding to 32±1° as the angle between
the transition moment at 804 nm and the emission transition moment of \(1^P\). This is in good agreement with the steady state fluorescence anisotropy measurements in R-26 RCs by Ebrey and Clayton\(^{26}\) and the linear dichroism measurements on \(Rps.\ viridis\) in stretched films by Breton\(^{37}\) and is roughly as expected from the X-ray structure, making reasonable assumptions about the orientations of the transition dipole moments relative to the molecular axes.\(^{41}\) The same value was also measured exciting at 818 nm, and the anisotropy was observed to have this value over a range of 30 ps (data not shown).

Figure 3D shows the rise and initial decay of \(1^P\) fluorescence following selective excitation of the H bands at 762 nm (~84 fs pulse width). The rise time for the fluorescence is 260 ± 32 fs from the C&G fit (Table 1); no oscillations are observed on the decay. For excitation at this wavelength, the anisotropy is \(-0.015±0.001\) to \(-0.002\) (53.2\(^{+0.3}\)−0.8\(^{−0.8}\))

**Excitation Energy Transfer in Beta Mutant RCs.** The rise and initial decay of the fluorescence from \(1^P\) measured at 940 nm in beta mutant RCs at 85 K following direct excitation of P at 866 nm, excitation at 825 nm (in the region of the upper exciton band of P or a high-lying vibrational state); (C) 804 nm (excitation of both B chromophores); (D) 781 nm (selective excitation of the \(\beta\) chromophore), and (E) 759 nm (selective excitation of the \(H_M\) chromophore).

Figure 5. Spontaneous fluorescence from \(1^P\) measured at 940 nm for beta mutant RCs at 85 K following excitation (cf. Figure 2B) at (A) 866 nm (direct excitation of \(P\)); (B) 825 nm (in the region of the upper exciton band of P or a high-lying vibrational state); (C) 804 nm (excitation of both B chromophores); (D) 781 nm (selective excitation of the \(\beta\) chromophore), and (E) 759 nm (selective excitation of the \(H_M\) chromophore).

Excitation Energy Transfer in Beta Mutant RCs. The rise and initial decay of the fluorescence from \(1^P\) measured at 940 nm in beta mutant RCs at 85 K following direct excitation of P at 866 nm, excitation at 825 nm (in the region of the upper exciton band of \(1^P\) or a high-lying vibrational state; see below), at 804 nm (both B chromophores), at 781 nm (selective excitation of the \(\beta\) chromophore, cf. Figure 2B), and at 759 nm (selective excitation of the \(H_M\) chromophore) are shown in Figure 5. As seen in Figure 2B, the absorption of the bacteriochlorophyll labeled \(\beta\) in the \(H_L\) binding site of this mutant is sufficiently different from the bacteriochlorophyll in the \(H_M\) binding site at 85 K that each chromophore can be selectively excited, thereby initiating the energy transfer process on spatially (and functionally) distinct sides of the RC.

The decay of \(1^P\) due to electron transfer is slower in the beta mutant than for WT and, when excited directly into the P band, exhibits oscillations as shown earlier.\(^{24}\) Excitation of the beta mutant RC at 825 nm with emission set at 940 nm yields the same rise time (within experimental error) as was measured for WT, as well as oscillations in the decay. Analysis of the frequencies using LPSVD shows very good agreement between the values obtained using 866 nm excitation and 825 nm excitation, as for WT. Anisotropy measurements for this excitation wavelength (at 920 nm emission, data not shown) give \(r = 0.273 ± 0.012\) (27.4 ± 1.4\(^{°}\)). Excitation of B at 804 nm, with emission at 940 nm, gives a rise time of 162 ± 25 fs at 85 K, essentially identical to the value obtained for WT, with no evidence for oscillations on the decay. The measured anisotropy of this band is also in agreement with that obtained for WT (\(r = 0.231 ± 0.004\), giving 32.1 ± 0.05\(^°\), data not shown). Selective excitation of the \(\beta\) chromophore in the \(H_L\) binding site at 781 nm gives a rise time of 239 ± 35 fs. The anisotropy of this band is very nearly zero with \(r = 0.082 ± 0.001\) (46.7 ± 0.1\(^°\), data not shown). Selective excitation of the bacteriochlorophyl in the \(H_M\) binding site at 759 nm gives a rise time of 300 ± 11 fs. The anisotropy of this \(H_M\) band is also close to zero, with a value of \(r = 0.016 ± 0.001\) (53.1 ± 0.1\(^°\), data not shown).

**Discussion**

**Direct excitation of P.** The spontaneous fluorescence decay from \(1^P\) following direct excitation of the Q\(_x\) transition of P has been reported by several groups.\(^{24,28,42}\) The data at room temperature are roughly comparable, and we have also presented results at 85 K, where oscillations are clearly seen.\(^{24}\) We observe that the rise is within the instrument function, consistent with the simple picture that the emitting and absorbing states are the same. Du et al. also reported room temperature energy transfer lifetimes of ~200 fs for R-26 quinone-depleted RCs with excitation at 608 nm.\(^{28}\) While the 608 nm region of the RC absorption spectrum may be the result of several overlapping transitions, the authors attribute the 200 fs lifetime to internal conversion of \(1^P(Q_x)\) → \(1^P(Q_y)\).

As the excitation pulse is tuned to higher energy, but not yet into the strong B-band absorptions around 800 nm, we are able to resolve a rise in the fluorescence measured at 920 or 940 nm. It is generally believed that the upper exciton band of the dimeric special pair, \(1^P_x\), absorbs in this region, although the exact position, intensity, and temperature dependence of the upper exciton band are far from settled in the literature. In the simplest model, the transition moments for the upper and lower excition components are orthogonal; thus one expects that the anisotropy induced in the lower exciton band upon excitation of the upper exciton band would be negative. The observed anisotropy, although smaller than when exciting the major P band directly at 847 nm, is never negative or even less than +0.3 in WT when exciting in this region. Similar results were obtained in steady state fluorescence excitation measurements published many years ago.\(^{40}\) There are several plausible explanations for the somewhat reduced anisotropy associated with 825 nm excitation. The oscillator strength could be dominated by higher vibrational levels of the strongly allowed lower exciton component. Vibronic coupling would likely lead to a smaller projection of the absorbing and emitting transition moments, as is observed for chlorophyll \(a.\)\(^{43}\) A second possibility is that there is some excitation of B at this wavelength. Because the rise time for direct excitation of the major B band at 804 nm is considerably longer than what is observed with 825 nm excitation, this seems unlikely, although it is possible that the energy transfer rate for excitation on the red edge of the B band is different from the center, as discussed in detail elsewhere.\(^{23}\) Oscillations are observed on the decay, and we do not observe these oscillations when B is excited directly (see below).

**Energy Transfer from \(1^B\) to P.** It is evident from the data for WT and the beta mutant that there is a delay between the excitation of B at around 800 nm and the appearance of emission from \(1^P\). Furthermore, within our signal-to-noise, there is no evidence for oscillations in the decay of \(1^P\). Jia et al. claim to...
observe oscillations in the decay of $^1$B following excitation at 800 nm of R-26 RCs at room temperature with 27 fs pulses.\textsuperscript{20} Irrespective of this subtle issue, the major result confirms earlier data\textsuperscript{29} demonstrating extremely rapid energy transfer from $^1$B to P.

There are further interesting similarities and differences with the data of Jia et al. These authors obtained two decay times for the bleach of $^1$B, a 116 $\pm$ 35 fs component with 60% of the amplitude and a 270$^{+90}_{-40}$ fs component with 40% amplitude. By contrast, we do not observe a second slower component in the rise of the fluorescence from P following excitation of B. A plausible explanation for the difference is that the very short 27 fs excitation pulses centered at 802 nm used by Jia et al. have a spectral half-width (given a time—bandwidth product of 0.35) extending to 788 nm. At room temperature the H absorption band contributes to the absorption at this wavelength. The slower component reported by Jia et al. is quite similar to what we observe with selective excitation of H (Table 1). Thus, a reasonable explanation of the slower component is that it corresponds to a fraction of H excitations (the slower component observed by Jia et al. corresponds closely to what we observe following selective excitation of H), rather than a more complex process involving $^1$B itself, which we do not observe when B is selectively excited. Earlier transient absorption studies on Rps. viridis RCs at room temperature\textsuperscript{18} with 150 fs pulses reported EET lifetimes of $<100$ fs for $^1$B $\rightarrow$ P. In these studies it was proposed that a small fraction (10%) of the RCs decayed without EET to P with a lifetime of $\sim$500 fs. We do not observe such a component.

While this work was in preparation, Haran et al.\textsuperscript{44} and Wynne et al.\textsuperscript{45} reported the anisotropy of the $^1$B to P EET process measured by stimulated emission with $\lambda$ ex $= 810$ nm (pulse width $\sim 60$ fs) and $\lambda$ probe $= 950$ nm in dithiothreitol-treated Rb. sphaeroides R-26 RCs at room temperature. These authors obtained a value of $r = 0.11 \pm 0.01$, substantially lower than the value we have found for either $\lambda$ ex $= 802$ nm ($r = 0.241$) or $\lambda$ ex $= 825$ nm ($r = 0.323$) in both WT and beta mutant RCs or as was found in early steady state fluorescence measurements.\textsuperscript{40} Assuming that the degraded anisotropy reported by Haran et al. and Wynne et al. is due to experimental error, it is possible that the transient absorption and associated anisotropy probed at short times around 950 nm is not assignable solely to stimulated emission of P but also includes contributions from states that have a substantially lower anisotropy. A second possibility is that the relatively higher excitation pump power used in the transient absorption measurements produces excitations that are not sampled with the substantially lower power pulses used in our spontaneous fluorescence measurements. Although spontaneous fluorescence is limited to providing information on the excited state kinetics of the emitting species, it does have the advantage, especially important for anisotropy measurements,\textsuperscript{46} of avoiding overlapping bleach and absorption features. We conclude that the anisotropies reported by Haran et al. using transient absorption are likely considerably lower than the true value. Haran et al. interpret their observed low value of $r$ compared with that estimated from the X-ray structure in terms of a model in which there is strong mixing between the excited states of B and P.\textsuperscript{47} Our observed value of $r$ is consistent both with the value obtained by more conventional measurements\textsuperscript{36,37,40} and that estimated from the X-ray structure using a localized picture; thus this basis for the model of mixed levels proposed by Haran et al. is not supported by our results.

As discussed in the introduction, simple estimates based on Förster dipole—dipole theory using the interchromophore distances estimated from the X-ray structure and optimal (parallel) geometries for the transition dipole moments suggest that the observed energy transfer rate is orders of magnitude too fast to be occurring by this mechanism alone.\textsuperscript{8} Haran et al.\textsuperscript{44} have re-evaluated this question and suggest that Förster energy transfer from $^1$B to P is possible given that the P band, centered at 860 nm at room temperature, is broad, leading to appreciable spectral overlap between the hypothetical $^1$B fluorescence (as no $^1$B emission is observed, the actual Stokes shift in the RC is not known) and P band. They predict EET lifetimes at room temperature of 158 and 130 fs for $^1$B, and $^1$B st, respectively, to P, comparable to the average value we measure. This apparent agreement is misleading, however, as we and others\textsuperscript{18,20} have measured a similar EET rate for $^1$B to P at 85 K. The P absorption band shifts substantially to lower energy and narrows by nearly a factor of 2 as the temperature is lowered from room temperature to cryogenic temperatures (see Figure 2; the absorption of B narrows, but does not shift appreciably). As a result, the spectral overlap between hypothetical $^1$B emission and P absorption is at least 10-fold less at low temperature than room temperature; thus energy transfer, if it were occurring by the Förster dipole—dipole mechanism at low temperature, would be much slower than at room temperature, contrary to what we and others\textsuperscript{18,20} observe. We have also measured the rise time in the fluorescence of P following B excitation at 802 nm as a function of temperature from 82 to 200 K (data not shown). The temperature dependence is weak over this range (changing from 163 $\pm$ 54 fs$^{-1}$ to 121 $\pm$ 25 fs$^{-1}$, respectively) despite the large shift of the absorption of P to lower energy. Finally, as shown elsewhere,\textsuperscript{23} the energy transfer rate is not greatly affected when the absorption of P is substantially changed. Taken together these results suggests that the Förster dipole—dipole mechanism is likely not playing a significant role at any temperature. Given these results and the close physical proximity of B and P, we suggest, as others have before,\textsuperscript{8} that direct orbital overlap dominates energy transfer between $^1$B and P. As discussed below, we also have evidence that the rates of energy transfer from $^1$B st and $^1$B st to P are comparable.

Energy Transfer from $^1$H to P. Energy transfer from $^1$H to P can be accurately time-resolved despite our somewhat poorer IRF at 760 nm. The rate is slower than from $^1$B by about 50%. This is remarkable as the distance between H and P is substantially greater than between B and P. This much greater distance, along with the negligible spectral overlap between H and P, makes the Förster mechanism for direct energy transfer between $^1$H and P impossible. A more reasonable model is that energy transfer occurs sequentially, first from $^1$H to B and then from $^1$B to P.\textsuperscript{50} Fixing the $^1$B to P rate at 160 fs, as observed with direct excitation of B, we can model the excited state dynamics to obtain an estimate for the $^1$H to B step, assuming a sequential mechanism. If $^1$H to B is also about 160 fs, the calculated rise in P fluorescence is predicted to be about 250 fs, close to the observed value. If the $^1$H to B step is much slower than this, the calculated rise in P fluorescence is slower than observed. It is plausible that the $^1$H to B step occurs by the Förster dipole—dipole mechanism. The spectral overlap is quite reasonable (see, for example, Figure 2), and the absorption in this region does not change appreciably with temperature. A clear prediction of this sequential model is that a substantial population of $^1$B should be present on the time scale of about 100 fs when H is excited selectively. This is discussed further elsewhere.\textsuperscript{23}

Energy Transfer in WT vs the Beta Mutant and Implications for Asymmetric Electron Transfer. The beta mutant exhibits much the same EET kinetics and anisotropy charac-
teristics as those obtained for WT RCs for excitation at 825 and 804 nm (see Table 1). Selective excitation at 781 nm into the \( \beta_L \) chromophore leads to a slightly faster rate for EET (239 \( \pm 35 \text{ fs}^{-1} \)) than excitation into the \( \beta_M \) chromophore (300 \( \pm 11 \text{ fs}^{-1} \)). If \( \beta_L \rightarrow P \) or \( \beta_M \rightarrow P \) energy transfer is modeled as a sequential two-step process, i.e., \( \beta_L \rightarrow B_L \rightarrow P \) or \( \beta_M \rightarrow B_M \rightarrow P \), and using the directly measured \( 1 \text{B}_L \rightarrow P \) rate of about 160 fs\(^{-1} \) (note: the individual \( 1 \text{B}_L \rightarrow P \) and \( 1 \text{B}_M \rightarrow P \) processes are not distinguished in this direct measurement), then the initial \( 1 \text{B}_L \rightarrow B_L \) or \( 1 \text{B}_M \rightarrow B_M \) steps have comparable rates (the latter somewhat slower). Because the overall rates of energy transfer to \( P \) along the \( L \) and \( M \) branches are comparable, the implication, assuming a two-step sequential mechanism, is that the second step along each branch, \( 1 \text{B}_L \rightarrow P \) or \( 1 \text{B}_M \rightarrow P \), even though not directly measured, must be comparable. Thus, the lack of a multicomponent energy transfer process when \( B_L \) and \( B_M \) are excited together and the overall similarity of the energy transfer rates when initiated on the \( L \) and \( M \) sides lead to a consistent picture. If we argue further that energy transfer from \( 1 \text{B}_L \rightarrow P \) or \( 1 \text{B}_M \rightarrow P \) at low temperature cannot be accounted for by a Förster dipole–dipole mechanism, we are led to conclude that the matrix element governing energy transfer by an exchange mechanism appears to be comparable on the \( L \) and \( M \) sides for this step. On the other hand, energy transfer from \( 1 \text{H}_L \) (or \( 1 \text{H}_M \) – \( 1 \text{B}_L \) or \( 1 \text{B}_M \) may be occurring by a Förster dipole–dipole mechanism. Examination of the low-temperature absorption spectrum of the beta mutant (Figure 2B) indicates that the overlap between the hypothetical emission from \( 1 \beta_L \) with \( B_L \) should be greater than that of \( \text{H}_M \) with \( B_M \). A quantitative analysis depends on precise values for the Stokes shifts for \( 1 \beta_L \) and \( \text{H}_M \), which are not available, and an accurate deconvolution of the spectral line shapes of \( B_L \) and \( B_M \), which is likewise not in hand. Nonetheless, we can qualitatively justify the somewhat faster rate of energy transfer from \( 1 \beta_L \rightarrow B_L \) than \( \text{H}_M \rightarrow B_M \) (assuming the two-step sequential mechanism with the first step dominated by dipole–dipole interactions). A more detailed analysis would be very desirable, as it may be that this first energy transfer step also has a significant contribution from an exchange mechanism, in which case we would conclude that the matrix elements for these steps are also comparable. This may be possible with other modified RCs.

The relative contributions of electronic coupling and free energy/reorganization energy to the observed unidirectional electron transfer starting from \( \text{P} \) have been widely discussed. Because it has not been possible to measure the free energy of states such as \( \text{P}^+ \text{B}_M^- \) or \( \text{P}^- \text{H}_M^+ \) or the rates and temperature dependence of their formation, we have little experimental information on these key intermediates. Experiments that probe the electrostatic screening of the \( \text{P}^+ \text{Q}_A^- \) state by comparing the observed electrochromic bandshifts with those calculated in vacuum given the known charge distribution in \( \text{P}^+ \text{Q}_A^- \) and the sensitivity of the monomer absorption bands to external electric fields suggest that the average dielectric screening on the functional \( L \) side is greater than on the nonfunctional \( M \) side. This could stabilize charge-separated intermediates on the functional side to a greater extent than on the nonfunctional side. This relative positioning of energies of charge-separated intermediates also emerges from electrostatic calculations, though specific origins of the differences have not been identified, and there are large disagreements on the calculated absolute energies of charge-separated states. Even the mechanism of the forward electron transfer on the functional side is not established, the two dominant views being a two-step hopping mechanism, \( \text{P} \rightarrow \text{P}^+ \text{B}_L^- \rightarrow \text{P}^+ \text{H}_L^- \), and a single-step mechanism, \( \text{P} \rightarrow \text{P}^+ \text{H}_L^- \), where \( \text{P}^+ \text{B}_L^- \) serves as a virtual intermediate enhancing the coupling between the initial and final states.

The singlet energy transfer results presented here bear on the question of the origin of unidirectional electron transfer, but not on the mechanism of electron transfer along the functional branch of redox-active chromophores. Singlet energy transfer occurs with little change in the charge distribution of the molecules involved compared with that associated with electron transfer. The very weak temperature dependence of energy transfer is also consistent with this. We have argued above that the \( \text{1B}_L \rightarrow P \) and \( \text{1B}_M \rightarrow P \) energy transfer rates are comparable and that the mechanism, at least at low temperature, is dominated by electron exchange. Because the absorption spectra of \( B_L \) and \( B_M \) are quite similar, the electronic coupling between the \( \text{1B}_L \rightarrow \text{B}_L \) or \( \text{1B}_M \rightarrow \text{B}_M \) transitions and the \( \text{1P} \rightarrow P \) transition appears to be comparable. \( \text{B}_L \) or \( \text{B}_M \) are not identical to \( \text{B}_L^- \) or \( \text{B}_M^- \), respectively; however, the involved orbitals are closely related. Thus, we can take the similarity of the \( \text{1B}_L \rightarrow P \) and \( \text{1B}_M \rightarrow P \) energy transfer rates as an indication that the orbital overlaps between \( P \) and \( B \) on the functional and nonfunctional sides are comparable. This leads to the suggestion that the dominant source of functional asymmetry in the RC resides in the interactions between the chromophores and their surroundings, which affect their redox potentials and the reorganization energy, rather than their interactions with each other, which affect primarily the electronic coupling.
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