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1. Motivation and objectives

The accurate prediction of wall-bounded turbulence is of practical importance for many engineering applications, e.g., the design of low-drag vehicles. While direct numerical simulation (DNS) and large-eddy simulation (LES) are capable of delivering accurate solutions, the required number of grid points scales with $Re^{2.05}$ (Yang & Griffin 2020) and $Re^{1.86}$ (Choi & Moin 2012), respectively, rendering them prohibitively expensive for high-Reynolds-number flows. Alternatively, the computational cost of the wall-modeled LES (WMLES) approach, which resolves the large-scale energetic motion in the outer portion of the boundary layer and employs a reduced-order model for the near-wall turbulence, scales only linearly with Reynolds number (Choi & Moin 2012). Because the LES subgrid-scale model itself typically provides an inconsistent wall shear stress when the near-wall turbulent eddies are poorly resolved, the performance of WMLES relies heavily on the wall model. The main wall models include wall-stress-based models (Deardorff et al. 1970; Bose & Park 2018; Larsson et al. 2016), the detached-eddy simulation (DES) paradigm (Spalart 2009), the dynamic-slip wall model (Bose & Moin 2014; Bae et al. 2019; Griffin et al. 2018, 2019), integral-based models (Yang et al. 2015), and other variants. In this work, our discussion is restricted to the wall-stress-based models, and readers are referred to Bose & Park (2018) for a more comprehensive review on other wall models.

Most ordinary differential equation (ODE)-based wall-stress models are strictly valid only for equilibrium flows, which feature a constant edge condition such as fully developed pipe or channel flows, and zero pressure gradient boundary layer (ZPGBL) flows. Conversely, a non-equilibrium flow is characterized by an edge condition that is non-constant and evolves spatially. To simulate such a flow, the natural choice is to solve the full boundary-layer partial differential equations (PDEs) as a wall-stress-based model such that some non-equilibrium effects can be captured (Balaras et al. 1996; Park & Moin 2014; Wang & Moin 2002; Kawai & Larsson 2013). The main disadvantages of solving the boundary layer PDEs lie in the significantly increased computational cost and the requirement of a high-quality near-wall mesh, which is non-trivial to generate for complex geometries.

ODE-based non-equilibrium wall models have been proposed by augmenting equilibrium models with some of the typically neglected terms in the full boundary layer PDEs, e.g., Hoffmann & Benocci (1995), Wang & Moin (2002), Catalano et al. (2003), Duprat et al. (2011), and Chen et al. (2014). However, these models have had limited success since they typically rely on eddy viscosity models that have not been adapted to accommodate the added terms in the models, as argued by Griffin & Fu (2020). In fact, often the equilibrium model performs better than these ODE-based non-equilibrium models (Hickel et al. 2013).

The core concept of the equilibrium wall model is that it assumes that the mean
Figure 1. The distribution of the mean streamwise velocity $U^+$ plotted versus the wall-normal coordinate $y^+$ for five cases from Table 1. Included are three adverse pressure gradient boundary layers (APGBLs) ($\beta = 4.2, 2.3, 1.1$), a ZPGBL at $Re_\tau = \delta u_\tau / \nu = 2000$ ($\beta = 0$), and a channel flow at $Re_\tau = 5200$ ($\beta = -0.1$). Also plotted is the reference log law distribution with the Kármán constant $\kappa = 0.41$ and the intercept constant $B = 5.2$. All data are truncated at $y = 0.1\delta$, which approximately encompasses the viscous sublayer, buffer layer, and log layer.

velocity profile exhibits a logarithmic region, which is said to obey the log law, i.e.,

$$U^+ = \frac{1}{\kappa} \ln(y^+) + B,$$

where the parameter $1/\kappa$ denotes the log slope and $B$ denotes the log intercept constant. Throughout the following discussions, the superscript + refers to quantities non-dimensionalized via the viscous length scale $\delta_v = \nu / u_\tau$ and the velocity scale $u_\tau$. The equilibrium model is calibrated with a particular choice of $\kappa$ and $B$. The validity of this assumption in non-equilibrium flows is evaluated in Figure 1, where pressure gradient flows are compared with a ZFGBL. Clearly, the log law persists even in the presence of moderate pressure gradients indicated by the outer pressure gradient parameter $\beta = (\delta^*/\tau_w) dP/\text{dx}$. The log intercept constant $B$ exhibits non-universality, and the calibration of the equilibrium model using the log law observed in the equilibrium case of $\beta = 0$ leads to a $17\%$ underprediction of the wall shear stress for the non-equilibrium case with $\beta = 4.2$, as will be discussed in Section 4. This underprediction motivates the present approach in which the log-law intercept implicitly depends on the friction Reynolds number and the outer velocity field (through the shape factor) to incorporate the history effects from the outer PDE solver into the ODE-based wall model.

To facilitate the deployment of the wall model in complex applications, a new method for determining the boundary-layer thickness is also presented. As a result, the proposed wall model greatly extends the predictive capability of the ODE-based wall model for flows with strong pressure gradients and a wide range of Reynolds numbers.

This remainder of this report is organized as follows. In Section 2, a new model accounting for pressure gradient and Reynolds number effects is presented. In Section 3, a method for determining the boundary-layer thickness in complex flows is presented. In Section 4, these two methods are integrated and their performance is validated for predicting the wall stress in a wide range of flows. In Section 5, concluding discussions and remarks are given.
Table 1. Well-resolved simulation database from various types of flows for wall model evaluation. Included are ZPGBLs (Sillero et al. 2013; Spalart 1988; Eitel-Amor et al. 2014), fully developed channel (Lee & Moser 2015) and pipe (Wu & Moin 2008) flows, APGBLs with five different pressure gradient conditions (Bobke et al. 2017), and two airfoil flows with specified angle of attack (AoA) (Tanarro et al. 2020; Vinuesa et al. 2018). The ranges of friction Reynolds number $Re_\tau$, the outer pressure-gradient parameter $\beta = (\delta^*/\tau_w) dP/dx$, and the boundary-layer shape factor $H$ are also provided, as well as the number of 1D profiles available for each flow.

2. ODE-based non-equilibrium wall model

The present model is developed by Griffin & Fu (2020) and is summarized below. Like the classical equilibrium wall model, this model begins by rearranging the definition of the total shear stress as an ODE for the mean streamwise velocity profile and non-dimensionalizing with respect to the inner units $u_\tau$ and $\delta_v$, i.e.,

$$\frac{dU^+}{dy^+} = \frac{\tau^+}{1 + \nu^+_t}. \tag{2.1}$$

While classical equilibrium wall models (Prandtl 1925; Cabot 1995) proceed by invoking the constant-stress-layer assumption $\tau^+ = \tau/\tau_w \approx 1$ and a damped linear mixing length assumption for the eddy viscosity, the present approach avoids the independent modeling of the stress and the eddy viscosity profiles by directly parameterizing the mean shear as

$$\frac{dU^+}{dy^+} = \frac{1}{1 + \ell^+_n}, \tag{2.2}$$

where $\ell^+_n$ is introduced as an empirical function and is defined as

$$\ell^+_n = \frac{1 - \tau^+ + \nu^+_t}{\tau^+}, \tag{2.3}$$

so that Eq. (2.2) is exactly equivalent to Eq. (2.1). By analogy to Cabot’s model, $\ell^+_n$ is referred to as a non-dimensional mixing length. The new mixing length is equivalent to Cabot’s in the special case of a constant stress layer, i.e., $\tau^+ \approx 1$.

To recover a log law at far wall-normal distances, $\ell^+_n$ is modeled as

$$\ell^+_n = \kappa y^+ \left(1 - \exp \left[-\left(\frac{y^+}{A^+}\right)^{2/b}\right]\right)^b, \tag{2.4}$$

where $\kappa$, $b$, and $A^+$ are model coefficients. This model guarantees that the correct near-wall and log-region behavior of the eddy viscosity profile is achieved (Griffin & Fu 2020) for any choice of $\kappa$, $b$, and $A^+$. The widely used model of Cabot & Moin (2000) chooses...
κ = 0.41, b = 2 and A+ = 17. Upon integration, Cabot’s model will always predict the equilibrium velocity profile in Figure 1, even when the non-equilibrium solutions are applicable.

On the other hand, the present model sets κ = 0.38, b = 1 and permits A+ to depend on the outer flow so that non-equilibrium flows can be correctly captured. A+ is a linear function of the friction Reynolds number Reτ = δuτ/ν and the boundary-layer shape factor H, which is defined and computed in section 3. Specifically, the damping coefficient A+ is given by

\[ A^+[H, Re_τ] = 45.2 - 11.8H - 0.993 \ln(Re_τ). \]  

(2.5)

That the log intercept depends on Reτ is already well known (Nagib & Chauhan 2008), but neglected in classical equilibrium models. The dependence of A+ (or after integration, B) on shape factor is a new idea (Griffin & Fu 2020). Johnstone et al. (2010) and Bobke et al. (2017) observed that measures of the local pressure gradient are insufficient for characterizing the shape of the velocity profile in pressure gradient boundary layers because these parameters are unaware of the spatial (or temporal in a Lagrangian sense) history of the flow. Meanwhile, the boundary-layer shape factor depends on the spatially evolving outer solution in a WMLES context, which contains history effects that are not captured by local pressure gradient parameters.

Note that the regression in Eq. (2.5) applies only to the present mixing length model with b = 1 and κ = 0.38 for fully turbulent, incompressible flows with zero wall penetration. Although the optimal choices of the regression coefficients may be different for other mixing-length models, the suitability of correlating A+ with H and Reτ may still hold in general.

3. Robustly computing the shape factor in complex flows

To deploy the wall model described in section 2, a robust procedure for computing the boundary-layer shape factor is required. The boundary-layer shape factor is defined as the ratio of the displacement thickness \( \delta^* \) and the momentum thickness \( \theta \). Unlike in ZPGBLs, in general flows, \( \delta^* \) does not approach a constant asymptote at the boundary-layer edge, so the classical integral definitions of \( \delta^* \) and \( \theta \) will not converge unless they are truncated at the boundary-layer edge \( y = \delta \). Specifically, the displacement thickness is defined as

\[ \delta^* = \int_0^{\delta} \left( 1 - \frac{U}{U_e} \right) dy, \]  

(3.1)

and the momentum thickness is defined as

\[ \theta = \int_0^{\delta} U U_e \left( 1 - \frac{U}{U_e} \right) dy, \]  

(3.2)

where \( U_e = U[y = \delta] \) denotes the boundary-layer edge velocity. In this manner, only the viscous region contributes to \( \delta^* \) and \( \theta \). The boundary-layer shape factor is defined as \( H = \delta^*/\theta \).

The computation of \( H \) then relies on a robust method for determining \( \delta \) in general flows. In this section, a new method for defining \( \delta \) based on stagnation pressure is described.

3.1. New approach for computing the boundary-layer thickness

Griffin et al. (2020) present a new method for computing the boundary-layer thickness,
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and it is briefly summarized below. The boundary-layer thickness $\delta_n$, where $n$ is typically taken to be 99, is defined as

$$U_{I}\big|_{y=\delta_n} = \frac{n}{100}.$$  \hfill (3.3)

where $U_I[y]$ denotes a local reconstruction of the inviscid mean streamwise velocity profile. This new method is a generalization of the classical ZPGBL definition for $\delta_n$, $U/U_\infty|_{y=\delta_n} = n/100$, where $U_\infty = U[y \to \infty]$. The two definitions are equivalent for a ZPGBL, where the inviscid solution is simply a constant, i.e., $U_I[y] = U_\infty$.

Formally, the inviscid velocity profile can be obtained by solving the Euler equations and imposing no-penetration boundaries contoured to the local displacement thickness computed in a viscous simulation. However, since the displacement thickness depends on the boundary-layer thickness, this approach is impractical. On the other hand, in this work, a simpler and more computationally efficient local reconstruction of the inviscid solution $U_I[y]$ is proposed. This approach begins by defining the stagnation pressure for an incompressible steady flow as

$$P_o = P + \frac{1}{2} \rho U_m^2,$$  \hfill (3.4)

where $P$ is the static pressure and the velocity magnitude squared $U_m^2 = U_I^2 + V^2$ is computed from the reconstructed mean streamwise velocity $U_I$ and the mean wall-normal velocity $V$ in the 2D local reference frame.

While the no-penetration boundary condition, i.e., $V[y = 0] = 0$, applies for both inviscid and viscous flows, the no-slip boundary condition, i.e., $U[y = 0] = 0$, applies only to viscous flows. As a result, the reconstructed inviscid mean streamwise velocity profile $U_I[y]$ deviates from $U[y]$ near the wall, where the viscous effects dominate. Meanwhile, the wall-normal velocity profile $V[y]$ and the mean pressure profile $P[y]$ feature a much weaker dependence on viscous effects. For a flat-plate pressure-gradient boundary layer, $\partial P/\partial y \approx 0$ and $V \approx 0$ in both the viscous and the inviscid cases.

Considering a hypothetical irrotational, inviscid flow that has $V[y]$ and $P[y]$ profiles equivalent to those of the corresponding viscous flow, the Bernoulli equation may approximately apply globally rather than just along streamlines. Therefore, the corresponding streamwise velocity $U_I[y]$ is obtained from Bernoulli’s equation following

$$U_I = \pm \sqrt{\frac{2}{\rho} \left( P_o,ref - P[y] - V^2[y] \right)},$$  \hfill (3.5)

where $P_o,ref$ denotes the total pressure at a reference location specified below. The sign of $U_I$ can be chosen to match that of $U$.

The rationale is that the viscous effects are approximately confined to the boundary layer, i.e., the flow is nearly inviscid and irrotational outside of the boundary layer with $y > \delta$. This implies that $P_o,ref$ is nearly a constant across the domain with $y > \delta$. Taking the flow over an airfoil for instance, as shown in Figure 2a, the dynamic pressure varies continuously, whereas the stagnation pressure preserves a constant asymptote outside of the boundary layer. Meanwhile, one unique choice of $P_o,ref$ is given by setting $P_o,ref = \max(P_o)$, which is achieved at a wall-normal distance $y > \delta$. Since $P_o$ is a measure of the flow’s capacity to do work, it typically decreases as a wall is approached. This choice of $P_o,ref$ guarantees that the model has the correct behavior in channel and pipe flows.

The locally reconstructed inviscid solution $U_I[y]$ given by Eq. (3.5) is plotted for the flow over a NACA 4412 airfoil (Vinuesa et al. 2018) in Figure 2b. As expected, the
Figure 2. Distributions of the stagnation pressure $P_o$ and the dynamic pressure $0.5\rho U_m^2$ (a), and the mean velocity $U$ and the locally reconstructed inviscid solution $U_I$ (b) versus the wall-normal coordinate $y$ for the pressure side of a NACA 4412 airfoil at AoA = 5° and $Re_c = 10^6$ detailed in Table 1. All data are from the streamwise location $x/c = 0.21$. The maximum stagnation pressure (a) and estimates of the boundary-layer edges from the respective methods (b) are plotted with symbols. The subscript $p$ denotes quantities evaluated at the furthest point from the wall in the wall-normal profile.

The inviscid solution $U_I[y]$ has an excellent agreement with the viscous solution $U[y]$ outside the boundary layer. The boundary-layer thickness $\delta_{99}$ is then estimated to be the location where $U_I$ departs from $U$ by one percent. In this work, the boundary-layer edge velocity is taken to be $U_e = U[y = \delta_{99}]$.

Note that, in experiments and coarse simulations alike, small spurious oscillations in the velocity profile can occur. For this reason, the search for $U/U_I = n/100$ should begin at the wall and proceed in the wall-normal direction. Selecting $n < 99$ may be appropriate for poorly converged data.

3.2. Performance of methods for computing the boundary-layer thickness

The new method for computing $\delta$ is compared with the following four existing methods.

(i) The approach of Coleman et al. (2018) determines $\delta_n$ by finding the wall-normal distance at which

$$\frac{\overline{U}}{U_{\infty}}|_{y=\delta_n} = \frac{n}{100},$$

where $\overline{U} = \int_0^y -\Omega_z dy'$ and $\Omega_z = \partial V/\partial x - \partial U/\partial y$ denotes the mean spanwise vorticity. This approach is referred to as the $\overline{U}_{\infty}$ method hereafter.

(ii) In the approach of Uzun & Malik (2020), a threshold for $-y\Omega_z$ is empirically connected to the desired $\delta_n$, i.e.,

$$\frac{-y\Omega_z}{\max(-y\Omega_z)|_{y=\delta_n}} = C_{\Omega},$$

where $C_{\Omega}$ is an empirical parameter that depends on the choice of $n$. For instance, for $\delta_{99}$, $C_{\Omega} = 0.02$ is suggested (Uzun & Malik 2020). This approach is henceforth referred to as the $-y\Omega_z$ threshold method.

(iii) In the mean-shear-based methods, the boundary-layer thickness $\delta$ is defined as the wall-normal distance $y$, where the mean shear $\partial U/\partial y$ drops below an arbitrary threshold.
A special case of this method, henceforth referred to as the max method, is when the threshold is set to be zero, such that $y = \delta$ occurs at the maximum of $U[y]$.

(iv) Drózdz et al. (2015) assert that a plot of $\sqrt{u'^2/(U_c \sqrt{H})}$ versus $U/U_c$ becomes nearly universal as $y \to \delta$; this plot is referred to as a diagnostic plot. Based on its observed asymptotic behavior, Vinuesa et al. (2016) define the boundary-layer edge $\delta_{99}$ as the wall-normal distance at which $\sqrt{u'^2/(U_c \sqrt{H})} = 0.02$. Note that since the criterion for determining $\delta$ depends on the boundary-layer edge velocity $U_e$, an iterative procedure and an appropriate initial guess for $\delta$ are required.

Since there is no established definition for the boundary-layer thickness $\delta$ in complex flows, it is challenging to quantitatively assess the performance of various methods. On the other hand, in many scenarios, a qualitative examination is important and sufficient for turbulence model development.

Considering the flow over the suction side of a NACA 4412 airfoil at AoA $= 5^\circ$ and Reynolds number based on the chord length $Re_c = 10^6$, Figure 3 shows the estimates for $\delta_{99}$ from the five previously discussed methods at five different streamwise stations. Note that the results from the $\bar{U}_\infty$ method, the diagnostic-plot method, and the new method are mutually consistent. The results from the max method, as the special case of the mean-shear threshold method with the threshold constant of zero, are also consistent, except at the most downstream station where the velocity profile is monotonically increasing. Meanwhile, the $-y\Omega_z$ threshold method systematically predicts a boundary-layer thickness larger than the others, implying that the threshold suggested by Uzun & Malik (2020) is not optimal for this case.

On the contrary, for the flow over the pressure side of the NACA 4412 airfoil at AoA $= 5^\circ$ and Reynolds number $Re_c = 10^6$, the conclusions are quite different. As shown in Figure 4, only the results from the diagnostic plot method and the new method are equivalent. Qualitatively, these methods seem to identify the boundary-layer edge in a manner that is consistent both between the five considered profiles and the predictions in Figure 3. On the other hand, the $\bar{U}_\infty$ method severely underpredicts $\delta_{99}$ at the most
Figure 4. Distributions of the mean streamwise velocity (black solid lines) versus the wall-normal coordinate $y$ for various profiles from of a NACA 4412 at AoA = 5° and $Re_c = 10^6$. This is the same as Figure 3 except that included profiles are from the pressure side of the airfoil (see Table 1 for details) and the wall-normal profiles originate from the airfoil surface at the streamwise stations $x/c = 0.21, 0.37, 0.54, 0.72, 0.89$ (from left to right). The estimates of the boundary-layer edges (and the corresponding edge velocities) are plotted with symbols as indicated in the legend. The subscript $p$ denotes quantities evaluated at the furthest point from the wall in the wall-normal profile.

upstream station and overpredicts $\delta_{99}$ at other stations. The $-y\Omega_z$ threshold method also overestimates $\delta_{99}$. As expected, the max method is unreliable, since several of the profiles are monotonically increasing and their maxima lie at $y_p$, the furthest point from the wall in the wall-normal profile, which is a length scale that is not intrinsically connected to the boundary-layer thickness.

In summary, the new method to identify the boundary-layer thickness (i) does not require numerical integration, numerical differentiation, or empirical thresholds; (ii) has a guaranteed solution without resorting to an iterative procedure; (iii) is applicable at all Reynolds numbers for internal and external flows with or without freestream turbulence; and (iv) only relies on the mean velocity profiles $U[y]$ and $V[y]$, and the mean pressure profile $P[y]$ as inputs. Using this method, $H$ and $Re_\tau$ are readily computed from their definitions.

4. Wall model results

Combining the wall model presented in Section 2 with the method for computing the shape factor outlined in Section 2, the wall stress predictions are obtained for the complete range of test cases detailed in Table 1.

The new ODE model is solved iteratively in the same way as for the classical equilibrium wall models. Specifically, the no-slip boundary condition is imposed at $y = 0$, whereas the Dirichlet boundary condition $U = U_m$ is applied at the matching location $y = y_m$, where $U_m$ is taken from the outer PDE solver. And, the matching location is typically chosen to be the first- or third-grid point of the mesh for the outer PDE solver (Yang et al. 2017; Kawai & Larsson 2012).

In this work, $y_m = 0.1\delta$ is adopted as suggested in Kawai & Larsson (2012). In this a priori study, the data at the matching location will be provided from DNS or WRLES, such that any resulting errors can be attributed to the wall model instead of to the
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Figure 5. Distributions of the relative error $\epsilon_{\tau_w}$ between the wall stress predicted by the well-resolved simulations and that by the wall-modeled simulations (from Cabot’s model (a) and the present new model (b)) for the cases in Table 1 versus the underlying shape factor $H$. In both panels, the symbols denote the data from the cases in Table 1, with the symbol color indicating $Re_{\tau}$, and the symbol type indicating the flow type, i.e., channel flows (diamonds), ZPGBLs (circles), pipe flows (squares), APGBLs (triangles), and airfoil flows (pentagrams).

Figure 6. The streamwise velocity profile $U^+$ plotted versus the wall-normal coordinate $y^+$, for the $\beta = 4.2$ case considered in Figure 1. Included are the WRLES prediction (dashed line), the results from the new model (green circles) and the Cabot’s model (red circles), and the log law reference (dotted line).

matching data. Here, the relative error $\epsilon_{\tau_w}$ is defined as the difference between the wall shear stress $\tau_w$ computed from the wall model and that from DNS or WRLES.

As shown in Figure 5a, the relative error of the wall shear stress from the classical Cabot’s model is as large as 17% for cases with strong pressure gradients. Meanwhile, the error from the new model, as shown in Figure 5b, is typically less than 2%, with a maximum of 5%. Cases with the strongest pressure gradients have the largest errors for the classical model and the most remarkable error reductions by switching to the new model. For very few cases there is a tiny error increase of about 1%, which can be attributed to the fitting errors in Eq. (2.5).

In terms of the dimensionless velocity profile, as shown in Figure 6, the new model greatly improves the prediction accuracy when compared to the classical model (Cabot’s model), and the shift of the logarithmic intercept highlighted in Figure 1 is well captured.
5. Conclusion

The classical equilibrium wall model is popular because it is simple to implement in practical applications, and the performance is, in general, satisfactory for high-Reynolds-number wall-bounded turbulence. However, the prediction capability is limited because the damping coefficient $A^+$ does not depend on the flow state. As a result, upon integration, the classical model predicts the same logarithmic intercept even in the presence of strong pressure gradients and low Reynolds numbers. Specifically, the classical models have invoked the constant-stress-layer assumption or developed approximate correlations of the shear stress profile, without making a corresponding adjustment to the eddy viscosity model, to maintain a log law. These choices are in conflict with a wide range of high-fidelity simulation data. The present model is constructed to recover the log law without the need for assumptions about or approximations of the shear stress profile.

On the other hand, whereas most classical stress-based wall models assume a universal value for the mixing length damping coefficient $A^+$, the new method correlates $A^+$ with the boundary-layer shape factor $H$ and the friction Reynolds number $Re_\tau$. The proposed correlation of $A^+[H, Re_\tau]$ makes a substantial improvement to the prediction of the velocity profile and the wall shear stress for a large range of Reynolds numbers and pressure gradient conditions.

The ODE-based inner model is designed to live in symbiosis with the outer PDE-based solver, which computes the velocity profile in the outer portion of the boundary layer. By feeding these data into the inner wall model, the shape factor and the wall shear stress can be accurately predicted. As a result, the new model incorporates an integral measure of the streamwise and temporal history of the flow and is accurate in non-equilibrium scenarios, while retaining similar computational efficiency as classical equilibrium models.
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