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1. Motivation and objectives

Simulations of high-Mach-number compressible flows, and for high Reynolds numbers, require an accurate and stable discontinuity-capturing method. In this work, we propose a novel, entropy-consistent, and stable localized artificial-viscosity/diffusivity (LAD)-based method for capturing shock and contact discontinuities in compressible flows.

Using an analogy between the Lax-Friedrichs (LF) flux and the artificial-viscosity methods, a discrete LF-type flux formulation is proposed for the LAD method. The proposed method satisfies the discrete kinetic energy– and entropy-consistency conditions presented by Jain & Moin (2020), hence the name entropy-consistent localized artificial diffusivity (EC-LAD). We also propose new sensors that localize where the artificial viscosity is acting, and show that the proposed method is suitable for large-eddy simulation (LES) of compressible turbulent flows with shocks. The sensors are designed in a way that the resulting method does not require tuning coefficients, depending on the problem being solved, that are typical of LAD methods. At the end, the extension of the proposed method to compressible two-phase flows is also presented.

2. LAD formulation

The idea behind a LAD method is to add grid-dependent artificial fluid properties to the physical properties locally, in the regions of the flow where discontinuities such as shocks, contacts, and eddies are not resolved by the grid (Cook 2007). The artificial-fluid properties can be summarized as follows.

2.1. Artificial bulk viscosity

Here, an artificial bulk viscosity (ABV), $\beta^*$, is appended to the physical bulk viscosity, $\beta_p$, as

$$\beta = \beta_p + \beta^*, \quad (2.1)$$

and is used to capture shocks on the grid. Initially, a strain-rate-based sensor was used to detect shocks (Cook 2007), but this made the ABV active in regions away from shocks and in turbulent flows. Because shocks are associated with high values of negative dilatation, to reduce the ABV away from shocks, Bhagatwala & Lele (2009) and Mani et al. (2009) proposed a dilatation-based sensor. Further, Kawai et al. (2010) appended the Ducros sensor (Ducros et al. 1999) to the ABV to localize the regions where this is active and to reduce the ABV in the regions of high enstrophy that represent turbulent motions.
2.2. Artificial shear viscosity

Here, an artificial shear viscosity (ASV), $\mu^*$, is appended to the physical shear viscosity, $\mu_p$, as

$$\mu = \mu_p + \mu^*, \quad (2.2)$$

and is used as a subgrid model for unresolved eddies. Typically, the magnitude of the strain rate tensor is used as a sensor (Cook 2007).

2.3. Artificial thermal/mass diffusivity

Here, an artificial thermal diffusivity (ATD), $\kappa^*$, is appended to the physical thermal diffusivity, $\kappa_p$, as

$$\kappa = \kappa_p + \kappa^*, \quad (2.3)$$

and is used to capture unresolved contact discontinuities (Cook 2007; Kawai et al. 2010; Jain et al. 2021). Alternatively, artificial mass diffusivity (AMD), $D^*$, can be used in the place of ATD (Haga & Kawai 2019) where artificial terms such as $\nabla \cdot (D^* \nabla \rho)$, $\nabla \cdot (D^* \nabla \rho \otimes \vec{u})$, and $\nabla \cdot \{(\|\vec{u}\|^2/2)D^* \nabla \rho\}$ are consistently added to the mass, momentum, and energy equations.

2.4. Challenges with the existing methods

A characteristic of these LAD methods is that they have been most commonly used with high-order numerical methods (Cook 2007; Mani et al. 2009; Kawai & Lele 2008; Kawai et al. 2010; Lee & Lele 2017; Aslani & Regele 2018; Subramaniam et al. 2018; Adler & Lele 2019; Jain et al. 2021), with some exceptions (Chandrashekar 2013; Haga & Kawai 2019). However, some of these formulations are too dissipative because of lack of proper localization, and hence are not suitable for the simulation of turbulent flows, and others are less dissipative but do not add enough dissipation locally to resolve the jumps and results in inaccurate capturing of discontinuities. Some formulations are also not stable for high-Reynolds-number flows and require low-pass filters to eliminate oscillations, particularly with high-order numerical methods. Typically, these filters are used in the hope of achieving a stable method; however, the use of low-pass filtering might not necessarily always bring numerical stability to the method. Moreover, the sensors used in the existing formulations require additional Gaussian filtering to achieve a stable method; it is not trivial to extend this filtering operation to unstructured grids for simulations in complex geometries. Additionally, the coefficients in the sensors are known to require problem-dependent tuning. The EC-LAD method proposed in this work aims to address these challenges with existing LAD methods.

3. Proposed artificial-viscosity method

The system of conservation equations (mass, momentum, and energy) along with the proposed artificial-viscosity method can be written as

$$\frac{\partial \rho}{\partial t} + \frac{\partial \rho u_j}{\partial x_j} = A_\rho, \quad (3.1)$$

$$\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho u_i u_j}{\partial x_j} + \frac{\partial p}{\partial x_i} = \frac{\partial \tau_{ij}}{\partial x_j} + \rho g_i + A_{\rho u}, \quad (3.2)$$
Entropy-consistent LAD method

\[
\frac{\partial E}{\partial t} + \frac{\partial (E + p) u_j}{\partial x_j} = \frac{\partial \tau_{ij} u_i}{\partial x_j} + \rho u_i g_i + A_E, \tag{3.3}
\]

where \(\rho\) is the density, \(p\) is the pressure, \(u\) is the velocity, \(E = \rho (e + u_i u_i / 2)\) is the total energy and \(e\) is the internal energy, \(\tau_{ij}\) is the stress tensor, and \(g_i\) represents a generic body force. Throughout this brief, \(i\) and \(j\) represent Einstein indices, and \(x\) and \(t\) represent space and time coordinates, respectively. In Eqs. (3.1)-(3.3), \(A_\rho\), \(A_{\rho u}\), and \(A_E\) are the artificial terms added to the mass, momentum, and energy equations, respectively, to capture shocks and contact discontinuities. They can be written as

\[
A_\rho = \frac{\partial}{\partial x_j} \left( D^* \frac{\partial \rho}{\partial x_j} \right), \tag{3.4}
\]

\[
A_{\rho u} = \frac{\partial}{\partial x_j} \left( D^* u_i \frac{\partial \rho}{\partial x_j} \right) + \frac{\partial}{\partial x_j} \left( \beta^* \frac{\partial u_k \delta_{ij}}{\partial x_k} u_i \right), \tag{3.5}
\]

and

\[
A_E = \frac{\partial}{\partial x_j} \left[ D^* \frac{\partial u_k u_k}{\partial x_j} \right] + \frac{\partial}{\partial x_j} \left( D^* \frac{\partial \rho e}{\partial x_j} \right) + \frac{\partial}{\partial x_j} \left( \beta^* \frac{\partial u_k \delta_{ij}}{\partial x_k} u_i \right). \tag{3.6}
\]

Here, Eq. (3.4), the first term in Eq. (3.5), and the first two terms in Eq. (3.6) are added to capture contact discontinuities; and the second term in Eq. (3.5) and the last term in Eq. (3.6) are added to capture shocks. These consistent terms in the momentum and energy equations can be derived similarly to the derivation of interface-regularization terms described by Jain et al. (2020). The consistent terms in the momentum and energy equations are introduced such that there is no spurious contribution to the total kinetic energy of the system. Note that, in this work, the ASV is not used. Instead, a dynamic subgrid-scale eddy viscosity model will be adopted in the future (Germano et al. 1991).

The artificial diffusivities used in this work can be defined as

\[
D^* = C_D \frac{1}{\rho \sum_j \frac{\partial^r \rho}{\partial x_j^{r+1}} \left| \left\{ \rho^{(m \pm \frac{1}{2})} \right\}_j + c_s \right|} f_D, \tag{3.7}
\]

and

\[
\beta^* = C_\beta \rho \sum_j \frac{\partial^r \theta}{\partial x_j^{r+2}} \left| H(-\theta) f_\beta, \tag{3.8}
\]

where \(m\) is the grid index; \(\Delta x\) is the grid size; the overbar \(\tau^{(m \pm \frac{1}{2})}\) denotes an arithmetic average of a quantity at \(m\) and \(m \pm 1\); \(C_D\) and \(C_\beta\) are the coefficients for AMD and ABV, respectively; \(c_s\) is the speed of sound; \(\theta = \nabla \cdot \bar{u}\) is the dilatation; and \(f_D\) and \(f_\beta\) are the switching sensors defined as

\[
f_D = \left[ \frac{\left| \frac{\partial \rho}{\partial x_j} \right|^2}{\left| \frac{\partial \rho}{\partial x_j} \right|^2 + a \left( \frac{\theta^2 + \omega_i \omega_i}{|u|} \right) \left( \frac{\rho}{|u|} \right)^2 + \varepsilon} \right], \tag{3.9}
\]

and

\[
f_\beta = \left( \frac{\theta^2}{\theta^2 + a \omega_i \omega_i + \varepsilon} \right), \tag{3.10}
\]

respectively. Here, \(f_\beta\) is a modified version \((a > 1)\) of the original Ducros sensor (Ducros...
et al. 1999) that was used by Kawai et al. (2010) to localize ABV for capturing shocks; and $f_D$ is a new sensor that we propose to localize AMD for capturing contact discontinuities. The purpose of adding this new sensor $f_D$ is to localize AMD further by making it active in the regions containing contact discontinuities and to turn off AMD in the regions with high enstrophy and high dilatation, which represent vortical motions and shocks, respectively. Note that the proposed $f_D$ can also be used with an ATD for capturing contact discontinuities without loss of generality, and we have verified that the advantages of using $f_D$ with AMD also carry over to ATD (results not included here).

Furthermore, in this study, a value of $r = 1$ is used. Note that a higher value of $r$ was used in other studies that use higher-order schemes (Cook 2007; Mani et al. 2009; Kawai & Lele 2008; Kawai et al. 2010; Lee & Lele 2017; Aslani & Regele 2018; Subramaniam et al. 2018; Adler & Lele 2019; Jain et al. 2021). In previous studies, a higher value of $r$ was suggested because it results in dissipating only the higher-wavenumber content that is not resolved by the scheme. However, in this study, with the use of a low-order scheme, the motivation to use $r = 1$ (a lower value of $r$) is to have a sensor that is more localized only at the discontinuities and not to dissipate unresolved scales, unlike the motivation for higher-order schemes. For lower-order schemes, a higher value of $r > 2$ makes the sensor active in other regions in the domain where there is no shock or a contact discontinuity, and this would not be ideal for the simulation of turbulent flows.

3.1. Problem-independent coefficients

The coefficients $C_D$ and $C_\beta$ are generally dependent on the numerical scheme used. In this work, for the second-order central schemes, we use the values $C_D \approx 0.5$, $C_\beta \approx 100$, and $a \approx 100$. Note that the results are fairly robust to these values and do not change with a change in values of these coefficients, as long as those values are changed by less than an order of magnitude. We also show that these coefficients are not dependent on the problem being solved, primarily due to the use of sophisticated sensors in Eqs. (3.9) and (3.10) that are responsible for adding dissipation locally only in the regions where it is needed the most. Hence, the values of these coefficients $C_D$ and $C_\beta$ need to be determined only once for a particular scheme.

4. Discrete kinetic energy– and entropy-consistent dissipative flux formulation

We first show an analogy between the LF flux and the artificial-viscosity methods, and then use this idea to develop kinetic energy– and entropy-consistent flux formulations for the proposed artificial-viscosity method. Consider a general conservation equation of the form

$$\frac{\partial \phi}{\partial t} + \frac{\partial f(\phi)}{\partial x} = 0,$$

where $\phi$ is a conserved quantity, and $f(\phi)$ is the flux function. Using the explicit Euler (EE) time-advancement scheme and the second-order central scheme, the discrete form of the equation can be written as

$$\phi_{m+1}^{n+1} = \phi_m^n - \frac{\Delta t}{2\Delta x} \left[ f(\phi_{m+1}^n) - f(\phi_{m-1}^n) \right].$$

Now, replacing $\phi_m^n$ with $(\phi_{m+1}^n + \phi_m^n)/2$, and rewriting in conservation (flux) form, we obtain

$$\phi_{m+1}^{n+1} = \phi_m^n - \lambda \left( \hat{f}_{m+\frac{1}{2}} - \hat{f}_{m-\frac{1}{2}} \right),$$

where $\lambda$ is the artificial dissipation parameter.
where the numerical flux, \( \hat{f}_{m+1/2} \), is the well known LF flux (LeVeque 1992), given by
\[
\hat{f}_{m+1/2} = \left[ \frac{f(\phi_{m+1}^n) + f(\phi_{m-1}^n)}{2} \right] - \frac{1}{2\lambda} (\phi_{m+1}^n - \phi_m^n),
\] (4.2)
and \( \lambda = \Delta t/\Delta x \) has units of inverse velocity. Now consider the same conservation equation in Eq. (4.1) with a generic artificial viscosity fluid property, \( \epsilon^* \),
\[
\frac{\partial \phi}{\partial t} + \frac{\partial f(\phi)}{\partial x} = \frac{\partial}{\partial x} \left[ \epsilon^* \frac{\partial \phi}{\partial x} \right].
\]
Using EE and second-order central schemes and writing in conservation form, we arrive at
\[
\phi_{m+1}^n = \phi_m^n - \lambda \left[ \hat{f}_{m+\frac{1}{2}} - \hat{f}_{m-\frac{1}{2}} \right],
\]
where the numerical flux is
\[
\hat{f}_{m+\frac{1}{2}} = \left[ \frac{f(\phi_{m+1}^n) + f(\phi_{m-1}^n)}{2} \right] - \epsilon^*_m \frac{1}{2\Delta x} (\phi_{m+1}^n - \phi_m^n).
\] (4.3)
Note that if \( \epsilon^* = 2\Delta x/\lambda \), then the LF flux and the artificial viscosity method are identical (provided that a second-order central scheme is used for the discretization of the artificial-viscosity terms).

The LF flux is known to be entropy stable, but it is also highly dissipative. Therefore, the idea proposed in this work is to replace the non-dissipative central flux in the LF flux with a kinetic energy– and entropy-preserving (KEEP) flux in Jain & Moin (2020) and to further localize the dissipative part of the LF flux, only to those regions where they are needed, with the use of sensors. The new proposed flux can then be represented as
\[
\hat{f}_{m+\frac{1}{2}} = \hat{f}_{m+\frac{1}{2}} \bigg|_{KEEP} - \hat{f}_{m+\frac{1}{2}}^d,
\] (4.4)
where \( \hat{f}_{m+1/2}^d \) is the dissipative flux given by
\[
\hat{f}_{m+\frac{1}{2}}^d = \epsilon^*_m \frac{1}{2\Delta x} (\phi_{m+1}^n - \phi_m^n).
\] (4.5)
Here, \( \epsilon^*_m \) represents a localized artificial fluid property. In this work, the non-dissipative central flux is replaced with the second-order KEEP scheme of Jain & Moin (2020). However, in general, this central flux can be replaced with any other low/non-dissipative flux.

Chandrashekar (2013) explored a similar idea by replacing the non-dissipative central flux with a kinetic energy-preserving (KEP) flux. But the dissipative flux in their approach was not localized and was present everywhere in the domain. Another difference is that they used a scalar dissipation of momentum to capture all discontinuities. The scalar dissipation of momentum not only acts on the dilatational motion at the shocks, but also dissipates the vortical structures, which makes the method even more dissipative and unsuitable for the simulation of turbulent flows. They concluded that this approach was too dissipative.

5. Discrete fluxes for the proposed method

The discrete consistency conditions between the mass, momentum, kinetic energy, and internal energy convective fluxes proposed by Jain & Moin (2020) can be further extended
to include dissipative fluxes. If the full mass flux is written as

$$\hat{C}_j|_{(m \pm 1/2)} = \hat{C}_j|_{(m \pm 1)} + \hat{C}_j'|_{(m \pm 1/2)}$$,

(5.1)

where \( \hat{C}_j|_{(m \pm 1/2)} \) is the convective part and \( \hat{C}_j'|_{(m \pm 1/2)} \) is the dissipative part, then, the momentum- and kinetic energy–consistency conditions are given by

$$\hat{M}_{ij}|_{(m \pm 1/2)} = \left( \hat{C}_j|_{(m \pm 1/2)} + \hat{C}_j'|_{(m \pm 1/2)} \right) \hat{u}_i^{(m \pm 1/2)} + \hat{M}_{ij}'|_{(m \pm 1/2)},$$

(5.2)

and

$$\hat{K}_j|_{(m \pm 1/2)} = \left( \hat{C}_j|_{(m \pm 1/2)} + \hat{C}_j'|_{(m \pm 1/2)} \right) \frac{u_i|_{(m \pm 1)} u_i|_{(m)}}{2} + \hat{K}_j'|_{(m \pm 1/2)},$$

(5.3)

where \( \hat{M}_{ij}'|_{(m \pm 1/2)} \) represents an additional momentum dissipative flux. Using these consistency conditions, and following the notation used in Eq. (4.5) for the LF-type dissipative fluxes, the proposed artificial-viscosity method—an EC-LAD method—can be written in discrete flux form as

$$\hat{C}_j^d|_{(m \pm 1/2)} = -\frac{D^{m \pm 1/2}}{\Delta x_j} (\Delta_j \rho),$$

(5.4)

$$\hat{M}_{ij}^d|_{(m \pm 1/2)} = \left( -\frac{D^{m \pm 1/2}}{\Delta x_j} (\Delta_j \rho) \right) \hat{u}_i^{(m \pm 1/2)} - \beta^{m \pm 1/2} \frac{\partial u_j^{(m \pm 1/2)}}{\partial x_k} \delta_{ij}$$,

(5.5)

$$\hat{K}_j^d|_{(m \pm 1/2)} = \left( -\frac{D^{m \pm 1/2}}{\Delta x_j} (\Delta_j \rho) \right) \frac{u_i|_{(m \pm 1)} u_i|_{(m)}}{2} + \left( -\beta^{m \pm 1/2} \frac{\partial u_k^{(m \pm 1/2)}}{\partial x_j} \delta_{ij} \right) \hat{u}_i^{(m \pm 1/2)},$$

(5.6)

$$\hat{\rho}_j^d|_{(m \pm 1/2)} = -\frac{D^{m \pm 1/2}}{\Delta x_j} (\Delta_j \rho),$$

(5.7)

$$\hat{P}_j^d|_{(m \pm 1/2)} = -\frac{D^{m \pm 1/2}}{\Delta x_j} (\Delta_j \rho),$$

(5.8)

where \( \hat{C}_j^d|_{(m \pm 1/2)} \), \( \hat{M}_{ij}^d|_{(m \pm 1/2)} \), \( \hat{K}_j^d|_{(m \pm 1/2)} \), and \( \hat{\rho}_j^d|_{(m \pm 1/2)} \) are the localized LF-type total dissipative fluxes of mass, momentum, kinetic energy, and internal energy, respectively.

6. Results

In this section, the proposed artificial-viscosity method is used to simulate a wide variety of test cases, involving the classical one-dimensional shock-tube case and an LES of compressible turbulent flow, to assess the accuracy of this method in capturing the discontinuities as well as its low-dissipative nature and robustness in simulating compressible turbulent flows. The proposed method is implemented in the low-dissipative CTR-DIs3D solver (Jain et al. 2020; Jain & Moin 2020), which uses a second-order central scheme and a fourth-order Runge-Kutta scheme for spatial and temporal discretizations, respectively.

6.1. Modified Sod test case

The modified Sod-shock tube is a classic one-dimensional test case used to assess the accuracy of shock and contact discontinuity-capturing methods that was originally proposed by Sod (1978). Here, a modified version of the test case is used, because an entropy-consistent scheme is needed to avoid the entropy-violating jump that would otherwise form in the expansion region of this modified Sod shock-tube case (Chandrashekar 2013). The initial setup consists of a Riemann problem with the left state
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Figure 1. Modified version of the Sod shock-tube test case: (a) density, \( \rho \), and (b) artificial mass diffusivity, \( D^* \).

\((\rho, u, p) = (1.0, 0.75, 1.0)\) and the right state \((\rho, u, p) = (0.125, 0.0, 0.1)\), and the discontinuity located at \( x = 0.3 \). Here, \( N = 400 \) is the number of grid points, and the results are presented at the final time of \( t = 0.2 \) in Figure 1.

The simulation results in Figure 1 show that the shock and contact discontinuities are captured accurately with the proposed EC-LAD method, and that the method does not suffer from the formation of entropy-violating shock. The density, \( \rho \), and artificial mass diffusivity, \( D^* \), are plotted in Figure 1(a) and 1(b), respectively, at time \( t = 0.2 \), with and without the newly proposed switching sensor, \( f_D \). Figure 1(b) shows that the \( D^* \) is active around the shock, contact discontinuity, and expansion fan when the proposed \( f_D \) sensor is not being used. However, the use of the \( f_D \) sensor localizes \( D^* \) mostly to regions around the contact discontinuity. Non-zero values of \( D^* \) around shocks would unnecessarily make the method more dissipative because \( \beta^* \) is already active in this region to resolve the shock. Therefore, the use of the new switching sensor \( f_D \) makes the method less dissipative without affecting the accuracy of the solution.

6.2. Decaying homogeneous isotropic turbulence with shocklets

In this section, the non-dissipative nature, accuracy, and robustness of the proposed artificial-viscosity method are assessed for the LES of compressible turbulent flows with shocklets. Here, a decaying homogeneous isotropic turbulence (HIT) is simulated at a high enough Mach number that shocklets are generated in the flow (Lee et al. 1991). The initial Taylor-scale Reynolds number of the flow is \( Re_{\lambda,o} = 100 \), and the turbulent Mach number is \( M_{t,o} = 0.6 \). The Prandtl number is chosen to be \( Pr = 0.7 \), and the material properties of the fluid are \( \gamma = 1.4 \) and \( R = 1 \). The domain is triply periodic cube with dimensions \([0, 2\pi]\). Here, a coarse resolution of \( 64^3 \) grid points is used, and hence, this is a good test to assess the amount of numerical dissipation added by the shock- and contact discontinuity-capturing method.

Figure 2 shows the results from the simulation (a) with \( f_D \) and \( f_\beta \) (the proposed method), (b) with \( f_D \) and without \( f_\beta \), (c) without \( f_D \) and with \( f_\beta \), and (d) without \( f_D \) and without \( f_\beta \). To compare the results, a direct numerical simulation (DNS) of the same test case is performed on a \( 256^3 \) mesh; the results are also filtered onto a \( 64^3 \) mesh and are shown in Figure 2. Clearly, the simulation results show that the use of \( f_D \) and \( f_\beta \) sensors is necessary to recover the correct dilatational, density, and vorticity variances.

The simulations are the least accurate without the use of the \( f_D \) and \( f_\beta \) sensors. Using these \( f_D \) and \( f_\beta \) sensors individually improves the results by making the method
less dissipative, and using both sensors gives the best results. Therefore, the proposed method along with the sensors results in a robust, accurate, and low-dissipative method for capturing shocks and contact discontinuities for LES of compressible turbulent flows.

6.3. Shock-vortex interaction

In this section, a shock-vortex interaction is simulated using the proposed artificial-viscosity method. Section 6.2 demonstrated that the proposed method is low-dissipative and is suitable for LES of compressible turbulent flows. This section, in contrast, will assess the accuracy and suitability of the present method for the DNS of compressible turbulent flows.

This test case is taken from the work of Inoue & Hattori (1999), Zhang et al. (2005), and Chatterjee & Vijayaraj (2008) and has also been used to evaluate the shock-capturing capability by Subramaniam et al. (2019) and Haga & Kawai (2019). The initial setup of this case consists of a $M = 1.2$ stationary shock located at $x = 0$ and an isentropic vortex of strength $M_v = 0.25$, initially located upstream of the shock at $x = 4$. The initial vortex field is given by

$$u_\theta(r) = M_v r \exp \left( \frac{1 - r^2}{2} \right), \quad u_r(r) = 0,$$

$$p(r) = \frac{1}{\gamma} \left[ 1 - \left( \frac{\gamma - 1}{2} \right) M_v^2 \exp (1 - r^2) \right]^{\frac{\gamma}{\gamma - 1}},$$

$$\rho(r) = \left[ 1 - \left( \frac{\gamma - 1}{2} \right) M_v^2 \exp (1 - r^2) \right]^{\frac{1}{\gamma - 1}},$$
where $u_\theta$ is the angular velocity, $u_r$ is the radial velocity, $r$ is the radial distance from the center of the vortex, and $\gamma$ is the ratio of specific heats. The pressure field at the time of $t = 6$ is shown in Figure 3 along with the ABV, $\beta^*$. At this time, the vortex has passed through the shock and generates a deformed shock surface. The results show that the $f_\beta$ sensor has successfully localized $\beta^*$ only to those regions around the shock, while maintaining the accuracy in capturing the shock without the need for separately tuning the coefficients in this case.

7. Conclusions

In this work, we propose a novel, entropy-consistent, and stable LAD-based shock- and contact discontinuity-capturing method. Using an analogy between the LF flux and the artificial-viscosity methods, a discrete LF-type flux formulation is presented for the proposed LAD method. The proposed method satisfies the discrete kinetic energy– and entropy-consistency conditions presented by Jain & Moin (2020), hence the name. We use a modified Ducros sensor that further localizes the artificial bulk viscosity, and we propose a new switching sensor that localizes the artificial mass/thermal diffusivity that is responsible for capturing contact discontinuities. These sensors are designed in a way that the resulting method does not require tuning coefficients, depending on the problem being solved, that are typical of classical LAD methods. We show that the proposed method accurately captures shocks and contact discontinuities, without the need for problem-dependent tuning, for a wide range of problems, such as the one-dimensional Sod test case, decaying HIT with shocklets, and shock-vortex interaction. Therefore, the proposed method is suitable for LES and DNS of compressible turbulent flows with discontinuities. An extension of the proposed method to compressible two-phase flows is presented in the Appendix.
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Appendix. Extension to two-phase flows

For the simulation of two-phase flows, we use the five-equation model of Allaire et al. (2002) and Kapila et al. (2001) with the conservative diffuse-interface method for compressible two-phase flows (Jain et al. 2020; Jain & Moin 2020). Following Section 3, the proposed artificial-viscosity method for two-phase flows with this five-equation diffuse-interface model can be written as

\[
\frac{\partial \phi_1}{\partial t} + \frac{\partial u_j \phi_1}{\partial x_j} = (\phi_1 + \zeta_1) \frac{\partial u_j}{\partial x_j} + \frac{\partial a_{ij}}{\partial x_j} + \frac{\partial}{\partial x_j} \left( D^* \frac{\partial \phi_1}{\partial x_j} \right),
\]  

(7.1)

\[
\frac{\partial \rho_1 \phi_1}{\partial t} + \frac{\partial u_j \rho_1 \phi_1}{\partial x_j} = \frac{\partial R_{ij}}{\partial x_j} + \frac{\partial}{\partial x_j} \left( D^* \frac{\partial \rho_1 \phi_1}{\partial x_j} \right), \quad l = 1, 2,
\]  

(7.2)

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial p u_i}{\partial x_j} + \frac{\partial p}{\partial x_i} = \frac{\partial u_i}{\partial x_j} + \frac{\partial \tau_{ij}}{\partial x_j} + \sigma \kappa \frac{\partial \phi_1}{\partial x_i} + \rho g_i + \rho u_i g_i,
\]  

(7.3)

\[
\frac{\partial E}{\partial t} + \frac{\partial (E + p) u_j}{\partial x_j} = \frac{\partial \tau_{ij} u_i}{\partial x_j} + \frac{\partial k f_j}{\partial x_j} + \frac{\partial}{\partial x_j} \left( D^* \frac{\partial \rho}{\partial x_j} \right) + \frac{\partial}{\partial x_j} \left( D^* \frac{\partial p e}{\partial x_j} \right) + \frac{\partial}{\partial x_j} \left( \beta^* \frac{\partial u_k}{\partial x_k} \delta_{ij} u_i \right),
\]  

(7.4)

where \( \phi_1 \) is the volume fraction of phase \( l \) that satisfies the condition \( \sum_{l=1}^{2} \phi_l = 1 \); \( \rho_l \) is the density of phase \( l \); \( \rho \) is the total density, defined as \( \rho = \sum_{l=1}^{2} \rho_l \phi_l \); \( \bar{u} \) is the velocity; \( p \) is the pressure; \( e \) is the specific mixture internal energy, which can be related to the specific internal energy of phase \( l \), \( c_l \), as \( e = \sum_{l=1}^{2} \rho_l c_l \); \( k = u_i u_i / 2 \) is the specific kinetic energy; \( E = \rho (e + k) \) is the total energy of the mixture per unit volume; and the function \( \zeta_1 \) is given by

\[
\zeta_1 = \frac{\rho_2 c_2^2 - \rho_1 c_1^2}{\phi_1 c_1^2 + \phi_2 c_2^2},
\]  

(7.5)

where \( c_l \) is the speed of sound for phase \( l \). In Eq. (7.4), \( h_1 = e_i + p / \rho_1 \) represents the specific enthalpy of phase \( l \) and can be expressed in terms of \( \rho_l \) and \( p \) using the stiffened-gas equation of state as

\[
h_1 = \frac{(p + \pi_l) \gamma_l}{\rho_l (\gamma_l - 1)}.
\]  

(7.6)

In Eqs. (7.1)-(7.4), \( \sigma \) is the surface-tension coefficient, \( \kappa = -\vec{\nabla} \cdot \vec{n}_l \) is the curvature of the interface, \( g \) is the gravitational acceleration, and \( \vec{a}_l \) is the volumetric interface-regularization flux for phase \( l \), which satisfies the condition \( \vec{a}(\phi_1) = -\vec{a}(\phi_2) \).
$\vec{\nabla}\phi_l/|\vec{\nabla}\phi_l|$ is the normal of the interface for phase $l$; $\vec{R}_l = \rho_l \vec{a}_l$ is the interface-regularization flux in the mass balance equation for phase $l$. $\vec{f} = \sum_{i=1}^{2} \vec{R}_l = \sum_{i=1}^{2} \rho_i \vec{a}_i$ is the net interface-regularization flux for the mixture mass. Note that the artificial diffusivities in Eqs. (3.7) and (3.8) work well for two-phase flows with minimal modifications (not included here for brevity).
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