Probing low temperature glass dynamics by fast generation and detection of optical holes
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High resolution, fast optical hole burning results are reported for the amorphous system cresyl violet in ethanol glass at 1.3 K. Holes are burned and detected using a novel technique which allows precise detection of narrow (≈0.03 cm⁻¹), shallow (≈1%) holes 10 µs to 50 ms after their generation. The hole width is observed to change linearly when plotted against log time. Using a four point correlation model of optical hole burning, this spectral diffusion is shown to arise from a 1/R distribution of fluctuation rates. The distribution extrapolates to the value of the two pulse photon echo linewidth measured on the same system.

1. Introduction

Reported here are the results of waiting-time-(Tₜₗ) dependent hole burning experiments on the system cresyl violet in glassy ethanol-d. The waiting time dependence, that is, the dependence of the hole linewidth on the waiting time between burning and detecting the hole, of cresyl violet in ethanol has been reported earlier in the range 0.1 < Tₜₗ < 4000 s [1]. Using a novel technique described in section 2, this type of study is extended for the first time into the range 10 µs < Tₜₗ < 0.1 s. This combination of Tₜₗ-dependent data, which span many orders of magnitude in time, along with recent theoretical advances in analyzing waiting-time-dependent results [2] gives new information about the nature of the dynamics of low temperature glasses.

The dynamics of glasses and supercooled liquids, as well as other complex systems, are usually characterized by a very broad distribution of relaxation times. Thermodynamic properties and other phenomena are often observed to vary over decades of time [3]. Although this behavior is most often observed in the region of the glass transition temperature, several researchers [4-6] indirectly observed this phenomenon in the low temperature regime (< 1 K) with the discovery and subsequent modeling of non-Debye specific heats of inorganic glasses. The excess specific heat (relative to crystals) was attributed to low energy degrees of freedom, the so-called two level systems (TLS), which have both broad distributions of energies and relaxation rates (tunneling parameters). A TLS is described by an asymmetric double well potential with an energy asymmetry, E, and a tunneling parameter between the wells, λ. In the original TLS model the distributions of energies and tunneling parameters were assumed to be constant. This was sufficient to model the limited thermodynamic data available at that time. However, more realistic, system-dependent distribution functions are required to successfully model the vast amount of data now available. The TLS model along with these distribution functions is presently the best description of low temperature dynamics [1,7,8].

Since its use in describing anomalous heat capacity data, the TLS model has been used to successfully model the results of many other experiments on low temperature glasses. The results of thermal conductivity measurements [5,9] were successfully modeled by a distribution of TLS energies. The observation of acoustic phenomena, such as phonon echoes [10] and ultrasonic attenuation [11-13], has also been explained by the TLS model. The consistent observation of much broader than lifetime limited
linewidths detected by hole burning [14,15] and fluorescence line narrowing spectroscopy [16] has long been attributed to the existence of TLS. The temperature dependences of these linewidths, like the temperature dependence of thermodynamic data such as heat capacity, has provided information about the energy levels (density of states) of low temperature glasses.

Optical experiments also have the capacity to examine the distribution of dynamic processes in glasses. However, it was not until 1984 that this was demonstrated when the linewidth of spectral holes in a low temperature glass was shown to be time dependent [17]. Soon thereafter, stimulated photon echo data provided a further example of time-dependent linewidths in an inorganic glass [18]. In each case the linewidth was observed to broaden logarithmically over time. Later, hole burning and two pulse photon echo results were compared showing that the linewidth changes a factor of 6 between the time scales of the two experiments – nanoseconds to hundreds of seconds [19,20]. Since those reports, other systems have exhibited similarly dramatic time dependences [21-23].

Recent theoretical work of Bai and Fayer [21] based upon the earlier work of several authors studying spin dynamics [27-29] and the four point correlation function description of optical observables [30] has produced a useful set of relations between the observables of waiting-time-dependent experiments and the underlying fluctuation rate distribution. This treatment has been given previously [1,2,20,26], and, therefore, only a brief description will be given here. Time-dependent shifts in the resonant frequency of chromophores in a glass are responsible for time-dependent line broadening (spectral diffusion). In the TLS model these frequency perturbations are caused by interactions with the randomly fluctuating TLSs surrounding the chromophores. That is, the resonant frequency of a particular chromophore is dependent on the absolute states of the nearby TLSs. The term state refers to which side of the TLS asymmetric potential the TLS occupies. With time, the states of these TLSs will change due to phonon assisted tunneling. These fluctuations have a broad range of rates due to the distribution of TLS tunneling parameters. Thus, the resonant frequency of the chromophore will tend to drift. Therefore, if a sharp spectral feature such as a hole is prepared, it is only a matter of time before it is dulled due to interactions with the fluctuating environment. It is the four point dipole correlation function, which was mentioned above and is described elsewhere [2,30], which relates the fluctuations of the TLS to actual line broadening. By averaging the correlation function over all the internal parameters of the dye-glass system, one obtains a complete description of time-dependent linewidths.

The necessary averages of the correlation function have been carried out for the case of TLS-induced dephasing in glasses, and the resulting relationships between the rate distributions of TLS fluctuations and experimental observables such as hole linewidths have been calculated [1,2]. When the line shape is Lorentzian, it can be shown that the linewidth is given by
where $P(R)$ is the fluctuation rate distribution which describes the density of fluctuating TLS as a function of their relaxation rate. Eq. (1) is the key to analyzing waiting-time-dependent hole broadening in terms of the fluctuation rate distribution. This relation will be used in section 4 to obtain $P(R)$ from the experimental data.

3. Experimental procedures

The sample studied was a 1.2x10^{-4} M solution of cresyl violet (Exciton) in ethanol-d. Previous work has found the hole width to be independent of concentration for these molarities [1]. It should be noted that the dynamics of ethanol-d are identical to those of ethanol [1,20,21]. Ethanol-d was chosen because it has factor of $\approx 20$ lower persistent hole burning efficiency [20,21]. After placing in a 1 mm spectroscopic cuvette, the sample was quickly cooled to liquid helium temperatures in a ^4He bath cryostat. The cooling rate was rapid enough to avoid formation of the alternate glassy phase of ethanol which has been observed previously in thermodynamic and optical experiments [31,32].

All spectra were recorded on the red side of the 0-0 absorption at 620 nm. This is well to the red of the absorption maximum at 610 nm [24]. The optical density of the sample at this wavelength was 0.6. The laser source for this experiment was a Coherent model 559-21 scanning single-mode dye laser pumped by an Innova 90-5 argon ion laser run in all lines mode.

The basic concept of this experiment is similar to those reported previously in which waiting-time-dependent hole burning results were recorded in the range 0.1 to 5000 s [1,33]. A hole is prepared with a sufficiently short laser pulse and then is monitored over time. In the previous studies, hole spectra were recorded by subsequent scans of the dye laser [1], therefore data could not be obtained with waiting times any faster than $\approx 100$ ms. To obtain data for shorter times, a new method was employed.

The method used is diagrammed in fig. 1. The single mode output of the dye laser was split into two beams. The first, dubbed the burning beam, was put through two 40 MHz acousto-optic modulators (AOMs) and a mechanical shutter before being focused onto the sample allowing continuous monitoring of the OD after burning. The shutter limited the AOM leakage exposure time to less than 1 ms. Two burning beam spot sizes were used - 150 and 450 μm.

The second beam, called the reading beam, passed through a variable attenuator, a frequency shifter, and a spatial filter before reaching the sample counter linear to the burning beam. The variable attenuator was a polarizer, ½ λ plate, polarizer combination which had a dynamic range of $\approx 10^{5}:1$. The frequency shifter was a 250 MHz acousto-optic modulator driven at 300 MHz which was the upper limit of its bandwidth. The frequency of the reading beam could be shifted in steps of 300 MHz by successively sending the diffracted beam back through the modulator. Frequency shifts of up to 1.5 GHz could be accomplished in this fashion. Thus, instead of measuring the entire frequency spectrum at a single time, as has been done previously, the entire time dependence is measured at a single frequency. This is repeated for
a number of precisely controlled frequencies in 300 MHz steps.

The frequency shift was done at the expense of beam quality, however. Each pass through the frequency shifter distorted the beam profile. Therefore, the beam was passed through a spatial filter to clean it up before reaching the sample. Two reading beam spot sizes were used - 135 and 365 μm. All of the spot sizes used, both burning and reading, gave identical results. Table 1 is a list of burning and reading intensities used and the maximum depth of the transient holes obtained for each power.

After the sample, the reading beam was split off and sent into a cooled photomultiplier tube for detection. To protect the phototube from scattered light from the burning beam, which was typically 10⁶ times more intense than the reading intensity, the beam was passed through an AOM which was switched off only during burning. Laser intensity fluctuations were controlled in two ways. An AOM controlled by a photodiode and feedback circuit (collectively called a "noise eater") stabilized the output of the laser. This controlled both short term noise and long term laser drift. A second photodiode monitored the laser intensity from a pickoff before the cryostat. This intensity was stored by computer and was later used to divide out laser intensity fluctuations not accounted for by the noise eater.

The burn/read sequence was as follows. Following a 100 ms read beam exposure to determine the baseline transmission, a 10–100 μs burn pulse generated a transient hole. The read beam transmission was then monitored for up to 100 ms. The data were collected by a 1 MHz, two channel, 12 bit ADC and stored. Following the acquisition of data, the computer corrected the data for laser intensity fluctuations and averaged it logarithmically (generating an equal number of time points per decade) reducing the data from 100 kbytes to 1 kbyte. In the time it took for the computer to average the data, the remainder of the transient hole had decayed leaving behind a negligibly small (~0.03%) persistent hole. Therefore data could be acquired repeatedly. Up to 100 shots were taken on the same spot. Smaller numbers of shots were taken on fresh spots yielding identical results.

When a small persistent hole had developed, the laser could be changed to a fresh spot or new frequency. However, to increase the rate of data acquisition, a hole erasing procedure was used. Laser-induced hole filling has been reported by a number of authors most notably Fearney, Carter and Small [34]. Irradiation of the sample at a frequency other than that which induced the hole will, under certain condition, reduce the hole area. To this end ~250 mW of the argon ion laser beam was picked off before the data laser and used as a periodic erasing beam. With exposure times of ~10 s, it erased essentially 100% of the hole without influencing the results of the waiting-time-dependent experiments. The data were identical whether the erasing procedure was used or new spots or frequencies were used. This will be discussed in detail subsequently [35].

Transmission versus waiting time data were recorded for each of six different shifted burning frequencies. Note that the data were not recorded simultaneously, but that each shifted frequency was recorded one at a time. When changing from one frequency to another, the reading beam direction shifted slightly, thus to ensure that good overlap between reading and burning beams was maintained, 200 μm (400 μm for larger spot sizes) pinholes on removable mounts were placed before and after the cryostat. By checking the transmission through the pinholes, the beams could be easily aligned. Small changes in alignment could be monitored in a simple

<table>
<thead>
<tr>
<th>Spot size (μm)</th>
<th>Burn time (μs)</th>
<th>Fluence (μJ/cm²)</th>
<th>Transient hole depth (b) (%)</th>
<th>Reading beam intensity (μW/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>10</td>
<td>50</td>
<td>1.5%</td>
<td>15</td>
</tr>
<tr>
<td>450</td>
<td>100</td>
<td>100</td>
<td>2.2%</td>
<td>1.4</td>
</tr>
</tbody>
</table>

a) Diameter of the intensity.  b) Maximum depth achieved.
way. Periodically during the acquisition of transient transmission data, a persistent hole was purposefully burned with the burning beam and scanned with the reading beam. The area of this persistent hole was proportional to the degree of overlap between the two beams in the sample. Thus small drifts or misalignments could be effectively normalized out. As a check of this procedure, after a transient transmission data set was collected, a second set was acquired with deliberately misaligned beams. Using the "normalization" holes, the difference between the data sets could be removed to within the signal to noise ratio limits.

To ensure that the pulsed burning conditions listed in table 1 were not artificially affecting the holewidths, persistent holes were burned by using a large number of pulses identical to those used to record the transient data. These holes were then scanned and the linewidths measured. Holes were burned both with pulsed conditions and with very low power (~1 nW) cw beams and both before any erasing had occurred and after many holes had been burned and erased on the same spot. In each case, the holewidth was identical for identical waiting times (~100 s) indicating that there was indeed no artificial hole broadening from burning with short pulses or from erasing. A detailed description of these tests will be published later [35].

Once a complete set of transmission versus waiting time data was acquired, it was converted to a set of 300 holes by taking time slices through the data. These holes were then fit by a least squares method to generate the holewidth versus time data reported in section 4. Several data sets were collected to ensure reproducibility. Once reproducibility was confirmed, the data sets were then averaged together.

4. Results and discussion

Fig. 2 shows change in optical density versus time curves for three of the six different read beam shift frequencies - 80 MHz, 680 MHz, and 1.28 GHz. The extra factor of 80 MHz is introduced by the two 40 MHz AOMs which modulate the burning beam. The solid lines through the data are best fits to a triple-exponential decay combined with a hole broadening function. The fits were not used to calculate the holewidth versus time data presented below. The raw data was used instead. The time scale studied in this measurement is in the range of the triplet lifetime of typical laser dyes. At low temperature, where spin-lattice relaxation is slow, three unequal triplet lifetimes are often observed [36]. The fact that the data may be fit to a triple exponential is consistent with, but does not prove, the notion that the transient holes observed here are caused by a triplet bottleneck with three different lifetimes. The best fit lifetimes are 60 ms, 1.5 ms, and 80 µs with magnitudes roughly in the ratio 5:2:4. There is no a priori reason to expect hole filling to be accompanied by hole broadening, and, indeed, earlier work performed at longer times suggests that there is no such correlation [1].

Fig. 3 shows two holes obtained at waiting times of 10 and 100 µs. Note that data are obtained for positive frequency shifts only. The data are reproduced on the negative side for display purposes. Fig. 4 is a full plot of the holewidth versus log waiting time. As can be seen in the figure, the holewidth shows a linear dependence on log time for waiting times faster than 100 ms. This yields a 1/R fluctuation rate distribution [26]. No deviation is seen from this distribution even at the fastest times.

Fig. 5a is a plot of the data of fig. 4 graphed along with the results of waiting-time-dependent holewidth studies obtained previously for 0.1 < T_w < 5000 s. The solid line is a fit of the combined data according to eq. (1), using a P(R) which is log nor-
Fig. 3. (a) and (b): Two holes burned in the system cresyl violet in ethanol-d glass at 1.3 K and recorded with different waiting times. The solid lines are the best fit Lorentzians to the data.

Fig. 4. Plot of hole width versus log time in seconds for cresyl violet in ethanol-d at 1.3 K. The fact that the data broaden linearly when plotted versus log time indicates that the fluctuation rate distribution is 1/R in this region. The solid line is the best fit according to eq. (3) using a P(R) which is 1/R.

Abruptly according to eq. (2) as is shown in fig. 5b. This is, of course, unphysical. However, a function which decays smoothly to zero in less than one decade in time would produce a nearly identical time-dependent linewidth according to eq. (1). Note that the small rise just at the slow end of the 1/R distribution is from the tail of the log normal distribution.

Phenomenological models of glass dynamics predict a 1/R form for the fluctuation rate distribution. This arises naturally if one assumes a constant distribution of tunneling parameters when using the TLS model. This form of the distribution has been determined from two pulse photon echo data for fast rates \[20,21,24,37\] and has also been used to describe other aspects of glass dynamics \[5,6,14\]. It has been shown \[20,26\] that for such a distribution the four point correlation function is

\[
C(t, T_w, T, \tau) = \exp\left[-\beta t \left[\ln(T_w/T) + \ln\left(\frac{T}{T_0}\right)\right]\right],
\]

where \(\beta\) is a dimensionless constant equal to \(3.6\) \[26\]. \(\beta\) is a constant which includes the density of TLS and the TLS/chromophore coupling strength. Using this relation it is possible to calculate the two pulse echo linewidth from the \(P(R)\) distribution given by the \(T_w\)-dependent hole burning data. This analysis will be published in detail elsewhere \[35\]. Letting \(P(R) = \Delta\omega/R\) the relation is

\[
\Gamma_{PE} = \Delta\omega\theta/2 + \Gamma_0.
\]
Fig. 5. (a) Plot of holewidth versus log time in seconds for cresyl violet in ethanol-d at 1.3 K. The data are plotted along with holewidth results obtained earlier [1] for the same sample and temperature [1]. Note that the new data fit smoothly into the data taken previously. (b) Plot of $P(R) R$ versus log $R$ used to fit the data in (a). $P(R)$ is $1/R$ at large rates and cuts off to a log normal distribution at slow rates. See text for values of the parameters. The small rise at the slow end of the $1/R$ distribution is from the tail of the log normal distribution. Extrapolating the $1/R$ distribution to the timescale of the two pulse echo gives good agreement with photon echo results (see text).

Where $T_0$ is the lifetime contribution to the linewidth. For cresyl violet in deuterated ethanol $T_0 = 28$ MHz [21]. Using the value of $\Delta \omega$ determined from the slope of the linear data of fig. 4 [35], i.e. $\Delta \omega = 0.115$ GHz, one obtains $\Gamma_{PE} = 230$ MHz for cresyl violet in ethanol-d glass at 1.3 K. Interpolating previously reported two pulse echo data gives $\Gamma_{PE} = 180$ MHz which is reasonable considering the scatter of the photon echo data [24]. However, since $P(R)$ is still undetermined in the four decades between 10 $\mu$s and 1 ns, it is possible that the echo interpolation is correct and that the value of $\Delta \omega$ at very large rates is somewhat smaller than what is observed from 10 $\mu$s to 50 ms.

These experimental results provide insight into the structure of the dynamics in low temperature glasses. Many previous experiments on glasses have focused on a single quantity, i.e. a linewidth or a heat capacity, measured at a single waiting time. Such experiments reduce the entire range of dynamics to a single point. However, the key to understanding the dynamics of glasses lies in understanding the entire dynamical spectrum. The fluctuation rate distribution for ethanol at low temperature is now known from 5000 s to 10 $\mu$s and from a few picoseconds to $\approx 1$ ns. Experiments are currently in progress to fill in the remaining four decade gap in the distribution.
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