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Instantaneous normal mode calculations of the low frequency solvent modes of carbon tetrachloride
(CCl,) and chloroform(CHCI,), and experiments on the vibrational population dynamics ofithe

CO stretching modé~1980 cmi?) of tungsten hexacarbonyl in CChnd CHC} are used to
understand factors affecting the temperature dependence of the vibrational lifetime. Picosecond
infrared pump—probe experiments measuring the vibrational lifetime offthemode from the

melting points to the boiling points of the two solvents show a dramatic solvent dependence. In
CCl,, the vibrational lifetime decreases as the temperature is increased; however, ig, @¢Cl
vibrational lifetime actually becomes longer as the temperature is increased. The change in thermal
occupation numbers of the modes in the solute/solvent systems cannot account for this difference.
Changes in the density of states of the instantaneous normal modes and changes in the magnitude
of the anharmonic coupling matrix elements are considered. The calculated differences in the
temperature dependences of the densities of states appear too small to account for the observed
difference in trends of the temperature dependent lifetimes. This suggests that the temperature
dependence of the liquid density causes significant changes in the magnitude of the anharmonic
coupling matrix elements responsible for vibrational relaxation19®5 American Institute of
Physics.

I. INTRODUCTION ence between INMs and true crystalline phonons. In a crys-
tal, all phonon modes are bound, giving real phonon frequen-
The population dynamics of the vibrations of a poly- cies. In a liquid, the structure is continually evolving. Not all
atomic solute molecule in a polyatomic liquid solvent canof the modes are bound, so that INMs have both real and
involve the internal vibrational modes of the solute, the vi-imaginary frequencies. The imaginary frequency modes are
brational modes of the solvent, and the low frequency conrelated to the structural evolution of the qud’id_
tinuum of solvent mode$? An initially excited high fre- Vibrational relaxation involves a cubic or higher order
quency vibrational mode of a solute molecule can relax byanharmonic process. The “order” of the process refers to the
transferring vibrational energy to a combination of lower fre-number of quanta involved in the relaxation. In the simplest
quency internal vibrations and solvent vibrations. Howevercubic anharmonic process, the initial excited vibration is an-
in general, a combination of lower frequency vibrations will nihilated, a lower frequency internal mode or solvent mode
not match the initial vibrational frequency. Therefore, one oris excited, and a phonon is excited to conserve energy. For a
more quanta of the continuum will also be excit@d anni-  high frequency mode to relax by a cubic process, there must
hilated to make up for the mismatch in the vibrational fre- pe another high frequency mode close enough in energy for

quencies and conserve energy. the energy mismatch to fall within the phonon bandwidth. In
The low frequency solvent continuum can be describedh quartic or higher order process, the initial vibration is an-
in terms of instantaneous normal modé¥Ms).>~" For vi- nihilated, two or more lower frequency vibrations are cre-

brational relaxation in liquids, the INMs play the same roleated, and one or more phonons are created to conserve en-
as do phonons in crystals. In a crystal, the phonons provide @rgy. Unless there is a coincidence or Fermi resonance in
continuum of modes that can be created or annihilated tevhich energy can be conserved by the creation and annihi-
conserve energy in relaxation processes between high frgation of discreet vibrational modes alone, at least one mode
quency vibrations. Because of this similarity, for simplicity of the low frequency continuum of states will be involved in
we will refer to the INMs as phonons of the liquid or just vibrational population dynamics. The rate constants for vi-
phonons. It is important to recognize the important differ-brational population relaxation dynamics can be described in
terms of Fermi’s golden rule. Therefore, it is clear that the
aCurrent address: Technische Univeisitdiinchen, Physik Department density of states of the low frequency continuum of INMs
E11, James-Franck-Str., 85748 Garching, Germany. will be important in vibrational dynamics.
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3326 Moore et al.: Vibrational population dynamics in liquids

In this paper, we consider the relationship between the
density of states of the INMs of two liquids on the vibra-
tional relaxation of a high frequency mode as a function of
temperature. The vibrational relaxation dynamics of Thg
CO stretching mode of tungsten hexacarbony(CW)g, is
studied in dilute solution in the liquids carbon tetrachloride,
CCl,, and chloroform, CHGl Picosecond infraredir)
pump—probe experiments were used to measure the tempera-
ture dependence of the vibrational lifetime of fhg, mode!

The temperature is varied from the melting points to the
boiling points of the two solvents.

The ir pump—probe experiments show that the lifetime . . .
of the T, mode in CC} becomes shorter as the temperature 0 1000_ 2000 3000
is increased from the melting point to the boiling point. One Time (ps)
might be tempted to fit an activation energy to such a temgig. 1. Pump—probe data of the vibrational relaxation of Thg CO
perature dependence. However, when the lifetime is meastretching mode of WCO)s in (a) CCl, and(b) CHCl; at T=295 K. Single
sured in CHCJ from the melting point to the boiling point, it gxppnential fits convolved with the 40 ps pulses are shoyvn. The vibrational
. e L. lifetimes for these samples are 700 and 370 ps, respectively.
is observed that the lifetime actually becomes longer as the
temperature is increased. This inverted temperature depen-
dence is coun}grint.uitive, yet it has also been observed in he paper is laid out in the following manner. In Sec. Il
other solvent$: This temperature dependence clearly deM+ experimental methods are briefly described, and the ex-
onstrates that a simple description in terms of an activationeimental results are presented. In Sec. Ill, the method for
energy will not account for the change in behavior with sol-c4jcylating the INMs is described, and the results are pre-

vent. As discussed below, a fully quantum mechanical treatgented. In Sec. IV, we discuss the results of the experiments
ment of vibrational relaxation of polyatomic molecules in 53nq the calculations.

polyatomic liquidé cannot account for the inverted tempera-

ture dependence. If the relaxation pathway involves a hum-
ber of high frequency vibrations, whether internal or from |l EXPERIMENTAL PROCEDURES AND RESULTS

the solvent, and a phonon, then the temperature dependence Ppicosecond pump—probe experiments were performed
will be determined by the thermal occupation numbers of theyith mid-ir pulses generated with a Livptical parametric
modes involved. Since these occupation numbers increasgnplifier (OPA). The laser system is a modified version of a
with temperature, the lifetime should get shorter with in-system that has been described in detail previotiskhe
creasing temperature. The quantum mechanical treafmenfiescription of the ir pulse generation and pump—probe data
and other quantum mechanital and classical collection on the systems discussed here has been described
treatment® 7 of vibrational relaxation do not account for in detail elsewhere.
two aspects of the problem that are brought to the fore by the  Figure 1 displays pump—probe data taken at 295TiKe
inverted temperature dependence: the temperature depedata are for(a) W(CO)¢/CCl, and (b) W(CO)g/CHCl,. The
dence of the phonon density of states and the temperatusalculated lines through the data are single exponential fits
dependence of the magnitude of the anharmonic couplinghat include convolution with the pulse shape. The decays
matrix elementgliquid density dependenge can be followed for greater than 4 factors @fAs can be

To gain insights into the temperature dependences of theeen from the figure, the data are of very high quality, and
vibrational lifetimes in the two solvents, the temperature-the fits are excellent. The vibrational lifetimes for these room
dependent low frequency INM spectig(w)), of CCl, and  temperature samples are 700 and 370 ps, respectively.
CHCIl3 were calculated. The calculations employed a detailed When pump-—probe experiments are conducted with
potential that included intermolecular and intramolecularshorter pulses than those used in these experiments, an addi-
components. While the low frequency intermolecular modesional fast component is observédror example, room tem-
are of interest here, the potential is able to do a reasonableerature data from WYCO)g/CHCI; taken using~2 ps pulses
job of reproducing the vibrational spectrum of the liquids asyield a decay time for the fast component of 3.3 ps. The fast
well. The use of the full potential proved important. Calcu-decay component is caused by orientational relaxation,
lations with an accurate Lennard-Jor{ed) potential do not which was confirmed using magic angle probingithough
generate the high frequency “rotational” part of the INM the longer pulses used to obtain the data presented here
spectrum even though the LJ potential yields the correcinasks the orientational relaxation, the determination of the
melting point of the crystal. The real and imaginary compo-vibrational lifetime is not affected. That the pump—probe ex-
nents of the INM spectrum were calculated at three tempergperiment actually measures the rate of population flow out of
tures, near the melting point, at room temperature, and nedhe T,, mode has been established fof@D)/CCl, at room
the boiling point for both solvents. As the temperature istemperature by pumping the=0—1 transition and probing
increased, there is a small decrease in the density of states the »=1—2 frequency® This method, which directly
across most of the real part of the spectra with a correspondneasures the relaxation rate outief1 without a contribu-
ing increase in the imaginary part. tion to the signal from ground state recovery, gave a decay

Pump-Probe Signal
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ent. Vibrational lifetimes for the T,, mode of

780 - - W(CO),./CCI W(CO)¢/CHCI; actually becoméonger as the temperature is
[ ] 6 4 increasedchanging by 9% from 322 ps at the melting point
- 750} " mg (210 K) to 350 ps at the boiling poin334 K). This is re-
%) n ferred to as the inverted temperature dependence. The differ-
& 720 ] ence in the temperature dependences in,@atl CHC} will
GEJ 690 | " . be discussed below in connection with the temperature de-
2 - pendent INM density of states in the two solvents. Measure-
S 660l [ ]| ments ofT; on theT,, mode of C(CO)g in CHCI; were also
I L made! for which the values range from 271 ps at the melting
630 | point to 253 ps at the boiling point.
240 260 280 300 320 340 360
Temperature (K) lll. THE INSTANTANEOUS NORMAL MODE SPECTRA

OF CCl, AND CHCl,
FIG. 2. Temperature dependence of the vibrational relaxation times for they Method of calculation
T, CO stretching mode of VCO)g in CCl,. The data were taken from the
melting point to the boiling point. The density of states for a particular configuration of the
liquid, p(w;R), is obtained by “binning” the square roots of
the eigenvalues of the matrix of second derivatives of the
time identical to the slow component measured in these expotential energy with respect to the mass-weighted coordi-
periments at room temperature with the single wavelengtihates. Negative eigenvalues give imaginary frequencies and
pump—probe experiment. their contributions, by convention, are plotted along the
The vibrational relaxation timeéT;) as a function of axis. The averaged density of statés(w)), is obtained by
temperature foiT,, mode of WCO)g in CCl, are shown in  averaging oveR as usual; in our case the configuration av-
Fig. 2. Although the change in the decay with temperature igrage is realized in a molecular dynamics simulation.
not large, given the excellent signal-to-noise ratio of the data, The computer simulation of chloroform and carbon tet-
the differences are readily discernible. From the meltingrachloride involve techniques for constant pressure and con-
point to the boiling point, the lifetimes decrease monotoni-stant temperature ensembf@sThese ensembles were simu-
cally by 19%. The values range from 775 ps at the meltingated using extended systems variables and Nbs®@ver
point (250 K) to 650 ps at the boiling point350 K). Mea-  chains?* Equations of motion for the particles, for the iso-
surements off; on theT,, mode of C(CO)g in CCl, were  tropic volume expansion of the box, and for the thermostat
also madé, for which the values range from 400 ps at the were integrated reversibly with breakups of the Liouville
melting point to 345 ps at the boiling point. Propagator similar to that of Bernet al?! The fictitious
The results of the pump—probe lifetime measurements ofnasse€) andW, for the volume and the thermostat, were set
the T,, CO stretching mode of WCO)g in CHC; are shown  equal toNk, Tw? where N; is the number of degrees of
in Fig. 3. The decay times are substantially different fromfreedom involved in the couplings, is Boltzmann’s con-
those in CCJ although the solvents differ only by substitu- stant, T is the temperature, andl is some characteristic fre-
tion of a hydrogen for a chlorine. Even more significant isquency of the motion. We assumed a frequetwy of 1 ps
that the basic nature of the temperature dependence is diffefzhich allows for fluctuations of the volume and temperature
to be controlled on that time scale. Ned¢oover chains of
length three were also used to ensure ergodic beh#vidre
conserved quantitid’ was used to check for accuracy of our

360 | W(CO)_./CHCI particular breakup and during a run was conserved to within
6 8 0.01%.
. 350+ n The simulation of 64 carbon tetrachloride and 108 chlo-
24 = au® roform molecules were carried out using an all atom model
: 340+ . "y with no constraints. This gives a very good representation of
£ 330l ] the molecules and allows for atomic detail in the potential as
:a'_, I a" well as inter—intramolecular coupling, which are not present
3 a3l w ™ in models that employ constraints or united atom methods.
The extended system method was used so that the pressure
310+ and temperature could be adjusted to the desired values. In

the thermodynamic limit of infinite particles a NVE en-

semble simulation is identical to a NPT ensemble simulation,
but with relatively few particles in our simulation, extended
system methods mimic experimental conditions more

FIG. 3. Temperature dependence of the vibrational relaxation times for th ; : :
T,, CO stretching mode of WCO)g in CHCI;. The data were taken from the %Iosely' The simulation potential that we used was that of

melting point to the boiling point. The lifetime actually becomes longer as D€tz _and Heinzinget; which gives gOOd. agreement with
the temperature is increasédverted temperature dependence experiments of x-ray and neutron scattering for an all atom

220 240 260 280 300 320 340
Temperature (K)

J. Chem. Phys., Vol. 103, No. 9, 1 September 1995



3328 Moore et al.: Vibrational population dynamics in liquids

TABLE I. Comparison of model with experiment for vibrations of CHCI 0.005 ,
i
mexp cml 3019 1215 1215 760 760 667 364 260 260 0.0045F e RgKR
0.004
ufityom™ 3017 1191 1191 767 767 747 313 267 267
0.0035 |
A 0.003 ¢
) ) ) ) ) § 0.0025 |
model with constraints. The inclusion of intramolecular de- & .|
grees of freedom does not affect these results. 00015
The intermolecular potential is an atom—atom Lennard- el
Jones with parameters, 0001 F
c-C Cl-Cl H-H 00005 By
sigma(A) 3.4 3.44 2.2 L ) 0 50 100 150
epsilon(K) 51.2 150.7 9.995 \ WAVENUMBER

and the cross terms are calculated with the usual combinationIG 4 The low f Cihe | modes of
. : . . . 4. The low frequency spectra of the instantaneous normal modes o

rules. A pOtemlal mpludmg partlal charges was teSt?d’ wit Cl, at temperatures of 260, 300, and 340 K, calculated with the full po-

Ewald sums, but did not change our results. The intramorential. The positive part of the spectrum corresponds to real frequencies,

lecular interactions are simple harmonic bond stretching and e., true oscillatory modes. The negative part of the spectrum corresponds
bending potentials of the form to imaginary frequencies which are related to the structural evolution of the

liquid.
Viond 1) =1/2Kpond I — ro)za

Viend 6) = 1/2Knend 60— 00)*, volume to equilibrate to the corresponding external pressure.
The equilibrium bond distances and angles are taken frorA separate barostat chain allows the volume to fluctuate and
experiment: for CHGJ, ro(C—C)=1.758 A,ro(C—H)=1.08  ensures ergodic behavior while damping out any sound
A, 6,Cl-C-C)=111.3°, and §,(H-C-C)=108.0°. For waves that may be present from the initial conditions or cre-
CCl,, ro(C—Ch=1.758 A andé,(Cl-C—C)=109.45°. ated from the fluctuation of the volume. The pressure of the

With these equilibrium parameters fixed, there are foursimulation fluctuated around zero for all the different tem-
unknown potential parameters for CHGInd two for CCJ. peratures. The data collection simulations of 200 ps were
These were determined by a least squares fit to thearried out with only a global thermostat chain and a sepa-
experimental molecular vibrational frequencies given byrate chain for the volume coordinate. Instantaneous configu-
Herzberg®®  The results  for  CHGI are rations were stored every 2 ps, apd;R) was evaluated.
Kpond C—CL) =Kpond C—H)=360 000 K/, kyondCl-C—C)
=91 000 K/rad, andky.,{H-C—C)=21 000 K/rad. Com-

parison with experiment is made in Table I. For ¢Ghe fit B. Results

yields Ky, C—C)=148 000 K/& and kie,{CL—C—C) Figure 4 displays the instantaneous normal mode spec-
=73900 K/rad; comparison with experiment is made in trum for CC|, at three temperatures calculated with the full
Table II. potential. The spectrum is shown with both positive and

The potential assumes purely harmonic motions and ighegative values of the frequency. The positive values corre-
nores coupling between bends and bonds stretching whicpond to the real frequencies and represent true oscillatory
accounts for the discrepancy between the experimental frenodes. The negative part of the spectrum corresponds to
quency and the potential model frequencies. Considering thignaginary frequencies which are related to the structural evo-
simplicity of the model, it must be considered to do quite alution of the liquid. The results are presented for three tem-
reasonable job of representing the molecular vibrations. ~ peratures: 260, 300, and 340 K. These are near the melting

The simulations were begun with an equilibration run of point, room temperature, and near the boiling point of CClI
50 ps followed by 200 ps of data collection. The equilibra-respectively. The maximum phonon frequency -s130
tion run used “massive” thermostats, which involves acm 1 and is essentially temperature independent. The tem-
Nose-Hoover thermostat chain on each degree of freedonrperature dependence is relatively mild. As the temperature is
This run achieves, for a giveh and P, an equilibrium dis- increased, the density of states of the real part of the spec-
tribution of orientations, bond lengths, bond angels, and intrum decreases somewhat for most frequencies. Betd&
termolecular distances. Massive thermostats are a quick wagm *, there is either no change or a small increase with
to obtain equilibrium distributions since intra—inter molecu- increasing temperature; there is also an increase at the high-
lar coupling is slow. This equilibration phase also allows theest frequencie$=100 cmi ' in CCl,), where(p(w)) is very

small. The imaginary part of the spectrum shows the oppo-

site behavior. As the temperature is increased, the density of
TABLE II. Comparison of model with experiment for vibrations of GCI ~ States increases, particularly at low frequency, with a pro-
nounced peak appearing atl0 cmi . We believe this rep-
vexpemt 790 790 790 635 460 460 460 218 218 resents imaginary translational modes, growing in over a
Jffitcm™t 840 840 840 312 236 236 236 217 217 background of weaklyr-dependent rotational modes. At the
peak of the real part of the spectrym30 cmi ), the density
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0.004 . , . . . 0.03 . . . .
CHCI3 260K — LJ CCl4 260K —
300k o 300K =
0.0035 | 340K
0.025 |
0.003 |
0.02
0.0025 |
A A
8 o002} 8 o015}
< Q.
v v
0.0015 |
0.01}
0.001 |
0.005} i
0.0005 | ]
) ,
5506 30 0 50 100 150 200 055 0 20 40 60 80
WAVENUMBER WAVENUMBER

FIG. 5. The low frequency spectra of the instantaneous normal modes dflG. 6. The low frequency spectra of the instantaneous normal modes of
CHCI, at temperatures of 260, 300, and 340 K, calculated with the full CCl, calculated with the Lennard-Jones potential. The substantial difference

potential. The positive part of the spectrum corresponds to real frequencie§gtween this figure and Fig. 4 demonstrates the necessity of using the full

i.e., true oscillatory modes. The negative part of the spectrum corresponds Rptential.

imaginary frequencies which are related to the structural evolution of the

liquid.

to a combination of lower frequency modes of the solute—

solvent system. The combination can involve lower fre-

quency modes of the solute, lower frequency internal vibra-

peak in the imaginary part of the spectrim10 crmi ™), the tional modes of the solvent, and solvent phon(_)ns. Vibrational

density of states increases35% with the increase ir’1 tem- energy can also b.e transferred to modgs of higher frequency,
et this process is generally less efficient than comparable

Eelrggjre:[ ?(t) otbler frequencies, the change is smaller, e'géownward pathway$.Barring exceptional circumstances in
od cm- hich there is a coincidence between the initial vibrational

mo ngsur:csuﬂsg?)gch;t iﬁ:gzl?;? Ienrzttirr]:zasnﬁ%uesrgsglrps nergy and a sum of energies of several lower frequency
P ¢ P ) vibrations, a phonon from the continuum of low energy pho-

are qualitatively very similar to those for CCHowever, the non modes will be required to conserve energy. Figure 7

. . . 71
maximum phonon frequency is higher;180 cm * com- shows a schematic of the fundamental vibrational frequen-

|~ 71 i
{)hared to tl?r?(fg]o n g§:|4£hAt (tjhe p_::-ak ]?f tthf re?jl PArtof o of the solute and solvent molecules used in this study.
€ spectriu cm 7), the densily of states ecreasesw(co)6 has a variety of internal modes that are lower in

~10% going from 260 to 340 K. At 60 ct, the decrease is frequency than the initially excited,, CO stretching fre-

~13%. The increase at the peak of the imaginary part of th‘auency(marked with an asterig>-2%Both CC}, and CHC}

A0 1 o0 )
spegtrum Is~40%, a’?d qt 50 e, it is ~12%. Given the have a number of lower energy vibrational modes than the
significantly larger noise in the CHE$pectrum, the changes

in the density of states with temperature are essentially the
same in the two liquids, but there is a significant difference
in the maximum phonon frequency.

For comparison with Fig. 4, which was calculated with
the full potential, Fig. 6 shows the density of states of £CI
calculated using a LJ potential. It can be seen that the LJ
potential, while giving qualitatively similar results, does not
yield the same spectrum produced by the potential that in-
cludes internal degrees of freedom of the molecule. The
maximum frequency of both the real and the imaginary parts
of the spectrum are substantially lower than seen in Fig. 4.
However, the change in the density of states with tempera-
ture at the peak of the real part of the spectrum is stilD%.

The LJ spectrum probably gives a good description of the
true translational spectrum; thus the higi-modes in both
liquids are primarily rotational. This is why CHLhas a
higher maximum phonon frequency, with the lighter mol-
ecule having higher rotational frequencies.

of states decreasesl0% going from 260 to 340 K. A some-
what larger decrease 0f18% is seen at 60 cnt. At the

4 W(CO), CHCl4 ccl,
3000] WeH

2000] « €O

|

_ gHCe)
1000L

— (cch
sweo) T SCCh
VIWe)

I

a(CCly  ——— ey
P o J—Y .

Fundamental Vibrational Frequencies (cnt?)

FIG. 7. The fundamental vibrational frequencies and assignments of the
IV. DISCUSSION solute(Ref. 26 and solvent moleculeRef. 31). § and v refer to bending

. . . modes and stretching modes, respectively. The initially excitggd CO
For vibrational relaxation to occur, energy must be CON-gyretching mode is marked with an asterisk. The calculated phonon cutoff

served. The initially excited vibration must couple its energyfrequenciegwp) for each liquid is shown with a dotted line.

J. Chem. Phys., Vol. 103, No. 9, 1 September 1995



3330 Moore et al.: Vibrational population dynamics in liquids

initially excited mode at~1980 cm 13931 CHCI, also has a
CH stretching mode at higher energy3020 cm ?, which is V= E V&gt E VO izt 2
too high in energy to participate in the vibrational dynamics. i v
In Fig. 7, the dotted lines labeled ag, indicate the approxi- Wwhere
mate cutoff of the INMs of the two solvents.

In the vibrational relaxation of diatomic molecules in v =
pure liquids or in atomic solvents, vibrational relaxation can Iy 3y (o}

only occur by coupling to low frequency rotational and trans- 0 . . . .
lational motionst® These high order processes often lead toHere,V is theith matrix element that describes the inter-

extremely long vibrational lifetimes, such as in the case ofictions WT'Ch:O“pIe modes. .Thel qnhatrr:nomc tTrmy,?, |
32 For polyatomic molecules 9°VEN relaxation processes involving the coupling of mul-

liquid nitrogen whereT;=56s:
g g ! Hiple vibrational modes. The magnitudes of the matrix ele-

in polyatomic solvents, relaxation can occur through muc ¢ . Hicients d ith order. leading t
lower order anharmonic processes involving high frequenc;?nen expansion coetficients decrease with order, leading to

vibrations of the solute and solvent. We assume that in thgecreazgd relax(zjitl(;)n rafes W|thhh|gh§r o_rderlproces_ses.f o
relaxation process, the lowest order process possible will = AS discussed above, given the vibrational energies of the
dominate. The strength of coupling between participatingsomtes and the solvents, the relaxation of the initially excited
modes decreases for higher order processes. Thus given tﬁ‘gpde results in the excitation of at least two other vibrations
both components of a relaxation pathway are available, if’md a phonon. Eor such a process, the anharmo_mc coupling
will be preferable to excite one 1000 ctvibration rather matrix element is at least fourth order, or quartic. For the

than ten 100 cm® phonons. The simplest relaxation pathwanyHOV\"r;lg dlscu§§|on, we #Se ?ne gf th? quartic relaxa:mn
would involve the deposition of the initial vibrational energy steps that contributes to the relaxation of Tg CO stretc

into a single lower frequency vibration and one phonon.in CHCI;. The CO stretch relaxes by transferring energy to

However, as shown by the INM calculations, neither £cl e W—C—Obending motion of the WCO)g, the H-C—Cl

nor CHCL have phonon bandwidths that extend beyond 18@?€nding motion of the CHGJ and a~160 cm ™~ solvent

cm™ L. Therefore, in CHGJ, it is necessary for the initial PNONON. This quartic step can be written as

vibra_tion to relax int_o at least two vibre_1tion§ and a phonon ACO)— SWCO)+ &HCC)+ p(160cnT L), ()

and in CC}, to relax into at least three vibrations and a pho-

non. This difference most likely is responsible for the gener-The quartic anharmonic matrix elemefw*)) contains the

ally longer relaxation times observed in GClt is possible ~magnitude of the quartic anharmonic coupling tefif”],

that it is necessary to excite more than one phonon to corgnd combinations of raising and lowering operators that de-

serve energy. For simplicity, the following discussion as-scribe the anharmonic relaxation step. If the operat@n-

sumes that only one phonon is involved, although this willnihilates the initially excited vibration and the operator

not influence the conclusions that are reached. describes the change in the reservoir modes3, and the
The rate of vibrational relaxatiori, of the initially ~ phonon, then the interaction is described by

excited mode is generally described by Fermi's golden

FAY;
©)

rule> 1533 a(bp+ba)(bg+bg)(bgntbyy). )
> This interaction leads to seven possible quartic relaxation
K:7 > pr (a1 |V]a,r)|2 (1) pathwaysz,_some of which are unphysical. The re_laxatl_on
e pathway given by Eqg4), a simple cascade process in which

the energy relaxes only to lower energy modes, is described

In Eq. (1), do’ denote the initial and final state of th o .
n Ed. (1), o-ando” denote the initial and final state of the by one term arising from Eq(5), absbgby,. Once substi-

initially excited vibration(the T, mode in this cagewhiler ) ) .
y ( tu % tuted into Eq.(1), a rasing operator brings out a factor of

andr’ refer to the receivingor reservoiy modes(Fig. 7 and Jn+1and a lowering operator brings out a factor

phonong. The ket|o,r) is the initial state, described by ther- h is th ) b t th ol q
mal occupation numbers of the various modes of the systenW eren Is the occupation number of the particuar mode

in addition to unit occupation of the state initially excited by mvolv_ed in the fourth order process. This allows Ef) to

the ir pump. The bréo”r’| is the final state with the initially P€ Written as

populated state having occupation number 0 after relaxation 20

and other states having increased occupation numpess. K== porl (V) 2(Na+1)(Ng+ 1) (Nppt 1), (6)

the density of states of the reservoir modes for the relaxation

step, and is often written as a delta function to denote thavheren is the thermally averaged occupation number,

energy conservation requirement. The summation in(Eqg. _ 1

denotes the fact that the true relaxation rate is a sum over N =(expho /kT)=1) % 0

contributions from all possible pathways; however, in thew, is the frequency of the vibrational or phonon mode. Our

following discussion we will describe relaxation through ahypothesis is thap,,=(p(«;)), i.e., we apply the solid-state

single anharmonic path involving one phonon. formalism to liquids. The question remains whether imagi-
In Eq. (1), V is the potential that describes the system—nary frequency mode&p(i w;))) contribute topyy,.

reservoir interaction. The potential energy surface for the Clearly, if the reservoir modes are high frequency

system and reservoir is expanded about the potential minimg»>kT and, thereforen< 1), such as the discrete vibra-

{¢} of the various INM coordinateg; tional modes in Eq. 4, then Eq. 6 is
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2 2 relaxation rate of 27% over the temperature range. A lower
K==~ Pl (V)P (Ngrt 1). (8 frequency phonon would produce a greater change, with a
very low frequency phonon resulting in a 40% increase in

. . . . . . i i 0,
Although the discussion of the derivation of this relaxatlon_rate' Since the experimental errors are very small, the 19%

rate expression has been qualitative, the same results can fgrease fcl)r dV(,CO)GICCI4 ﬁnd :jhdef_ 160|A’f Increase fotr)
shown rigorously. In general, the expression for the relax- C(CO)¢/CCls demonstrate that additional factors must be

ation rate along a given one-phondth order anharmonic offsetting the rate increases caused by the increasing occu-
pathway is given by the product of the phonon density 0fpation numbers to yield the observed temperature depen-

states, the magnitude of the anharmonic coupling matrix eldences.

ement, and occupation number factors for the receivingh In examining Eqs(6) or (8), there are two other factors
modes. If a reservoir mode is created in the relaxation step, R€Sides the occupation numbers that can contribute to the

contributes a factor ofn-+1), whereas if it is annihilated, it t€mMperature dependence of the decay constant. They are the
contributes a factor of. This is a simple, yet rigorous, density of statesp, and the magnitude of the anharmonic
method for describing even complex relaxation pathways. COUPling matrix elgrnenw('). First, consider the density of
Considering only the occupation number in E8), K states. The densities of states _of the internal vibrational
should become larger and the observed decay times shoufdedes of WCO)s do not change with temperature. However,
become shorter as the temperature is increased. If more th&# densities of states of the solvent modes will change with
one thermally occupied phonon were involved in the relax-temperature(p(w)) is temperature dependent at constant lig-
ation pathway or if a vibrational occupation number change4!id density and, for the constant pressure case at hand, has
significantly, the temperature dependence would be evefdditional temperature dependence through the temperature
steeper. If the phonon occupation number is the only factofiéPendence of the liquid density. As the temperature in-
responsible for the temperature dependence, then fdireases, the liquid density decreases. The material densities
fiw<kT, K would increase linearly with temperature. For for CCly and CHC} at room temperature are 1.592 and 1.480
fiw>KT, K goes as exp-#iw/kT) if a phonon is annihilated g/cnt. While the densities are different, the temperature de-
as part of the relaxation process, dadjoes as ¥exp(—#aw/ pendences are both linear and virtually identical, with a slope
kT) if a phonon is created. In either limit and for intermedi- of —0.002 g/eniK.>* Therefore, any differences in the
ate situations, the temperature dependence of the occupatié#mperature-dependent density of states are unlikely to arise
numbets) will always vyield a decrease in the vibrational Simply from a difference in the change in the number densi-
lifetime with increasing temperature_ On|y ndae0 K (On|y ties of partiCIeS in the two ||qU|dS This applies to the solvent
phonon emission processes are possideere I>n,y,, will vibrations as well as the phonons. With this point in mind, let
the temperature dependence vanish, and the vibrational liféls now consider if differences in the temperature depen-
time will become temperature independent. Abdve0 K,  dences of thép(w)) in the two solvents can be responsible
an inverted temperature dependence cannot be explained fyr the inverted temperature dependence observed in CHCI
considering occupation numbers, regardless of the pathways As discussed above, calculations of the INMs display
or number of modes involved. both real and imaginary frequenci€s.The real frequencies
The experimental data for WO)s in CHCI, displayed  are true oscillations. The imaginary frequencies are related to
in Fig. 3, with its inverted temperature dependence, showpotential barriers involved in structural evolution of the lig-
that the temperature dependence is influenced by temperatuséd. While it is still an open question, it might be expected
dependent factors in addition to the occupation numbers. Ahat the real frequency part of the spectrum will be predomi-
competition among these factors will yield the observed temnately involved with the uptake of energy in vibrational re-
perature dependence. The factors that cause thHexation. This is because the system spends most of its time
W(CO)¢/CHCI, vibrational lifetimes to become longer as the near a potential minimum with infrequent excursions into the
temperature is increased are almost certainly operative in th@gion of the potential associated with structural change.
other samples, such as(@O)g in CCl,, even though they do Thus, the real frequency modes are available for excitation
display vibrational lifetimes that decrease with increasingduring vibrational relaxation the majority of the time. In ad-
temperature. dition, the density of states of the imaginary part of the spec-
The competition among factors can also be seen in th&rum are peaked at significantly lower frequency than the real
data in CCJ shown in Fig. 2, although it is not as obvious as part. So if a moderately high frequency ma@de100 crmi %)
in the W{CO)g/CHCI; data. The WCO)g/CCL, data show an is required for energy conservation, the density of states will
increase in the relaxation rate of 19% from the melting pointbe much greater for the real part of the spectrum. For ex-
to the boiling point. The minimum increase in vibrational ample, consider the relaxation pathway give in E). for
relaxation rate with temperature due to the increase in thel€HCl,. At the 160 cm* required phonon frequency, there is
mal population can be shown to occur for a process in whicHinite (but smal) density of states in the real part of the
the initially excited mode relaxes by creation of a high fre-spectrum but essentially zero density of states in the imagi-
quency vibratiofs) (w>kT) and a single phonon. Any ad- nary part of the spectrum.
ditional low frequency quanta will only cause a steeper in-  Regardless of whether the imaginary modes can partici-
crease in the rate with increasing temperature. For such a oqate in vibrational relaxation, the conclusion will be the
phonon process, the change in thermal occupation number same. As discussed in Sec. Il B, while there are some dif-
the phonon cutoff ofop =130 cm  will cause an increase in  ferences, the temperature-dependent behavior of the density
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of INMs for the two solvents are very similar. If the same account for the differences in the temperature dependences
frequency phonon is involved in the relaxation in the twoobserved in CGland CHC} or for the inverted temperature
solvents, it is clear that the very small differences in thedependence observed in CHCI
temperature dependences would not account for the different The discussion above implicitly assumes delta function
behaviors displayed in Figs. 2 and 3. However, it is unlikelytransition frequencies for the discrete vibrational modes and
that the same phonon frequen@y frequencieswill be in-  the liquids phonons. This limit is equivalent to assuming that
volved. While the same internal modes of th€@®); are  spectral lines are delta functions. For the phonons, the lin-
available in the two solvents, as can be seen in Fig. 7, thewidths are not significant since there is already a continuum
solvents have different high frequency modes available foof states. Vibrational lines of molecules in liquids show sig-
participation in the relaxation pathways. Since different highnificant line widths. Depending on the system and the tem-
frequency modes will be involved, the relaxation pathwaysperature, the vibrational lines can have significant homoge-
will be substantially different and will involve phonons of neous linewidths, although the observed linewidth may have
different frequencies. a significant contribution from or be dominated by inhomo-
Can the temperature dependent changes in the density géneous broadening. A finite homogeneous linewidth is
states of CHGJ yield an inverted temperature dependence®aused by the vibrational lifetime and additional processes
The imaginary part of the spectrum has a density of statesuch as pure dephasing and orientational relaxation. Al-
that increases with increasing temperature. Therefore, usinfpough vibrational transitions in liquids may be inhomoge-
a single phonon from the imaginary part of the density ofneously broadenelf:*>3¢the homogeneous linewidth in lig-
states will only make the rate constant increase faster withiids can be a significant fraction of the total spectral width.
increasing temperature than the phonon occupation numbdihe issue of homogeneous broadening in low frequency sol-
alone. The smallest change in the rate constant from a tenvent modes is only beginning to be explor&d® The finite
perature dependent occupation number will occur for awidth of vibrational lines will lead to relaxation of the energy
single high frequency phonon. For the single path given immatching requirement of the relaxation pathways, as the
Eq. (4), the phonon frequency is 160 ¢ This is near the combined spectral overlap will determine the efficiency of
cutoff (see Fig. 5. It is approximately the highest frequency the relaxation processes. However, at room temperature, the
phonon that still has nonzero density of states. For this pathhomogenous linewidth can range from as little as 0
way, the change in the occupation number will cause the ratem™ .. Since a homogeneous linewidth of 10 chis small
constant to increase by a factor of 1.33 going from the meltcompared to the phonon bandwidths, for a process that in-
ing point (210 K) to the boiling point(334 K). Since a de- volves one or more phonons, the homogeneous width will
crease in the rate constant of 9% is actually observed, theot be of great importance. However, if there is a near match
density of states would have to decrease~0%. The cal- of the sum of discreet vibrational energies with the energy of
culations of the density of states do not cover the entire temthe initially excited state, a significant homogeneous width
perature range. However, the change over the lower half afould open up a pathway that would otherwise be forbidden.
the temperature range cover@b0 to 300 K is significantly  In general, the homogeneous linewidth will increase with
less than the change over the upper alf0 to 340 K. The increasing temperature. Therefore, a pathway that is forbid-
fact that the change is smaller at low temperature can peden at low temperature could turn on as the temperature is
haps be seen more clearly by looking at the imaginary part ofincreased. This would increase the rate of vibrational relax-
the spectrum. The decrease in the real part results in an imtion and cannot explain the inverted temperature depen-
crease in the imaginary part as stable modes are replacelénce. It is possible for motional narrowing to occur with
with unstable modes as the temperature is increased. Lookacreased temperature. The narrowing of a vibrational line
ing at the imaginary portions of Figs. 4 and 5, it is clear thatcould turn off a pathway with increasing temperature. This
there is a greater increase in the area at the higher temperesuld produce an inverted temperature dependence, but it
tures. At the 160 cm' point in the real part of Fig. 5, there would require very special circumstances. There would have
is very little change going from 260 to 340 K. Given the to be a match in energies at low temperature not involving
signal-to-noise ratio in the calculation, it is not clear thatthe INM continuum, and motional narrowing would have to
there is any change. It is expected that there will be no sigeccur to eliminate this match. While this is possible, it does
nificant contribution to the total change from the range 210not apply to the experimental systems discussed here. There
to 260 K. Even around 50 cnl, where the decrease in the is no indication of motion narrowing in the temperature de-
density of states is the largest, the decrease is never greaggendent line shapes. Also, we see the inverted temperature
than 15%. With a 50 cm' phonon, it would require an dependence or evidence of the offsetting influence that com-
~60% decrease in phonon density of states to account fquensates for the temperature dependence of the occupation
the observed data. If more than one phonon is involved, or ihumbers in many systems, i.e.(@0)g and C{CO)g in CCl,
a phonon plus one of the very low frequency modes ofand CHC} and in other solvents. These have different inter-
W(CO)g (which are probably amalgamated with the INM nal modes and different solvent modes. For everyone of
are in the relaxation pathway, the phonon occupation numbehese to have a pathway that conserves energy without em-
contribution to the temperature dependence becomes steepploying the low frequency continuum of INM and that turns
and changes in the density of states are less able to compenff because of motional narrowing, is essentially impossible.
sate to yield the inverted temperature dependence. Therefore, In the above, we have argued that it is not possible to
changes in the density of states do not appear to be able tcount for the inverted temperature dependence or even the

J. Chem. Phys., Vol. 103, No. 9, 1 September 1995



Moore et al.: Vibrational population dynamics in liquids 3333

noninverted temperature dependences considering only theverted temperature dependence results. However, if, in
temperature dependent occupation numbers. These alwa@Cl,, the relaxation pathway uses two phonons, the occupa-
give an increase in rate with temperature, so cannot accoutipn number contribution to the temperature dependence will
for the inverted temperature dependence, and given the highe much steeper. Then the decrease in the coupling matrix
frequency cutoffs of the INMs, the noninverted temperatureelements may only partially overcome the temperature de-
dependences are too mild to be accounted for by occupatigpendence, yielding a mild dependence but not an inverted
numbers alone. Then, considering the temperature depedependence. At present, it is not possible to distinguish these
dences of the density of states of the INMs, it is still nottwo possibilities.

possible to account for the inverted temperature dependence.

Returning to Eq(8), the remaining factor is the influence of V. CONCLUDING REMARKS

temperature on Eir;e magnitude of the anharmonic coupling  £yamination of the temperature dependences oflthe
matrix elementy™". CO stretching mode of VCO)4 in CCl, and CHC} from the

The results suggest that a significant temperature depefye|ting points to the boiling points of the solvents and con-

dence exists for the magnitudé”. The temperature depen- gigeration of the temperature dependences and the calculated
dence of this term must be opposite to that of the phonomyy spectra for the liquids yield detailed insights into the

occupation numbers and must be sufficiently large to offsehatyre of vibrational dynamics in liquids. The observation
the change in occupation numbers to yield the inverted teMpa¢ the vibrational lifetime of MCO)g in CHC, actually
perature dependence. Althoug’ is not explicitly tempera-  pecomes longer as the temperature increéisesrted tem-
ture dependent, it can vary with density. Calculations forperature dependencelemonstrates that lifetimes are not
molecular crystals have shown that this density dependencgmply controlled by an activation energy. Examination of
can be significart® As the density decreases with increasingie temperature dependence in C@ivealed a temperature
temperature, intermolecular separations are increased on ayspendence that is too mild to be accounted for by changes
erage. There is a multiplicative factor of the densiti®?,  in occupation numbers alone. This was made possible by the
which we have seen has almost identical temperature depega|culation of the INM spectrum, which provides the maxi-
dence in the two SOlVentS. More importantly the I‘egion Of th%um phonon frequency that can be involved in the relax_
intermolecular potential sampled changes, and therefore thgion.
anharmonic coupling matrix elements can change with a Three factors were discussed that will influence the vi-
strong temperature dependence. If this causes the matrix @rational lifetime of the metal carbonyls studied and, pre-
ements to become smaller with increasing temperature, thegumamy, other systems as well. They af4) the
this decrease will work to offset the increase in occupationemperature-dependence  occupation number of the
numbers. If this effect is sufficiently large, the observed in-phonorfs) or other very low frequency modes excited in the
verted temperature dependence ofG®)s/CHCl; would be  relaxation of the initially pumped vibratiori2) the tempera-
observed. This is the most likely explanation for the invertediure dependence of the liquid’s density of INM states; and
temperature dependence. (3) the temperature dependence of the magnitude of the an-
There are two possible reasons why the observed behawarmonic coupling matrix elements responsible for vibra-
iors in CCl, and CHC} are so different. The vibrational re- tjonal relaxation.
laxation pathways in the two solvents will be different. In Calculation of the INM spectrum for CHgldemon-
CHCls, the quartic process given in E@) could provide an  strates that temperature-dependent changes in the phonon
efficient, relatively low order, pathway. This uses the highdensity of states are not sufficiently large to explain the in-
frequency CH mode of CHgInot available in CCJ. Since  verted temperature dependence. Rather, it is possible that
different modes are involved in the solvents, there could be @hanges in liquid density with temperature results in a reduc-
significant difference in the influence of changes in densitytion in the strength of coupling between the initially excited
on the matrix elements in the two solvents. If the pathwaysnode and the receiving modes. In CHCthe reduction in
in both solvents only involve a single phonon, despite thethe anharmonic coupling matrix elements are large enough to
large differences in available internal frequencies, the changevercome the increase in occupation numbers with increas-
in occupation numbers will be similar. This would imply that ing temperature, yielding the observed inverted temperature
change in the matrix element in CHG$ much larger than in  dependence. Clearly, the next step for applying instantaneous
CCl,, the difference being large enough to yield the invertednormal mode analysis to the problem of vibrational lifetimes
temperature dependence in CHQ@ut only resulting in a is evaluation of the anharmonic coupling; we intend to do
partial compensation for the occupation number change ithis with simulations explicitly incorporating the solute. INM
CCl,. studies of solute—solvent systems have already been
The other possibility is that there is approximately theperformed* but coupling constants, such as those under dis-
same decrease in the coupling matrix elements in the tweussion in this paper, have not been calculated.
solvents, but the occupation number contributions are very  Another consideration which we have not discussed is
different. As discussed above, a single phonon pathwaghat coupling to some types of solvent modes may be more
yields the most mild occupation number contribution to theimportant than to others. In our discussion of the spectra of
temperature dependence. If, in CHCthe relaxation path INM, we analyzed the effect of different energies on the
involves a single phonon and the decrease in the couplintemperature dependence, tacitly assuming that the coupling
matrix elements with temperature is sufficiently large, themechanism would not select out a particular type of mode,
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