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ABSTRACT: Supported ionic liquid membranes (SILMs) are
membranes that have ionic liquids impregnated in their pores.
SILMs have been proposed for advanced carbon capture
materials. Two-dimensional infrared (2D IR) and polarization
selective IR pump—probe (PSPP) techniques were used to
investigate the dynamics of reorientation and spectral diffusion
of the linear triatomic anion, SeCN~, in poly(ether sulfone)
(PES) membranes and room-temperature ionic liquid (RTIL),
1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)-
imide (EmimNTf,). The dynamics in the bulk EmimNTf,
were compared to its dynamics in the SILM samples. Two PES
membranes, PES200 and PES30, have pores with average sizes,
~300 nm and ~100 nm, respectively. Despite the relatively
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large pore sizes, the measurements reveal that the reorientation of SeCN™ and the RTIL structural fluctuations are substantially
slower in the SILMs than in the bulk liquid. The complete orientational randomization, slows from 136 ps in the bulk to 513 ps
in the PES30. 2D IR measurements yield three time scales for structural spectral diffusion (SSD), that is, the time evolution of
the liquid structure. The slowest decay constant increases from 140 ps in the bulk to 504 ps in the PES200 and increases further
to 1660 ps in the PES30. The results suggest that changes at the interface propagate out and influence the RTIL structural
dynamics even more than a hundred nanometers from the polymer surface. The differences between the IL dynamics in the bulk
and in the membranes suggest that studies of bulk RTIL properties may be poor guides to their use in SILMs in carbon capture

applications.

1. INTRODUCTION

The atmospheric concentration of the major anthropogenic
greenhouse gas, CO,, has tremendously increased since the
industrial revolution, resulting in global warming and the onset
of climate change. The globally averaged concentration of
atmospheric CO, in 2015 was 399 ppm, which is far above the
range of CO, concentrations over the past 800 000 years before
industrialization (180—300 ppm)." Moreover, the growth rate
of CO, is increasing, and the atmospheric CO, concentration
will keep rising if the trend continues.'

To reduce the current CO, emission while sustainable energy
system rollout progresses, the concept of carbon capture and
storage (CCS) has been proposed.”” Many aspects of CCS,
such as technologies and economic costs for practical utiliza-
tion, have been extensively investigated.*'* It is important to
recognize that even after elimination of all fossil fuel power
plants, 21% of stationary sources of CO, emission would
remain from other industrial sources, e.g., chemical and cement
production facilities."" Therefore, CCS will remain important
after fossil fuel production of electricity has been reduced or
eliminated.

In the CCS process, CO, is separated from other gases and
captured before it enters the atmosphere at large stationary
sources. The captured CO, is compressed and transported to
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oceanic or geological storage sites for permanent storage.
Recent studies have discovered that injected CO, into under-
ground layers of volcanic rock, basalt, resulted in 95% conver-
sion of the CO, into carbonate minerals in less than 2 years,
permanently locking up CO, underground without leak-
age.'”™'* Even though current technologies can capture up to
95% of CO,,” the CO, separation is very energy intensive,
dramatically increasing the monetary and environmental costs
of the CCS process.” For example, the solvent absorption and
physical adsorption techniques of the CO, separation utilize
large temperature and pressure swings to strip off the absorbed
or adsorbed CO, for transport and regeneration of the solvent
or capturing material.'>'® Another technique, cryogenic frac-
tionation also requires high energy consumption for lowering
the temperature to condense CO,.'”'® The capture/separation
step is the most costly ($55 to $112/ton CO,) process in CCS
and inhibits its practical application.'>'” Therefore, it is impor-
tant to develop better methods and materials for the CO,
separation.

Room-temperature ionic liquids (RTILs) have recently
emerged and attracted much attention as a medium for the
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CO, capture."*™** Tonic liquids (ILs) are defined as molten

salts, usually consisting of a large asymmetric organic cation,
anion, or both, that have melting points below 100 °C.** When
ILs remain liquid at room temperature, they are called RTILs.
In general, RTILs have negligible volatili‘cy,24 low flamma-
bility,* and high thermal stability.”® More important, their
physical and chemical properties can be fine-tuned by com-
bining various kinds of cations and anions.”>*” Therefore, using
RTILs as the CO, separation medium can be advantageous
over using organic solvents such as amine-based solvents in
traditional postcombustion CO, capture techniques where the
degradations and loss of solvents are problematic.”'>**

The emergence of RTILs as a CO, capture medium led to
the idea of combining RTILs and membrane technologies,
resulting in what are called supported ionic liquid membranes
(SILMs).”*=** The SILMs are based on porous solid materials
(organic or inorganic membranes) that are impregnated with
RTILs in their pores. The SILMs are cost- and energy-effective
materials because they consume only small amounts of RTILs
and do not need a CO, stripping step for solvent regeneration,
which requires intense energy consumptions and high
costs.”” ™ In addition, the low volatility and high viscosity of
RTILs promise an enhanced stability of SILMs as compared to
the conventional supported liquid membranes (SLMs) where
common organic solvents are immobilized in the pores,
enabling SILMs to last longer during operation.”” The CO,
separation with SILMs was reported in 2002 for the first time.””
Since then, many types of SILMs prepared with a variety of
supporting materials and RTILs have been developed and
tested to optimize their performances for the application.*”

In general, most SILMs research reports on gas permeability
and permselectivity, which are macroscopic properties, as a
merit of performance and compare these to other SILMs,
focusing on how well the target gas, such as CO,, can permeate
through the membrane relative to other gases.3'2 However,
there has been no effort to understand the properties of SILMs
on a molecular level. Very recently the dynamics of CO, in the
bulk ILs was explored, providing the useful insights into the
role of ILs in CO, solvation and carbon capture applica-
tions.””™*° Similar studies on SILM systems can be useful
because a fundamental understanding of their underlying
molecular interactions and dynamics will inform the rational
design of SILM technologies.

Here we report spectral diffusion and orientational dynamics
using the vibrational probe SeCN™ in SILMs, employing
ultrafast infrared nonlinear spectroscopies, that is, two-dimen-
sional infrared (2D IR) vibrational echo and IR polarization
selective pump—probe (PSPP) techniques. Both the spectral
diffusion and the probe orientational relaxation are determined
mainly by the RTIL dynamics. The effects of confinement on
the dynamics and structure of the RTIL in the SILMs are
explicated by comparing the observables measured using the
SeCN™ vibrational probe in the SILMs vs in the bulk liquid.
Changes in the observables are caused by changes in the RTIL
arising from confinement in the membrane. SeCN™ was used in
these experiments rather than CO, for several reasons. First the
SeCN™ has a longer vibrational lifetime than CO,, making it
possible to examine the dynamics in a wider time window. To
prevent water uptake, the membrane, RTIL, and vibrational
probe must be assembled into the sample cell in a glovebox,
which is more difficult to when the vibrational probe is a gas.
Furthermore, the spectral diffusion dynamics are influenced by
Stark effect coupling to the electric fields produced by the
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RTIL.>****" Because it has a permanent dipole moment,
SeCN™ couples to the electric fields through a first order Stark
effect,’”° while CO,, with no permanent dipole moment,
couples through the second order Stark effect.””** The data
analysis is more straightforward when the coupling is first
order.”*” In 2D IR and orientational relaxation experiments
performed on SeCN™ in the bulk ionic liquid, 1-ethyl-3-meth-
ylimidazolium bis(trifluoromethylsulfonyl)imide (abbreviated
as EmimNT%,), which is the IL investigate in the SILMs, it
was found that the functional forms of the observed time
dependences were the same as those observed with CO, as the
vibrational probe, but the time constants for CO, were approxi-
mately a factor of 3 faster. In chain length studies with the
cation having ethyl, butyl, octyl and decyl side chains, the
trends in the dynamics with chain length were the same for
SeCN™ and CO,. Therefore, SeCN™ is useful to determine if
confinement in the membranes influences the RTIIL dynamics
and structure.

The SILMs were prepared in two poly(ether sulfone) (PES)
membranes with 200 and 30 nm nominal pore sizes. The PES
membranes are stable polymer supports that can be used for
the SILM preparation without warping or swelling.”” In general,
membranes with 100 to 200 nm pore sizes are used because the
pore size affects the stability of SILMs, with the smaller pore
sizes enhancing stability due to increased capillary force.””*"**
In this study, we used two hydrophilic PES membranes,
PES200 and PES30 as representative SILMs. The embedded
RTIL mainly determines the separation performance of
SILMs.*' The EmimNTf, studied here is a good candidate
for CO, separation because it has a high CO, solubility*"** and
good thermal and electrochemical stability."**

For the comparison to the neat liquid, we revisited SeCN™ in
bulk EmimNTf, with improved experimental ability that
enables longer time dynamics to be measured. The new measure-
ments remove a degree of uncertainty in part of the previous
results. In bulk EmimNTf,, SeCN~ shows a multiexponential
anisotropy decay (orientational relaxation) measured with
PSPP experiments. The wobbling-in-a-cone model** ™" was
used to interpret the results, which show that there are
restricted orientational motions followed by complete orienta-
tional randomization. Orientational relaxation time constants
and cone angles were obtained from the analysis.

The linear absorption spectrum of the CN stretch of SeCN™
is inhomogeneously broadened. The RTIL has a vast range of
solvent structures that produce different interactions with
the vibrational probe, giving rise to an array of CN stretch
frequencies and consequently, inhomogeneous broadening. As
the liquid structure evolves, the vibrational frequency of the
probe will change within the range of frequencies contained in
the inhomogeneously broadened absorption line. At sufficiently
long time, all liquid structures that give rise to the frequencies
in the absorption spectrum will be sampled by the vibrational
probe. The time evolution of the vibrational frequency, which is
caused by changes in the liquid structure, is called structural
spectral diffusion (SSD). The 2D IR vibrational echo experi-
ments measure the spectral diffusion of the CN stretch of
SeCN™ on time scales of hundreds of femtoseconds to hund-
reds of picoseconds. In addition to SSD, orientational relaxation
of the probe molecule causes reorientation induced spectral
diffusion (RISD). RISD can be quantified from the PSPP aniso-
tropy measurements and separated from the SSD using the
method that has been developed and applied previously.***”
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The PES membranes used in this study have relatively large
pores (200 and 30 nm according to manufacturer specifica-
tions) compared to the other confined systems with few nano-
meter dimensions where the nanoconfinement effects can have
a tremendous impact on molecular dynamics.””**~’ The pores
in both PES200 and PES30 membranes have broad size
distributions, and the average size is substantially larger than the
manufacturer’s value, that is ~300 nm and ~100 nm for the
PES200 and PES30 membranes, respectively. Despite the very
large pore sizes, the EmimNTf, dynamics in the SILMs are
substantially different from those of the bulk liquid. Depending
on the particular aspect of the observables, the dynamics in the
pores are ~1.5 to ~4 times slower in the pores than in the bulk
liquid. Therefore, the results demonstrate that the character-
istics of SILMs cannot be predicted from the ILs” bulk prop-
erties.

2. EXPERIMENTAL PROCEDURES

2.1. Sample Preparation. EmimNTf, was dried under vacuum
(~100 mTorr) at ~6S °C after purchase from Iolitec. Its water content
was under 10 ppm as determined by coulometric Karl Fischer titration
(Mettler Toledo). To introduce SeCN~ into the IL, EmimSeCN was
used so that no additional cations were added. EmimSeCN was
prepared from KSeCN and Emim iodide (Acros and Iolitec
respectively), following the procedure of Wang et al.*’ Both KSeCN
and Emim iodide were dried under the same conditions as the
EmimNTTf, before being used. EmimSeCN was added to EmimNTTf, at
a molar ratio of 1:200 ion pairs, EmimSeCN:EmimNTf,.

For the SILM preparation, poly(ether sulfone) membranes, PES200
(Supor 200) and PES30 (PES00313100) were purchased from Pall
and Sterlitech corporations, respectively. We fill the membrane pores
with the EmimNTf,/ EmimSeCN solution by soaking the membrane
in the solution overnight, and then wipe the membrane with lens
tissues to remove solution on the surface. Since the PES200 and
PES30 membranes have high porosities (60—80%) and have a
thickness of ~150 um, any remaining solution on the surface would
make a negligible contribution to the signals. The SILM was sand-
wiched between two one-inch CaF, windows with a polytetrafluoro-
ethylene (Teflon) ring space. The spacer has a thickness of 150 ym,
which is comparable to the thickness of membranes (110—150 ym).
To prevent the membrane from being in contact with the windows,
ie.,, make it free-standing, we cut another Teflon spacer (150 ym) that
has a hole in the middle and insert it between the SILM and window
on both sides. In addition to making the membrane free-standing, as it
would be in a CO, capture application, preventing the membrane from
contacting the windows eliminated changes in the data over long time
periods when the membrane was in contact with the window.

For the bulk sample preparation, the SeCN™ solution was sand-
wiched between CaF, windows with a Teflon ring spacer (150-um
thick). All of the samples were prepared and stored under N,-purged
conditions to avoid contamination with H,O. Linear Fourier transform
infrared (FT-IR) spectra of the samples were collected using a Thermo
Scientific Nicolet 6700 FT-IR spectrometer before and after the
ultrafast IR experiments to confirm that there were no changes in the
samples over time.

Nitrogen adsorption—desorption isotherms of the PES30 mem-
brane were measured to obtain its pore size distribution using a gas
sorption analyzer, Quantachrome Autosorb iQ3 (Soft and Hybrid
Material Facility at Stanford University). Before the measurements,
50 mg pieces of PES30 membrane were degassed under vacuum at
120 °C for 24 h. From the desorption part of the isotherm, the pore
size distribution was calculated based on the Barrett—Joyner—Halenda
(BJH) model.”> The PES200 pore size distribution is reported in the
literature.”

2.2. Time-Resolved Ultrafast Infrared Experiments. The
details of the experimental setup have been reported®* previously,
and only a brief description is presented here. A Ti:sapphire regener-
ative amplifier pumps a home-built optical parametric amplifier (OPA),
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which is based on a beta barium borate crystal, at a 1 kHz repetition
rate, producing signal and idler in the near-IR region. Both output
beams from the OPA are mixed in a AgGaS, crystal for difference-
frequency generation, creating mid-IR pulses centered at 2064 cm™
with ~6 pJ pulse energy. The mid-IR beam was split into two beams, a
stronger pump pulse and weaker probe pulse. The pump pulse was
passed through an acousto-optic mid-IR Fourier-domain pulse-shaper.
In the PSPP experiments, the pulse shaper chopped and phase cycled
the pump pulse to obtain transient absorption signals, while in the 2D
IR experiments the pulse shaper generated two excitation pulses, 1 and
2, and controlled the delay time (z) between them.

The major difficulty in performing the membrane experiments was
scattered light. The membranes look like a piece of opaque white filter
paper. The scattering problem was overcome using the pulse shaper.
In addition to the pulse timing the pulse shaper controls the phase of
the pulses. For the liquid IL samples, a 4-shot phase cycling scheme
was used for the 2D IR experiments as well as for the PSPP. For the
membranes, an 8-shot phase cycling and chopping scheme was utilized
in the 2D IR measurements, especially for the SILMs samples with
PES30 membranes where the scattered light was particularly bad. A
mechanical delay stage in the probe pulse path controls the time delay
between the pump and probe pulses in the PSPP experiments or the
time delay (waiting time, T,) between the second excitation pulse 2
and the third excitation pulse 3 (probe pulse) in the 2D IR experi-
ments. The pump and probe pulses were focused into the sample with
a small crossing angle for both experiments. The probe pulse was
directed into a spectrometer after passing through the sample. The
spectrometer disperses the probe pulse, which was then detected
in the frequency-domain by a 32-pixel HgCdTe (MCT) IR array
detector. The 2D IR signal is collinear with the third pulse (probe
pulse), which also acts as the local oscillator used for heterodyne
detection of the signal.

In the PSPP measurements, the probe polarization was horizontal
(in the plane of the optical table) and the pump polarization was at
45° with respect to the probe pulse. After the sample, a polarizer
mounted in a computer controlled rotation stage alternately resolved
the probe pulse at +45° (parallel to the pump) and —45° (per-
pendicular to the pump) relative to the incident polarization
(horizontal). Since the response of the spectrometer grating is
polarization-dependent, we placed another horizontal polarizer in front
of the spectrometer entrance slit to ensure that there is no biased
detection of the polarizations. The collected probe signals parallel,
S(t), and perpendicular, S;(#), to the pump were used to obtain the
population relaxation P(t) and the second Legendre polynomial
orientational correlation function C,(t) using®

Si(t) = P(£)[1 + 0.8C,(t)] (1)

8i(6) = P(6)[1 — 04C,(1)] )

From these, the population relaxation is given by

1
P(t) = —[§,(t) + 25,(¢t
The anisotropy, r(t), is the transition dipole orientational correlation
function (the second Legendre polynomial correlation function,

Cy(8) = (P (i(1)-2(0))),

o = SO =50

CS () +28.(0) = 04G,(8)

(4)

In the 2D IR vibrational echo experiments, three excitation pulses 1,
2, and 3 impinge on the sample with controllable time delays, 7 (delay
between 1 and 2 pulses) and T, (delay between 2 and 3 pulses). In
effect, pulses 1 and 2 label the initial frequencies of all of the
CN stretch vibrational oscillators. After the system evolves during T,
pulse 3 generates the vibrational echo signal, reading out the final
frequencies of the vibrational oscillators. To carry out the polarization
selective measurements, we set the polarization of both excitation
pulses 1 and 2 to 0° and 90° relative to the probe polarization (hori-
zontal) in the (XXXX) and (XXYY) configurations, respectively, using
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a polarizer and half-wave-plate. The resolving polarizer after the
sample is fixed to horizontal and is not changed for both polarization
configurations. For the SILM samples, we are only able to collect the
2D IR spectra with the perpendicular, (XXYY), configuration because
we observe severe interferences from the scattered light in the parallel,
(XXXX), configuration. The perpendicular polarization configuration
with phase cycling scheme substantially reduces the interferences from
scattered light and makes the 2D IR experiments possible for solid
samples such as the SILMs. The 2D IR spectrum consists of the ®,,
(vertical) and @, (horizontal) axes and needs two Fourier transforms
to be constructed. The first Fourier transform yields the w,, axis
experimentally by resolving the frequencies of echo/LO pulse via the
spectrometer, that is, the time domain pulse is taken to the frequency
domain. Scanning 7 in the experiments produces an interferogram at
each w,, because the echo signal moves in phase relative to the fixed in
time LO. The numerical Fourier transform of this interferogram for
each w,, gives the w, axis of the 2D IR spectrum.

For each T,, a 2D IR spectrum is collected by scanning 7, and the
spectral diffusion is evaluated based on the 2D line shape analysis at
each T,,. The T,-dependent frequency—frequency correlation function
(FECF) contains the dynamical information on interest. The center
line slope (CLS) method was employed to obtain the FFCF from the
2D IR spectra.®®” To calculate the CLS at a given T,, 1D spectra
were obtained by slicing the 2D spectrum parallel to the w,, axis for a
range of @,. These spectra were fit with Gaussian peak shape functions
to determine the peak frequency. A plot of these peak frequencies is
the center line. The CLS is the slope of the center line. As the system
evolves with increased T, the CLS changes, from a possible maximum
value of 1 to 0 when spectral diffusion is complete. A plot of the CLS
vs T,, is the normalized T,,-dependent portion of the FFCF. Given the
CLS(T,,) and the linear absorption spectrum, the full FFCF including
the homogeneous component can be determined.*®

3. RESULTS AND DISCUSSION

3.1. Pore Size Distributions of PES Membranes. To
study and understand the dynamics of ILs and molecules inside
the SILMs, characterization of the membranes’ pore sizes is
necessary. As mentioned above, the two poly(ether sulfone)
membranes, PES200 and PES30 are commercial from different
companies. According to the specifications, the pore sizes of
PES200 and PES30 are 200 and 30 nm, respectively, which
were determined by the size of retained particles in the mem-
branes or bubble point testing.”® These numbers are only for
the purpose of filtration, the intended application, and they do
not necessarily represent the mean pore size of the membranes.
Additionally, no information about the pore size distribution is
provided by the manufacturer.

The pores and their size distribution in the PES200 mem-
brane have been characterized previously using scanning elec-
tron microscopy (SEM) and gas permeability measurements.®*
Figure 1 displays a SEM image and the pore size distribution of
PES200, as well as the pore size distribution of PES30. The
pore size distribution of PES200 comes from Ramakrishnan
et al.”® In the original work, the relative flow distribution plot
emphasized the contribution from the large pores as the fourth
power of the pore diameter.”> We replotted their data in Figure 1
taking the square root of relative flow, which was normalized to
the maximum value, as a function of pore size to compensate.
Our plot is now the relative volume distribution, assuming
cylindrical pores. As shown in Figure 1, the pore size distri-
bution of PES200 is broad with a range from 80 to 500 nm and
a maximum near 360 nm. The previous work estimated the
mean pore size of PES200 to be 280 nm,” which is larger than
the 200 nm manufacturer specifications. The SEM image also
shows a broad distribution of large pore sizes.
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Figure 1. Pore size distributions of the PES200 and PES30 mem-
branes. The data for PES200 was adopted from the gas permeability
measurements study in ref 63 and modified to present normalized
relative pore volume. The PES30 data is from N, adsorption/desorption
isotherm measurements with the BJH method and is also normalized for
the comparison. The inset shows the PES200 membrane’s SEM image
reprinted with permission from ref 63. Copyright 2004 Elsevier.

In contrast to PES200, the pore size distribution of the
PES30 membrane has not been reported previously. We thus
measured the N, adsorption/desorption isotherm of PES30 to
obtain the pore size distribution using the BJH model.”> The
data displayed in Figure 1 reveals a broad distribution with a
maximum near 110 nm. The pores in the PES30 have sizes
between 40 and 200 nm, substantially larger than the 30 nm
indicated by the manufacturer. This trend is consistent with
that for PES200. The N, adsorption/desorption isotherm is
measured at liquid nitrogen temperature, 77 K. At this tem-
perature the membrane’s volume may shrinks, possibly resulting
in contraction of the pore size. Using the linear thermal expan-
sion coefficient of poly(ether sulfone) (55 X 107 K™'),% the
volume shrinkage is calculated to be only 3.6% from room
temperature to 77 K, which is a negligible amount of volume
change given the width of the distribution. While the pore size
distributions overlap, there is still a substantial difference in
pore sizes, with those of PES200 significantly larger than those
of PES30.

3.2. Linear IR Absorption Spectrum. Figure 2 shows the
linear FT-IR absorption spectra of the CN stretch of SeCN™ in
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Figure 2. Background-subtracted and normalized FT-IR spectra of the
CN stretching mode of SeCN™ in the bulk EmimNTTf, and the SILMs,
PES200 and PES30.

EmimNTf, for the bulk and SILM (PES200 and PES30) sam-
ples. The neat, bulk EmimNTf, spectrum was subtracted from
the spectrum of the bulk sample with SeCN™, and the spectrum
of the blank SILM (only containing EmimNT%, in the PES200
and PES30) was subtracted from that of the SILM sample
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containing the SeCN™ solution. The peak center is 2063.4 cm™

with a full width at half-maximum (fwhm) of 21.3 cm™" for the
bulk when it is fit with a Voigt line shape. The spectra of the
CN stretch in the SILM samples are essentially identical to
the bulk sample spectrum within experimental error, as shown
in Figure 2.

The center frequency of the CN stretch band of the SeCN™
is sensitive to the surrounding solvent environment. In D,0,
the absorption band appears at 2075 cm™', blue-shifted due to
hydrogen bonding interactions. In very small AOT reverse
micelles (w, = 1), in which the SeCN~ is interacting mainly
with the SO;~ head groups and Na* counterions, the band
appears at 2065 cm ™', which is close to the center frequencies
in EmimNTf, and other ILs.”” Here, the center frequency of
the CN stretch does not change in the SILMs compared to that
in the bulk RTIL. The pore sizes are so large in the SILMs that
a negligible fraction of the SeCN™ will be in close proximity to
the pore walls. The SeCN™ spectra suggest that the inter-
molecular interactions that determine the peak position and the
fwhm are essentially unchanged in going from the bulk IL to
the ILs confined in the pores.

Looking at the spectra alone, they suggest that confining the
IL in the large pores minimally perturbs the range of liquid
structures that give rise to the inhomogeneously broadened
absorption line. The absorption spectrum of the OD hydroxyl
stretch of dilute HOD in H,O contained in AOT reverse
micelles is essentially identical to the OD spectrum in bulk
water when the diameter of the reverse micelles is greater than
~9 nm (wy = 25).>**° For smaller diameters, the OD spectrum
develops a blue shoulder that arises from the non-negligible
fraction of water molecules that are directly interacting with the
AOT interface. Away from the interface, the water core of the
reverse micelle is still bulk like. It is necessary to go to a dia-
meter of ~4 nm before there is no bulk like water. Therefore,
for the large pores of the SILMs and the very small fraction of
the vibrational probe that is at the interface, one would initially
assume that not only the spectrum, but all of the properties of
the IL probed by SeCN™ would be bulk like.

3.3. PSPP Measurements: Population and Reorienta-
tion Dynamics. The PSPP experiments measured the tran-
sient absorption signals with parallel and perpendicular polar-
ization configurations, S;(t) and S,(t), which were used to
construct P(t), the isotropic decay (population relaxation) and
r(t), the anisotropy, using eqs 3 and 4.

In general, the isotropic population decay, P(t), in addition
to the vibrational lifetime, can have contributions from spectral
diffusion. For example, non-Condon effects can cause one side
of a vibrational line to absorb more than the other.”®”® The
initial excited state population flows from one side of the line to
the other via spectral diffusion.””””" At a particular wavelength
within the absorption spectrum, the spectral diffusion can
appear in P(t) as nonexponential behavior on short time scales.
Here, there are sharp solvent/polymer absorption bands under
the SeCN™ absorption spectrum although these bands do not
appear in the absorption spectrum of Figure 2 after background
subtraction. They also do not directly contribute to the non-
linear signal due to their small transition dipoles but influence
the absorption because the species that give rise to them are in
high concentration. Thus, they can absorb some of the pump
pulse at certain frequencies, which causes somewhat nonuni-
form pumping of the SeCN™ band, which affects P(t). Popula-
tion equilibration through spectral diffusion introduces the
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nonexponential decay of P(t) at early times as in the case of
non-Condon effects.

Therefore, to extract the vibrational lifetime of the CN
stretch of SeCN™, P(t) was fit to a single-exponential using later
time data from 100 to 400 ps. The fit yields lifetimes of 105 +
1 ps for all the samples without showing distinct frequency
dependence across the band near the center frequency.
Vibrational lifetimes are generally very sensitive to the local
environment of the vibrational oscillator. To vibrationally relax,
the energy from the initially excited mode flows into a com-
bination of intramolecular and intermolecular modes.”””* The
intermolecular modes usually involve the continuum of low
frequency modes of the bath, which are required for energy
conservation. The vibrational lifetime depends on the density of
states and the coupling to the bath modes. We found that the
lifetime in the bulk liquid is the same as in the two SILMs. This
result implies that the local environment of the SeCN™ is not
changed significantly in going from the bulk to the RTIL in the
membrane pores. The unchanged vibrational lifetime in the
SILMs is also evidence that SeCN™ directly interacting with
the pore walls does not significantly contribute to the nonlinear
IR signals, and that there is no significant contribution to the
experiments in the very small pores either.

In contrast to the absorption spectra and lifetimes, the
anisotropy decays change in the SILMs samples as shown in
Figure 3. Both SILM samples displayed slower reorientation
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Figure 3. Anisotropy decays of SeCN™ in bulk EmimNTf, and the
same solution in the SILMs, PES200 and PES30 (points), with
triexponential fits to the data (solid curves).

dynamics compared to the bulk sample. The anisotropy data for
all the samples are frequency independent; each decay curve in
Figure 3 is the average of eight curves from detection fre-
quencies between 2061 and 2070 cm™". The anisotropy decays
from the three samples were fit with triexponential functions,
and the resulting fit parameters are given in Table 1. In a
previous study of EmimNTf, using EmimSeCN to introduce
the SeCN™ vibrational probe, it was not clear if there was a very
small long-term offset (0.012) in the anisotropy decay at the
maximum delay time of 300 ps.”® Here it was possible to take
data to longer time, 500 ps, and it was found that the decay of
the bulk liquid indeed goes to zero. Therefore, all of the data in
the current study were fit without an offset. Fitting the bulk IL
data without an offset slightly changed the anisotropy values
obtained previously.”® However, the differences in the bulk
time constants from the earlier reported values do not influence
the comparison to the data from the SILM samples as all of the
data used in the current experiments were taken and fit in the
same manner. The slowest time scale in the triexponential fits
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Table 1. Parameters from the Triexponential Fits to the Anisotropy Decays

sample A t (ps) A t, (ps) A" t; (ps)
bulk 0.08 + 0.004 2.6 + 0.3 0.14 + 0.006 253 £22 0.13 + 0.007 1364 + 5.5
PES200 0.10 + 0.006 44 + 0.5 0.16 + 0.00S 49.5 + 4.3 0.08 + 0.007 SILS + 74.9
PES30 0.09 + 0.00S5 4.0 + 04 0.14 + 0.004 43.6 + 3.0 0.11 + 0.004 S13.0 + 35.0
“4; is the amplitude of each exponential.
Table 2. Parameters from Wobbling Analysis
sample 0, (deg)” Oy (deg)”  Oa(deg)” O (deg)” 7 (p) 7o () 7, (ps)? D (107 psT) Dy (107 s
bulk 16.7 + 1.8 24.0 + 0.6 387+ 0.9 473 £ 1.0 2.6 + 0.3 31.1 £33 136 + 6 190 + 2.4 3.7 +£0.S5
PES200 18.5 + 1.8 27.7 £ 0.8 47.0 £ 1.2 55.6 £ 1.2 44 £ 0.5 548 +£35.3 512 £ 75 145 + 2.0 28 + 04
PES30 184 + 1.3 254 + 0.6 412 + 0.6 50.3 + 0.6 4.0 + 04 47.6 + 3.6 513 + 35 13.6 + 1.8 2.7+ 03

“The inertial cone angle.

b9, and 0, are the first and second diffusive cone half angles. “The total cone half angle accounting for all three cones. drcl,

T, and 7,, are the decay times associated with the first and second diffusive cones and the final free diffusion, respectively. D, and D, are the first

and second cone diffusion constants.

to SILM data exceeds the experimental time window. The three
time constants in a decay differ by a factor of approximately 10,
e.g., ~4 ps, ~40 ps, and ~500 ps. This separation of time scales
makes it possible to obtain reasonably accurate values of the
longest time constants in spite of the limited time range of
the measurements. The uncertainty in the fits is reflected in the
error bars, which are not overly large. Therefore, the values for
the slowest time component of the SILM anisotropy data are of
sufficient accuracy for comparison to the results on the bulk
liquid.

From Figure 3 and Table 1 it is clear that confinement of the
RTIL in the membrane pores slows the SeCN™ orientational
relaxation significantly compared to the bulk IL. In going from
the bulk liquid to the SILMs, the first time constant slows from
2.6 ps to ~4 ps. The second time constant slows from ~2$ ps
to ~45 ps, and the slowest decay time constant slows from
~130 ps to ~500 ps. The anisotropy decay constants for the
PES200 and PES30 membranes are the same within experi-
mental error. However, the amplitudes of the decays are not the
same for the two membranes (see Table 1). The main feature is
the increased amplitude of the slowest decay in the smaller
pores of PES30 compared to PES200 with an associated
decrease in amplitude for the faster components. So while the
SILMs’ time constants are the same within error, the data show
that the dynamics in the small pores are slower because more
reorientation occurs in the slowest component of the aniso-
tropy decay.

As seen in eq 4, the anisotropy decay begins with a value of
0.4. However, the initial values of the anisotropy decays for
both bulk and SILM samples are less than 0.4 when the experi-
mental curves are extrapolated a short way back to £ = 0 (see
Figure 3). Ultrafast inertial orientational motion produces an
initial drop in r(t) that is obscured by the nonresonant signal
that occurs around t = 0.”* After the inertial drop, all of the data
sets (points) are fit well with triexponential functions (solid
curves) as discussed above. The multiexponential behavior of
the anisotropy decay can be described in terms of the wobbling-
in-a-cone model, " **°%5! that is, a series of orientational
relaxation processes, each of which is constrained to be in
successively larger angular cones with complete diffusive orien-
tational randomization occurring on the longest time scale.

In the wobbling-in-a-cone model, the orientational correla-
tion function decays an amount determined by the cone angle.
This level is expressed as the square of a generalized order
parameter Q for a single cone
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2
1
2
== cos 6y(1 + cos 6 )
Q = (5 cos 01 + cos) o
where 6, is the half angle of the cone.*”***** Including
wobbling motion in a single cone and complete orientational
randomization yields the orientational correlation function as

Cy(t) = (Q + (1 = Qexp(—t/1))exp(—t/z,) (6)

where 7, is the time constant for the restricted diffusion in the
cone, and 7,, is the time constant for the final complete orien-
tational randomization.” Since the anisotropy decays in the
bulk and SILMs samples are triexponential and including
the initial inertial drop, the orientational correlation function
requires an inertial cone and two diffusive cones along with the
final free diffusion. Therefore, the resulting form for C,(t)
includes more order parameters and more time constants and is
given by”'

Cy(t) = (1 = Texp(—t/7,) + T*(1 = S)exp(—t/7,)
+ T?8*(1 — R¥)exp(—t(1/7, + 1/1,))

+ T*S*RPexp(—t/1,) (7)

where T, S, and R are the order parameters for the inertial and
two diffusive cones, respectively. 7, is the time constant for the
inertial cone and is set to be much faster than our experimental
time resolution. 7,; and 7, are the time constants for the first
and second diffusive cones, respectively. Using the resulting
parameters from the triexponential fits (Table 1), eq 7 yields
three cone angles for the inertial and two diffusive cones and
three time constants for the two cones and the final diffusive
complete randomization. Table 2 summarizes the resulting
parameters from this “wobbling analysis”. The cone angles
represent the angular displacement for each class of restrictions,
and the associated diffusion constants reflect the time constants
for the relaxations.

The cone angles derived from the wobbling analysis show
some differences among the samples (see Table 2). First, the
bulk inertial cone angle is somewhat smaller than those from
the SILMs, but the error bars overlap. In all of the samples the
local IL structure surrounding SeCN™ gives essentially the same
available spaces for SeCN™ to reorient through the ultrafast
ballistic motion. The cone angles for the first and second cones
increase in going form the bulk to the membranes. The increase
in the PES200 membrane is larger than for PES30. For PES30,
the increase over the bulk is small but outside of the error bars.
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The total cone angle that is sampled prior to the complete
orientational randomization is larger in the SILMs, with the
increase less for PES30 than for PES200. However, the changes
in the cone angles are small, indicating that there are only
subtle differences in the local environment experienced by the
SeCN™ probe.

The associated decay times for the first and second cones,
7,; and 7, in the SILMs are slower than in the bulk liquid, but
with the decays faster in PES30 than in PES200. However,
for comparing the wobbling dynamics, it is necessary to look at
the orientational diffusion constant rather than the decay time
because the diffusion constant depends on both the decay time
and the cone angle.42 The diffusion constants for the two cones,
D, and D, are calculated from each cone angle and decay
time.*® For 0 < 30°,

D = 70%/24z, ®)
with @ in radians. For 8 > 30°, the full expression for any value
of 6 is used.*

_ (1 + ) {In[(1 +x)/2] + (1 — x)/2}
o (1 - Q)2(x - 1]
(1 —x)(6+ 8x, — & — 1247 — 7a))
2401 - Q) ©)

where x. = cos 0. From Table 2, it can be seen that both cone
diffusion constants are smaller in the SILMs than in the bulk,
and the diffusion constants in the SILMs are the same within
error. Restrictions imposed by the local environmental struc-
ture predominantly govern the diffusive orientation in the two
cones, rather than the bulk viscosity.”® While both the first and
second cone diffusion constants are somewhat smaller in the
SILMs, the difference is not large. Thus, the similarity in the
cone angles and diffusion constants of all of the samples indi-
cates a substantial similarity in their local solvation environ-
ments.

However, the time to relax these local environments, as given
by the 7,, (see Table 2) is substantially longer in the SILMs
then in the bulk liquid. In going from the bulk to the SILMs,
the decay time constant for the free diffusion, 7,,, increases from
136 ps to ~512.0 ps. (The diffusion constant for this free
diffusion is D,, = 1/67,,.) This 3.8-fold increase is much larger
than the changes in the cone diffusion constants. Previously, it
was found that the complete orientational randomization of
SeCNT is hydrodynamic in the bulk EmimNTf,: the measured
free diffusion time constants (88 ps) agreed well with the cal-
culated values from Debye—Stokes—Einstein (DSE) theory
under slip boundary conditions (74—126 ps).*® In addition, ,,
increases proportionally with the viscosity of the bulk IL in
going from EmimNTf, to BmimNTf,.** This viscosity depen-
dence demonstrates that the rearrangement of the RTIL
structure is necessary for the relatively small anion, SeCN™, to
completely reorient in these ILs, and the IL rearrangement
is the barrier that restricts the free orientational diffusion.
(Note that 7,, for the bulk sample in this study (136.4 ps) is
larger than previously reported value (88 ps) because the data
were taken to longer time, which showed there was no offset
in the anisotropy decay.) The significant increase of the free
diffusion time constants in the SILMs shows that the IL
rearrangement is significantly altered by the membrane.

The extent of the slowing of the IL rearrangement in the
SILMs can be ascertained qualitatively by determining the
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“effective viscosity”. We make the reasonable assumption that
the shape and volume of the SeCN™ is unchanged in going
from bulk EmimNTf, to EmimNTf, in the SILMs. Then, 7, is
directly proportional to the viscosity according to the DSE
equation. Using measured 7,, values for the bulk and SILMs
samples and the bulk viscosity of EmimNTf, at room
temperature (39.9 cP),*** the effective viscosity for the
SILMs is calculated to be 150.0 cP. This value is almost the
same as the bulk viscosity of DmimNTf, (143.7 cP),***” which
has 10 carbons in the alkyl chain of the cation. The increase in
effective viscosity over that of bulk EmimNTf, occurs in spite of
the fact that the same IL is used in the SILM samples. The
result indicates that there is a significant change in the time
scale for the overall randomization of the IL structure in the
SILMs, which suggests a change in the global IL structure.

3.4. 2D IR Measurements: Structural Dynamics. As
discussed briefly in the Introduction, 2D IR spectroscopy can
provide information about the structural evolution of a system
by measuring the spectral diffusion of a vibrational probe
molecule. Liquid structures that result in different intermo-
lecular interactions with the probe are responsible for the
inhomogeneous broadening of the vibrational absorption line.
2D IR spectroscopy measures spectral diffusion, which reports
on how long it takes for the probe molecules to sample the
frequencies in the inhomogeneously broadened line, and
therefore, how long it takes to sample the liquid structures
that give rise to inhomogeneous broadening. To quantify the
amplitudes and time scales of the spectral diffusion, the results
from the 2D IR experiments are analyzed in terms of the FFCF.
The FECEF is the probability that a vibrational oscillator with an
initial frequency in the inhomogeneous spectral distribution will
have that same frequency at a later time, averaged over all initial
frequencies.

Figure 4 displays 2D IR spectra of SeCN™ in EmimNTf,
confined in the pores of the PES200 SILM. The quality of the
data is excellent in spite of the massive amount of scattered
light generated by the membrane. At a short waiting time, T,
when the liquid structure has had little time to evolve, the
vibrational oscillator is likely to retain the same frequency as its
initial frequency, and the 2D IR spectrum is diagonally elon-
gated as shown in an upper panel of Figure 4 (T, = 3 ps). The
dashed line is the diagonal. At long time (bottom panel, T, =
100 ps), the line shape has become more round because the
vibrational oscillators’ final frequencies (time of echo emission)
have lost correlation with their initial frequencies because of
structural evolution of the system.

The FFCF is modeled with a multiexponential form

Conlt) = (800(£)50(0)) = )" Alexp(—t/1)
i (10)

where A; and 7; are the frequency fluctuation amplitudes and
associated time constants, respectively, for the ith component.
Sw(t) = w(t) — (w) is the instantaneous frequency fluctuation
and (w) is the average frequency. A component of the FFCF is
motionally narrowed if Az; < 1, and its A and 7 cannot be
determined separately. The motionally narrowed contribution
to the absorption spectrum (homogeneous broadening) has a
pure dephasing line width given by I'* = A’t/z = 1/xT5%,
where T¥ is the pure dephasing time. However, the vibrational
lifetime and orientational relaxation also contribute to the total
homogeneous dephasing time, T, which is given by
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Figure 4. 2D IR spectra of the CN stretching mode of SeCN™ in
EmimNTTf, ionic liquid in the nanopores of the SILM PES200. Top
panel: the spectrum at short waiting time. The data show significant
elongation along the diagonal, the dashed line. Bottom panel: the
spectrum at longer time. The dynamical information, spectral
diffusion, is obtained from the change in shape of the spectrum
with T,.

T, 2L 3T, (11)

where T, and T,, are the vibrational lifetime and orientational
relaxation time, respectively. Then, the total homogeneous line
width is I' = 1/7T,. To extract the FFCF, we analyzed the line
shape of the 2D IR spectrum as a function of T, using the CLS
method.

Recent studies of polarization selective 2D IR experiments on
various IL systems have shown that the probe molecules’ orien-
tational relaxation can contribute to spectral diffusion.***~**
Orientational relaxation will contribute to spectral diffusion is if
it occurs on similar time scales to the spectral diffusion caused
by structural evolution of the sample, and if the sample
produces an electric field at the vibrational probe that evolves
slower or over a comparable time span than the reorienta-
tion.>***7* In this regime, the reorientation of the SeCN~
probe induces a change in its interaction with the electric field
through the first order Stark effect and thus, the vibrational
frequency changes. The contribution of RISD differs in two
experimental polarization configurations, parallel ((XXXX))
and perpendicular ((XXYY)) as shown in the top panel of
Figure S.

The total spectral diffusion is the result of RISD and the
structural spectral diffusion, SSD. We are interested in the
structural spectral diffusion, which is caused by the structural
evolution of the IL. For the first-order Stark effect coupling, the
total FFCF is the product of the two contributions

Crot(t) = Fssp(H)R(t) (12)
where Fgp(t) is the structural contribution from fluctuations
in the liquid structure and R,(t) is the RISD contribution with
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Figure 5. 2D IR CLS (normalized frequency-frequency correlation
function) decay data (points) of (A) SeCN~ in the bulk EmimNTf,
from both the parallel and perpendicular polarization configurations
and (B) bulk and SILM, PES200 and PES30, samples from the
perpendicular polarization configuration. Each SILM decay curve is the
average of measurements on three different samples. The solid lines
are the fits to the data using the RISD theory to obtain the structural
spectral diffusion.

i = parallel or perpendicular.’®*” The RISD contribution is
given by

[ 11C,(¢) + 4Cy(¢
RPara(t) = i 1( ) 3( )
251 1+ 0.8C,(t) (13)
for the parallel configuration and
[ 7C,(t) — 2¢4(t
Izer(t)=i 1() 3()
PP 25 1 —04C,(t) (14)

for the perpendicular configuration. In addition, the isotropic
decay curve can be obtained by adding the parallel 2D spectrum
to twice the perpendicular 2D spectrum (correctly normalized)
at each T,, and obtaining the CLS from these combined spec-
tra. The isotropic RISD factor is given by

Riso(t) = Cl(t) (15)

The C,(t), C,(t), and C4(t) are the first, second, and third order
Legendre polynomial orientational correlation functions,
respectively.***” C,(t) is obtained from the anisotropy
measurements (see Figure 3). From C,(t), C,(t) and C,(t)
are determined.”” In using eq 12 to obtain the SSD, there are
no adjustable parameters in the RISD term. The SSD can be
obtained by fitting the SSD parameters to either the parallel or
perpendicular CLS decay. Here we use the perpendicular
decays (Figure SB) because the perpendicular polarization
configuration reduces the scattered light for the SILM samples.
The SSD is modeled as a sum of exponentials.

Figure SA displays the CLS decays (points) for the bulk
sample and the parallel and perpendicular RISD/SSD fits (solid
curves). The same SSD parameters were used for both CLS
curves. Previously, SSD for SeCN™ in the bulk sample was
modeled as a biexponential with a small offset.”® As mentioned
above, better anisotropy data were obtained by experimental
improvements that permitted the acquisition of data at longer
times. The resulting changes in the anisotropy data resulted in

DOI: 10.1021/jacs.6b10695
J. Am. Chem. Soc. 2017, 139, 311-323


http://dx.doi.org/10.1021/jacs.6b10695

Journal of the American Chemical Society

Table 3. Triexponential SSD Parameters from the RISD Fits

sample A 7 (ps) Ay 7, (ps) A 73 (ps)
bulk 0.26 + 0.08 6.0 £22 0.37 £ 0.08 32 +£13 0.14 + 0.10 140 + 67
PES200 0.18 + 0.04 39+ 1S 0.31 + 0.04 24+ 4 0.31 + 0.01 504 + 53
PES30 0.16 + 0.05 73+ 27 0.19 + 0.04 40 + 16 0.46 + 0.02 1660 + 630
“4; is the amplitude of each exponential.
Table 4. Isotropic FFCF Parameters
sample T, (ps)” T (em™)” Ay (em™)* 7, (ps)” A, (em™)* 7 (ps)? Ay (em™)° 73 (ps)*
bulk 2.0 5.3 42+ 04 3.8 +£09 57+£03 20.6 + 4.3 39 £ 0.5 82.3 +£ 13.0
PES200 2.1 5.0 47 £ 03 39 +08 53 +02 258 £32 43+ 0.1 3414 £ 273
PES30 22 4.9 42+03 54+ 1.1 48 + 0.2 379 £ 72 53 +02 756.2 + 191.6

“T,: homogeneous dephasing time. br homogeneous line width (fwhm). “A;: inhomogeneous line width (standard deviation) of the ith component.

7. decay time constant of the ith component.

improved quality in the SSD fitting with a triexponential func-
tional form with no offset. Figure SB shows the data for the
bulk sample, PES200, and PES30 all with the perpendicular
polarization configuration (points) and the fits (solid curves) in
which only the SSD parameters are adjustable. As can be seen
in Figure S, in all cases the fits are very good. Table 3 sum-
marizes the SSD time constants and their amplitudes from the
fits. For the bulk sample, the first two time constants are similar
to those previously reported from the RISD fits with the biex-
ponential SSD. In addition, there is the slowest time constant of
140 ps with relatively smaller amplitude that was previously
modeled as a constant offset.

As can be seen in Figure 5, the CLS decays for the SILM
samples are significantly slower than the bulk sample. In
addition, the decay for PES30 (smaller pores) is slower than the
decay for PES200. The curves in Figure S have contributions
from both SSD and RISD. Table 3 gives the SSD parameters
after the contributions to the experimental decays from RISD
have been removed. Table 4 (discussed further below) gives the
decay time constants for the isotropic decay that is obtained
directly from the experimental data, that is, it includes RISD,
which makes the experimental decays faster than the SSD
contribution to the FFCF. The slowest decay time is slower
than the experimental window, but it can be extracted with
reasonable accuracy for comparison to the bulk value because
of the large separation in the slowest decay time constants from
the faster decay time constants. The relatively large uncertainty
is reflected in the error bars, which are still small enough to
permit the comparison among the samples. The slowest SSD
time constants (Table 3) are slower than the slowest FFCF
time constants (Table 4) from which they are derived, and have
correspondingly larger error bars. Again, the error bars are not
too large to prevent comparison among the samples.

For the SSD parameters (Table 3), within experimental
error, the fastest two time constants, 7, and 7,, do not change in
going from the bulk IL to the SILMs. However, it is noteworthy
that the amplitudes, A; and A,, decrease in going from the bulk
IL to PES200 and decrease further going to PES30. So while
the time constants may be the same or very similar, less of the
structural dynamics occurs on the faster time scales. The shift in
amplitude out of the faster components of the SSD explains
why the curves shown in Figure SB differ even at short time.
However, the major change is in the slowest component of
the SSD, 7;. While the error bars are large, the trend falls far
outside of the error. In going from the bulk sample to PES200,
the structural evolution slows by ~3.5, and then going from
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PES200 to PES30, the dynamics slow by another factor of ~3.
Thus, going from the bulk to the porous medium slows the IL
dynamics and having smaller pores further slows the dynamics.

In a previous study of SeCN~ dissolved in bulk RTILs
(Emim, Bmim, Hmim, and Dmim NTf,) it was observed that
the short time component of the SSD, 7y, is invariant to the
chain length and bulk viscosity of the ILs.*” It was proposed
that the fast time scale insensitivity to the chain length is
indicative of the ILs” small local motions that occur on a short
time scale without major rearrangement of the global liquid
structure. Here, 7; is also insensitive to the nature of the
sample, bulk or membranes, indicating that small and fast local
motions are not affected by confinement of the IL in the
membrane pores even though there is a large increase in the
effective viscosity. The invariance of 7, across the samples
suggests that the local environment near the probe molecule is
not fundamentally altered in the membranes, which is in line
with the invariance of the FT-IR spectra and the vibrational
lifetimes across samples. In addition to 7, 7, does not show a
change in the dynamics in going from the bulk EmimNTf, to
either membrane within experimental error. It is important to
note that the time constants that describe the SSD arise from
the multiexponential model used to fit the data. They should be
considered time scales for a set of structural rearrangements
rather than a time constant describing a single particular pro-
cess. The results show that the time scales for structural rear-
rangements on the short and medium time range do not change
in going from the bulk to confinement in the membranes.
However, their contribution to the inhomogeneous broaden-
ing is reduced when the IL is confined in the membranes so
that the amplitude of the slowest component, A; in Table 3,
increases significantly in the progression bulk liquid, PES200,
PES30. More of the structural rearrangement is occurring on
the longest time scale in going from the bulk to increasingly
smaller pores.

The slowest time constant of the SSD, 7;, exhibits a sub-
stantial change in going from the bulk liquid to PES200 and
then to PES30. While the error bars are large, there is a substan-
tial slowing of the dynamics, well outside of error (see Table 3).
Not only does 7; become longer, but as stated above, an
increasing fraction of the dynamics occur on the longest
time scale in going from bulk to large pores and, finally, to
smaller pores. The long time scale dynamics reflected in 75 are
probably associated with longer distance scales and more
global rearrangements of the liquid structure. The FT-IR
spectra (Figure 2) are essentially identical for the three liquids.
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The homogeneous components of the absorption spectra
are the same (see Table 4), which means the inhomogeneous
broadening in the three samples is the same. Thus, confinement
in the pores shifts the time evolution of some of the structures
that give rise to the inhomogeneous broadening from shorter
to longer times. In the bulk liquid, some of the structures that
could rearrange rapidly are no longer able to do so in the pores.
These results suggest that the global structure of the IL changes
in the SILMs in a manner that affects the slowest and longest
distance scale motions. This view is consistent with the dis-
cussion of the anisotropy decays (Section 3.3). The slowest
component of the anisotropy decay, ;, (see Table 1) becomes
substantially longer in going from the bulk liquid to the IL
confined in the pores. This component reflects the complete
diffusive randomization of the probe orientation, and its slow-
down implies an increased effective viscosity. However, within
error, there is no difference in the slowest component of the
anisotropy decay for the two pore sizes. The anisotropy decay is
determined by how the evolution of the liquid structure
influences the local structure in which the probe is reorienting.
In contrast, SSD can be caused by distant liquid structural rear-
rangements through evolution of the electric field produced by
the liquid at the site of the probe. Therefore, the anisotropy
and the SSD observables, while both determined by the time
evolution of the liquid structure, can be sensitive to different
aspects of the evolution.

Figure 5B displays 2D IR data for the bulk liquid, PES200,
and PES30 with perpendicular pulse polarizations ((XXYY)).
This data and the RISD expression of eq 14 were used to obtain
the SSD parameters. In a molecular dynamics (MD) simulation,
neither the perpendicular nor the parallel data are calculated
because simulations of 2D IR data do not include polarized
radiation fields that give rise to initial cosine-squared
distribution of excited vibrations. MD simulations will contain
the full dynamics, that is, SSD and RISD. Thus, MD simula-
tions calculate the isotropic FFCF which contains the full
dynamics, that is, SSD and RISD as CE3(t) = Fggp(t)Rio(t)
(eq 12) with R,(t) given by eq 15. Using the SSD parameters
obtained from the data, we calculated C(t) for the SILM
samples. From these and the FT-IR spectra, we obtained
isotropic FFCF parameters, including the homogeneous line
widths, which are given in Table 4. These parameters can be
used for comparison to MD simulations.

3.5. Structures of EmimNTf, in the Membranes. The
experimental results presented above show that the very local
structure surrounding the SeCN™ probe is little changed in the
pores from that found in the bulk liquid. However, the IL
dynamics experienced by the probe, particularly the slowest
time scale dynamics that are likely related to longer nonlocal
distance scales, are substantially influence by confinement of
the IL in pores. In addition, the 2D IR experiments show that
the effect of confinement in the pores is larger for the smaller
pores of PES30 compared to PES200. The changes in dynamics
with confinement are not caused by the presence of the
vibrational probe at the wall of the pore. Because the pores are
large, only a small fraction of the probes are at the wall, and
interactions with a distinct molecular environment would cause
changes in both the FT-IR spectrum and the vibrational life-
time, neither of which occurs. Therefore, the observed changes
in dynamics must be caused by changes in the IL structural
dynamics induced by the pore wall and felt throughout the
liquid contained in the pores.
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Because the pores are so large compared to the sizes of other
types of systems in which nanoconfinement strongly influences
liquid dynamics,>**~ it initially seems surprising that bulk
dynamics are not observed in the pores. However, there is
substantial evidence that an interface can have a long distance
scale influence on ILs. The structure of ILs near surfaces and in
confined environments has been of interest for many years,”>~**
and there are ample review articles on this subject, highlighting
intriguing aspects of IL structure at the interfaces.** " Based
on many experimental and computational studies, the most
commonly accepted picture is that the interactions with inter-
faces can remarkably affect the structure of ILs, in particular, the
ordering of cations and anions very near the interfaces, and this
effect is local, limited within a few nanometer scale.

However, this restriction of the influence of an interface to
the proximity of the interface has been challenged recently by
several experimental studies that imply long-range ordering
effects even over a micrometer length scale.””™* Using an
extended surface forces apparatus, Espinosa-Marzal and
co-workers demonstrated that the nanoconfinement imposed
on a film of 1-hexyl-3-methylimidazolium ethylsulfate between
mica surfaces can induce an ordered structure that extends
over 60 nm from the surface.”” Another study by Shaw and
co-workers reported the transformation of IL films into a long-
range ordered structure over 2 ym occurs when the NTI,
anion-based IL films are formed by applying a slow shearing
process.”* In addition, a recent simulation study by Margulis
and co-workers demonstrated that 1-methyl-3-octylimidazo-
lium octylsulfate can form a lamellar structure at the vacuum
interface, and it extends to the full length scale of their simula-
tion (9 nm), explicating experimentally observed long-range
ordering effects at the interfaces.”

The literature discussed above indicates a long distance scale
influence on ILs by an interface. The results presented here,
which show significant changes occur in dynamics in going
from bulk EmimNTf, to EmimNTf, in the large pores of
PES200 and PES30, provide substantial evidence that the
polymer interface can have a long-range (~100 nm) influence
on the IL. The fact that the slowdown in the dynamics is
greater for the smaller pores in PES30 than in PES200 is
consistent with the influence of the interface falling off over a
distance of very approximately 100 nm.

4. CONCLUDING REMARKS

The structural dynamics of EmimNTf, in the bulk liquid were
compared to those in the nanopores of two Supported Ionic
Liquid Membranes, PES200 and PES30. PES200 has an average
pore size of ~300 nm, while PES30 has and average pore size of
~100 nm. 2D IR and IR polarization selective pump—probe
experiments were performed on the CN stretch of the vibra-
tional probe, SeCN™. In both SILMs, the absorption spectra
and the vibrational lifetime of the CN stretch were unchanged
from that of the bulk liquid. These results demonstrate that the
immediate IL environments surrounding the vibrational probes
in the SILMs are unchanged from those of the bulk liquid.
Anisotropy measurements (orientational relaxation) of the
vibrational probe showed significant differences between the
bulk IL and the IL in the pores of the SILMs. The orientational
relaxation measurements fit to a triexponential decay in all three
samples. The two shorter time components reflect restricted
orientational relaxation, wobbling-in-a-cone, while the slowest
decay component is the final complete diffusive orientational
randomization. All three decay components showed substantial
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slowing in going from the bulk IL to the IL in the membranes.
The orientational relaxation decay time constants in the two
membranes with different pores sizes are the same within error.
In Figure 3, the decay in the PES30 is clearly slower than in
PES200. This is caused by an increased amplitude of the
slowest relaxation component rather than a change in the time
constants. Thus, the smaller pores cause a shift of the orien-
tational relaxation to longer time.

The 2D IR data, Figure 5B, show substantial slowing in going
from the bulk IL to PES200, and further slowing for the PES30
membrane. The spectral diffusion data were separated into the
reorientation induced spectral diffusion (RISD) component
and the structural spectral diffusion (SSD) component. The
SSD is related to the dynamics of the IL structure and is of
interest here. The SSD was fit with a triexponential function.
The two faster components of the decays are the same within
experimental error for all three samples (Table 3). However,
there is a significant shift in amplitude to the slowest com-
ponent in going from the bulk IL to the IL in PES200 and a
further shift in amplitude to the slowest component in going
from PES200 to PES30. In addition, the slowest component
of the SSD becomes substantially slower in going from bulk
(140 ps) to PES200 (504 ps) to PES30 (1660 ps). The faster
SSD components reflect the more local structural evolution of
the IL. The slowest component depends on more global struc-
tural rearrangements. It is the slowest component of the SSD
that undergoes the most dramatic changes.

The slowing of the IL dynamics in the pores of the SILMs is
caused by confinement. However, the large pore sizes (PES200,
~300 nm; PES30, ~100 nm) show that the polymer interface
has a long-range influence on the IL dynamics. In systems such
as water in reverse micelles,"”>*™>° confinement slows water
dynamics but only when the diameter is ~4 nm or less. The
results presented here demonstrate that, in ILs, an interface can
change the dynamics of the liquid far from the interface.

Room temperature ionic liquids are being studied for CO,
capture applications, but in practice the RTIL is likely to be
used in an SILM because of the many advantages. The results
presented here show that the dynamical properties of bulk ILs,
such as translational diffusion coefficients, may not be a good
guide for the behavior of the same IL in a SILM. The current
experiments were conducted on the vibrational probe SeCN™
because of its long vibrational lifetime and the relative ease of
preparing the sample compared to using gaseous CO, as the
vibrational probe. Previous bulk RTIL studies®”*’ revealed that
both SeCN™ and CO, behave similarly in a series of RTILs.
Both vibrational probes have the same functional forms of the
anisotropy and 2D IR decays and display the same trends with
increasing alkyl chain lengths. The SeCN™ serves a reporter on
the IL dynamics and how the dynamics and interactions change
when the IL is confined in the SILM pores. While the values of
the time constants are dependent on the particular vibrational
probe, the nature of the changes from sample to sample will not
depend on the probe. The results show that there is a major
slowing of the IL dynamics when the IL is confined in the
SILM. Experiments on CO, in SILMs are in progress. In addi-
tion to verifying the trends observed here, comparison of the
results from two vibrational probes, SeCN~ and CO,, will
provide additional information.
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