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ABSTRACT
Polarization-selective Two Dimensional Infrared (2D IR) and IR pump-probe spectroscopies have been performed on the hydrogen bonding
glass forming liquid 2-biphenylmethanol doped with the long-lived vibrational probe phenylselenocyanate over a wide range of temperatures.
The spectral diffusion seen in the 2D spectra was found to have a large polarization dependence, in large excess of what is predicted by standard
theory. This anomaly was explained by decomposing the 2D spectra into hydrogen-bonding and non-bonding components, which exchange
through large-angle orientational motion. By adapting chemical exchange theories, parameters for the component peaks were then calculated
by fitting the polarization-dependent spectral diffusion and the pump-probe anisotropy. A model of highly heterogeneous exchange and
orientational dynamics was used to explain the observed time dependences as a function of temperature on fast time scales. The experimental
observations, the kinetic modeling, and physical arguments lead to the determination of the times for interconversion of slow dynamics
structural domains to fast dynamics structural domains in the supercooled liquid as a function of temperature. The slow to fast domain
interconversion times range from 40 ps at 355 K to 5000 ps at 270 K.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5088499

I. INTRODUCTION

The polarization dependence of nonlinear spectra has long
been used to obtain information on both structure and dynamics
from a chemical system. In ultrafast infrared spectroscopy, polar-
ization selective pump-probe experiments are a well-established
method for measuring orientational relaxation.1–4 In two-
dimensional infrared (2D IR) spectroscopy, polarization experi-
ments have been used to examine the angles between coupled
dipoles,5,6 the jump angle in a chemical exchange experiment,7,8
to enhance cross peaks for molecular structure determination,9,10
and recently to examine the impact of the orientational relaxation
of a probe molecule on its spectral diffusion dynamics.11–14 This
last phenomenon, called reorientation-induced spectral diffusion
(RISD), is particularly interesting as it provides additional informa-
tion about the coupling between the instantaneous frequency of the
probe and its environment.

2D IR spectroscopy can provide information on the ultrafast
structural dynamics of a chemical system through the measurement

of spectral diffusion of a vibrational probe.15–17 The 2D IR exper-
iment effectively labels the instantaneous vibrational frequencies of
the vibrational probes at time zero (ω1), allows the chemical system
(and the corresponding instantaneous frequencies of the probes) to
evolve for a known waiting time Tw, and then reads out the final
frequencies of the probes (ω3). For a Tw short compared to the
dynamics of the system, the 2D line shapes will be highly corre-
lated, i.e., elongated along the (ω1, ω3) diagonal, while at a long
Tw, the line shapes will become decorrelated and round. The Tw
dependent decorrelation (spectral diffusion) is quantified by the
frequency-frequency correlation function (FFCF).

If RISD occurs, a component spectral diffusion is caused by the
reorientational motion of the probe if there are significant direc-
tional interactions between the probe and environment, e.g., via a
slowly time varying electric field interaction through the vibrational
stark effect.11 RISD is, in addition to spectral diffusion, caused by the
structural evolution of the medium, i.e., structural spectral diffusion
(SSD). RISD is manifested as a different extent of spectral diffusion
for different polarizations of light in the 2D IR pulse sequence. By
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comparing the differences between the spectral diffusion observed
with all four pulses (three input pulses and the echo pulse) having
the same polarizations (parallel ⟨XXXX⟩) and the first two pulses
having one polarization and the third pulse and the echo having
perpendicular polarization (perpendicular ⟨XXYY⟩) and using the
time dependence of the reorientation of the probe, determined with
pump-probe anisotropy measurements, the components of the spec-
tral diffusion can be separated into RISD and SSD. This approach of
separating RISD contributions from the SSD has worked with excel-
lent to a reasonable degree of success in a number of systems,12,13,18
provided that the reorientation of the molecule does not significantly
disturb the structure of the surrounding medium.

Besides local electric fields, an important, strongly directional
interaction that commonly appears in chemical systems is hydro-
gen bonding. Hydrogen bonding (H-bonding) is often a significant
feature of many molecular systems. H-bonding can occur among
molecules in a pure liquid as well as between a liquid or a glass
and a solute. In 2D IR experiments, the vibrational probe solute can
H-bond to the solvent and provide details of H-bond interactions
and dynamics.19–21 While spectral diffusion polarization effects do
not occur in water because it rapidly rearranges its H-bond net-
work,12,19 it is reasonable to expect other H-bonding systems to
exhibit enhanced RISD-like behavior because of the strength and
directionality of H-bonds.

In the following, we present polarization selective 2D IR exper-
iments on the H-bonding glass forming liquid 2-biphenylmethanol
(2BPM, see the structure in Fig. 1, inset). Glass formers are
notable for having dynamics that are largely universal across a wide
range of different types of intermolecular interactions and chemical
species,22–24 which make them useful for distinguishing the man-
ner in which varying intermolecular interactions influence a given
conserved dynamical process. In addition, relatively mild changes
in temperature can substantially change the time scale on which a

FIG. 1. Temperature dependent FT-IR spectra of the CN stretch of PhSeCN in
2BPM (structures depicted at top right). As the temperature is lowered, a blue
wing grows on the spectra, consistent with the formation of stronger H-bonds. The
yellow dashed curve is a fit to the 325 K spectrum with the sum of two Gaussians
(smaller dashed curves). The smaller component Gaussian (violet dashed curve)
has a similar spectrum as PhSeCN in non-H-bonding media.

given dynamical process occurs. The behavior of solute molecules
in H-bonding glassy systems is also important for a number of
practical applications, ranging from the widespread use of carbohy-
drate glasses to preserve biological molecules25 to the use of small
plasticizers to tune the mechanical and thermodynamic proper-
ties of polyvinyl alcohol,26 polyamides,27,28 and cellulose-derived
polymers.29,30

Although the molecular glass former 2BPM has not been exten-
sively studied, its dynamics have been previously observed with opti-
cal Kerr effect (OKE) spectroscopy31,32 and its thermodynamics and
structures have been examined with DSC, FT-IR, x-ray crystallogra-
phy, and luminescence spectroscopy.33–36 It also has structural simi-
larities, a similar glass transition temperature (Tg), and similar ther-
modynamics in its slow “α-relaxation” as notable non-H-bonding
molecular glass formers benzophenone (BZP) and ortho-terphenyl
(OTP),31,32 both of which have been studied using 2D IR spec-
troscopy.37,38 Comparisons to non-H-bonding systems permit the
examination of the impact of the H-bonding on structural dynamics
and solute-solvent interactions.

To examine a wide range of time scales, the long-lived vibra-
tional probe solute, phenylselenocyanate (PhSeCN, see the structure
in Fig. 1, inset), was used. Selenocyanates are remarkable vibrational
probes as their nitrile stretches have vibrational lifetimes on the
order of hundreds of picoseconds,39 which is two orders of mag-
nitude longer than most vibrations, enabling the collection of IR
pump-probe and 2D IR data from a few hundred femtoseconds to
a nanosecond.37,38

The 2D IR experiments on 2BPM reveal that the observed spec-
tral diffusion is substantially influenced by polarization. Polariza-
tion effects were previously found to be small to non-existent in
2D IR experiments on the structurally similar, dipolar glass form-
ing liquid benzophenone (BZP).38 Using the measured reorienta-
tional dynamics of PhSeCN, the standard RISD theory dramatically
fails to describe the observations. The results demonstrate that H-
bonding to the nitrile of PhSeCN is a significant contributor to
the observed differences between 2D IR experiments on 2BPM and
non-H-bonding liquids such as BZP.

Using temperature dependent FT-IR spectra and the frequency
dependence of the vibrational lifetime, it was possible to decom-
pose the 2D spectra into spectrally overlapped H-bonding and
non-H-bonding components. The non-H-bonding component was
found to have a very similar spectral width and vibrational life-
time as the PhSeCN vibrational probe in a non-H-bonding liq-
uid,38 while the H-bonding component of the spectrum was much
broader and had a shorter vibrational lifetime, consistent with the
behaviors of other H-bonded vibrational probes.40 A model was
developed in terms of chemical exchange between species with
two heavily overlapped spectral bands. Using a model with a large
change in orientation accompanying chemical exchange (a large
jump angle), as has been observed in chemical exchange studies
of water/ion solutions,7,8 it was possible to calculate the 2D spec-
tra that exhibited the same spectral diffusion as the experimental
data.

While the model of exchange-induced spectral diffusion
(XISD) proved capable of describing the data at early and late Tw’s,
there was still a noticeable systematic discrepancy at intermedi-
ate Tw’s. The disparities at intermediate Tw’s could be accounted
for by a fast orientational process that both decorrelates the
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instantaneous frequencies of the probe molecules and creates sep-
arate populations that give rise to differences in the parallel and
perpendicular decay curves. The pump-probe anisotropy decays are
biexponential at all temperatures. By assuming that the observed
nonexponential decays arise from differing rates of complete reori-
entation, the full range of data at all temperatures can be described
well. From the experimental data and arguments from the associ-
ated thermodynamic trends, the exchange time between dynami-
cally “fast” and “slow” domains was determined as a function of
temperature.

The temperature dependence of 2BPM displays deviations from
typical α-like relaxation, in contrast to prior dynamical measure-
ments with OKE.31,32 Both the slow exchange rate dynamics and
the structural spectral diffusion approximately followed Arrhenius
behavior from well above the melting point through 270 K, ∼30 K
above Tg , below which the slow dynamics became too slow to be
measured within the experimental time window set by the vibra-
tional lifetime. By contrast, the OKE measurements of the dynamics
of 2BPM show that the slow relaxation becomes super-Arrhenius
by 290 K.31,32 The Arrhenius behavior of 2BPM is also in con-
trast to the dynamics measured for the non-H-bonding liquids
BZP and OTP by both 2D IR38 and OKE,31,32 where the slow
dynamics in both followed the same, super-Arrhenius temperature
dependences.

II. EXPERIMENTAL METHODS AND RESULTS
A. Sample preparation and calorimetry

5 mol. % mixtures of PhSeCN (Sigma-Aldrich) and 2BPM
(Sigma-Aldrich) were prepared and used without further purifi-
cation. Differential scanning calorimetry measurements (Q2000
DSC at a 10 K/min ramp rate) gave a glass transition temper-
ature Tg of the solution at ∼236 K, several degrees below the
Tg of the neat BPM liquid (∼241 K). This is comparable to the
shift in Tg seen in other liquids with similar concentrations of
PhSeCN.38

For IR experiments, the solution was heated to approximately
50 ○C and loaded between two 3 mm CaF2 windows separated by a
190 µm Teflon spacer. The sample was placed in a copper cell, which
was temperature controlled from 270 K to 355 K, ±0.05 K, using a
Peltier thermoelectric device (TETechnology). At deep supercooling
(<290 K), 2BPM showed an enhanced tendency to crystallize, requir-
ing the sample to be reheated above its melting point and cooled
again. This cycling limits the temperature stability to ±0.5 K for the
lowest temperatures.

B. FT-IR spectroscopy
FT-IR experiments were performed with 1 cm−1 resolution.

The spectra taken of neat 2BPM were subtracted from the PhSeCN
solution to isolate the nitrile stretch of PhSeCN at ∼2155 cm−1 to
remove the already minimal background absorption. The spectra
were obtained over a range of temperatures from 355 K to 270 K.
Representative spectra are shown in Fig. 1.

At all temperatures, it is apparent that the spectra’s full width
at half maximum (FWHM), >13 cm−1, is much larger than previ-
ously observed for PhSeCN in non-H-bonding liquids, ∼8 cm−1.38

This significant broadening is characteristic of H-bonding in general
and nitriles, in particular.41 Furthermore, the FWHM in 2BPM is
seen to be highly temperature dependent, again unlike the observa-
tion of the non-H-bonding liquids. As the temperature is lowered, a
blue wing grows while the frequency of the maximum remains con-
stant. This is consistent with the formation of stronger H-bonds at
lower temperatures, which results in a blue shift for nitriles.41–43
An analogous temperature dependence of the H-bonding of the
neat liquid has been reported in the OH stretching region of FT-IR
spectra.33

In addition to being much wider than in the non-H-bonding
liquids, the nitrile peak in 2BPM is clearly asymmetrical. The spec-
trum for a given temperature can be fit very well using a sum of
two Gaussian components: a small, narrow one at about 2154 cm−1

and a broader one at a slightly bluer, temperature dependent cen-
ter frequency. The yellow dashed line is a fit to the 325 K data, olive
green curve. The two Gaussian components are the dashed purple
and dark cyan curves. At all temperatures, the large, broad peak
completely subsumes the smaller one. Also, at all temperatures, the
smaller peak that arises from the best fit has nearly identical spec-
tral parameters as those observed in the non-H-bonding liquid, BZP.
This indicates that there are two distinct populations in the liquid: an
H-bonding and a non-bonding population. As there are also unam-
biguously H-bonding and non-bonding hydroxyls in the neat BPM
liquid at all temperatures,33 this fit is justified. The proposition of
two distinct subensembles is confirmed by the pump-probe data
presented below.

C. Polarization selective pump-probe spectroscopy
The optical setup and experimental methods for ultrafast IR

experiments have been thoroughly described in previous publica-
tions.16,44 Briefly, a Ti:sapphire oscillator and regenerative amplifier
produced ultrafast pulses at 800 nm and a 1 kHz repetition rate.
The 800 nm pulses were used to pump an optical parametric ampli-
fier to produce pulses in the mid-IR (4.6 µm, 120 fs duration, and
6 µJ/pulse). The pulses were then controlled temporally through the
use of precision mechanical delay stages over a range of nearly 2 ns
with sub-femtosecond accuracy.

For pump-probe experiments, each mid-IR pulse is divided
into a strong pump pulse and a weak probe pulse. The pump pulse
polarization was rotated 45○ relative to the probe pulse polarization,
after which the pump and probe are crossed spatially in the sam-
ple. The probe is then frequency resolved with a spectrograph and
collected on a 32 pixel mercury-cadmium-telluride array detector.
By resolving the probe pulse at polarizations parallel and perpen-
dicular to the pump pulse (±45○), the isotropic (population) and
anisotropic (orientational) relaxation of the PhSeCN probe molecule
can be determined as follows:45

P(t) = 1
3
(I∣∣ + 2I�),

r(t) = 0.4C2(t) =
I∣∣ − I�
I∣∣ + 2I�

,
(1)

where I|| and I� are the signal intensity for the parallel and per-
pendicular polarizations, respectively; P(t) is the isotropic popula-
tion relaxation; r(t) is the anisotropic orientational relaxation; and
C2(t) is the second Legendre polynomial orientational correlation
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function. The population decay is generally exponential in time bar-
ring more complex phenomena. The anisotropic decay, in contrast,
is typically not a single exponential.

As has been seen previously for PhSeCN, there was no strong
temperature dependence in the population relaxation of the CN
stretch for PhSeCN in 2BPM.37,38 In contrast to what is usually
seen for nitrile modes, the population relaxation has a strong fre-
quency dependence, where fits to a single exponential decay yield
vibrational lifetimes of about 380 ps at the maximum to about 200 ps
on the blue wing. Employing instead a global fit of the frequency
dependent population decays with a biexponential function having
two shared time constants (performed from 100 ps to 1800 ps to
avoid various possible early time phenomena) yields a more com-
plete picture. The relative amplitudes of the two time constants
trace out a narrow spectrum with a long lifetime (∼425 ps) and
a wider spectrum with a shorter lifetime (∼225 ps). Figure 2 dis-
plays the amplitudes of the two components of the lifetime fits as
a function of wavelength. The positive-going, higher frequency por-
tion arises from the 0-1 transitions (ground state to 1st vibrational
excited state). The negative bands are from the 1-2 transitions and
are shifted to lower frequency because of the vibrational anhar-
monicity. The center frequencies and FWHM of these bands match
those seen from the decomposition of the linear spectrum into two
components (Fig. 1, dashed purple and dark cyan curves). Further-
more, the narrow band’s vibrational lifetime closely matches that of
PhSeCN in non-H-bonding liquids, and H-bonding typically results
in a shorter vibrational lifetime. These observations confirm the sep-
aration of the IR spectrum into two separate but heavily overlapped

FIG. 2. Frequency dependent amplitudes of a biexponential fit to the isotropic
pump-probe decay of PhSeCN in 2BPM at 300 K. The positive going higher
frequency portion arises from the 0-1 transitions (ground state to 1st vibrational
excited state). The negative bands are from the 1-2 transition and are shifted to
lower frequency because of the vibrational anharmonicity. The amplitudes of the
two component decays trace out two spectra with differing vibrational lifetimes.
The spectra match closely the spectra obtained from the decomposition of the
FT-IR spectrum into two peaks (Fig. 1). The smaller, narrower peak (red) had a
vibrational lifetime very similar to that of PhSeCN in non-H-bonding liquids. The
shorter lifetime and broader spectra of the other peak (black) are consistent with
the observations of H-bonded nitriles.

peaks, corresponding to hydrogen-bonding and non-bonding probe
populations.

The pump-probe anisotropy, which reports on the orienta-
tional relaxation of the vibrational probe, displayed a strong tem-
perature dependence (Fig. 3). This is similar to previous observa-
tions in other glass forming liquids.37 At all temperatures, there
is some deviation from perfect correlation [r(0) = 0.4, Eq. (1)]
at zero waiting time, which corresponds to the existence of sub-
picosecond “inertial” motions that occur on time scales faster than
the IR pulse duration. The relaxation is also multi-component at all
temperatures, with a fast motion of ∼10 ps that decreases in ampli-
tude as the temperature is lowered, and a slow motion that makes
up the rest of the decay that slows dramatically with decreasing
temperature.

In contrast to the vibrational lifetime, the anisotropy was found
to be almost completely frequency independent. This is surpris-
ing, given that our decomposition of the IR spectra into hydrogen-
bonding and non-bonding components would seem to imply that
the two populations would have different dynamics as well. As will
be shown in Sec. III C this frequency independence can be explained
by exchange between these two populations.

In comparison to the anisotropies measured for PhSeCN in
the non-H-bonding glass forming liquid BZP, the anisotropies are
nearly quantitatively identical when rescaled to their respective glass
transition temperatures (Tg = 236 K for PhSeCN/2BPM and 212 K
for PhSeCN/BZP38), as shown in Fig. 3. As both BZP and 2BPM
have similar “fragilities,”31,32 meaning that they have approximately
the same α-relaxation time scales and viscosities when they have the
same temperature differences from their glass transitions,22 this sug-
gests that the anisotropy is almost entirely set by the viscosity of the
liquid. This rescaling is effective for the amplitudes and time scales
of the fast orientational motions as well as for the slow orientational
diffusion that might be expected from the Stokes-Einstein-Debye
relation.

FIG. 3. Temperature dependent anisotropic pump-probe decays of PhSeCN in
2BPM. Unlike the isotropic decay, the anisotropic decay was found to be strongly
temperature dependent and largely frequency independent. When rescaled to
their respective Tg ’s, the anisotropic decay of PhSeCN in 2BPM was found to
be nearly quantitatively identical to that of PhSeCN in BZP (structure depicted), a
non-H-bonding glass forming liquid.
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D. 2D IR vibrational echo spectroscopy
The 2D IR experiment uses the same experimental setup as the

pump-probe experiment. For polarization-selective 2D IR experi-
ments, each mid-IR pulse is divided into three pulses of approxi-
mately equal intensity, as well as a fourth, much weaker pulse to
serve as a local oscillator (LO). The three pulses are crossed spa-
tially in the sample in BoxCARS geometry so that the echo sig-
nal propagates in a different direction from the incident pulses.
No additional polarization optics are then necessary to obtain the
⟨XXXX⟩ polarization. To obtain the ⟨XXYY⟩ polarization, half
wave plates and polarizers are used to set the first two beams
at 90○ relative to the native horizontal polarization of the IR
laser.

To generate a 2D spectra, the time delay between first and
second incident pulses (τ) is scanned while the delay between the
second and third pulses (waiting time, Tw) is held constant. The
first two pulses effectively label the probe molecules with their ini-
tial frequencies. During the waiting time, Tw, structural fluctuations
of the liquid, which change local and mesoscopic intermolecular
interactions, will cause the frequencies of the probe molecules to
evolve from their initial values. After letting the system evolve for
the duration of Tw, the third pulse stimulates the emission of the
echo signal. The echo signal is then combined with and hetero-
dyned by the LO pulse to provide phase information. The combined
echo/LO is frequency resolved using the spectrograph and array
detector as in the pump-probe experiment. Scanning τ produces a
time-domain interferogram on each pixel of the array detector. The
array detector data provide the vertical axis of the 2D spectra (ω3),
while a numerical Fourier transform of the interferogram provides
the horizontal axis (ω1), corresponding to the final and initial fre-
quencies of the oscillators at a given waiting time, Tw, respectively.
Data acquisition times are greatly reduced by working in a rotating
frame,46 which enables sampling fewer time points to generate a full
interferogram.

The 2D spectra then encode dynamical information in its line
shape, which is dependent on the FFCF. At waiting times that are
short compared to the structural fluctuations of the sample, the
initial and final frequencies will be highly correlated and give an
elongated line shape. If the waiting time is long compared to the
structural fluctuations of the sample, the initial and final frequencies
will decorrelate and result in a rounder line shape. This evolution can
be quantified with the Center Line Slope (CLS) method,47,48 which
slices the spectra parallel to the ω3 axis and finds the maxima of each
slice. The slope of these maxima with respect to ω1 then yields the
normalized FFCF for the given waiting time. The complete FFCF is
typically modeled as a sum of exponentials with a Kubo line shape
function17,49

C(t) = ⟨δω(t)δω(0)⟩ = δ(t)
T2

+∑
i
∆2
i exp(−t/ti), (2)

where δω is the instantaneous frequency fluctuation at time t, δ(t) is
the Dirac delta function,T2 is the total homogeneous dephasing time
(inversely related to the homogeneous linewidth), ∆i is the frequency
fluctuation amplitude of the ith component of the inhomogeneous
line shape, and ti is the corresponding correlation time of that com-
ponent. The complete FFCF can be obtained through simultaneous
fitting of the CLS and the FT-IR line shape.39,40

As discussed briefly above, the observed FFCF can change
based on the polarization of the pulses, RISD.11,12 For a vibrational
probe with a permanent dipole moment undergoing orientational
diffusion in a relatively slowly evolving electric field, the RISD con-
tribution to spectral diffusion can be obtained analytically to yield
the following expressions:12

⟨δω(t)δω(0)⟩para =
3

25
[11C1(t) + 4C3(t)

1 + 0.8C2(t)
] × SSD(t),

⟨δω(t)δω(0)⟩perp =
3

25
[7C1(t) − 2C3(t)

1 − 0.4C2(t)
] × SSD(t),

(3)

where Cl is the lth order Legendre polynomial time correlation func-
tion and SSD(t) is the structural spectral diffusion caused by fluc-
tuations in the environment. In the case of orientational diffusion,
Cl = exp(−l(l + 1)Dt). All of the Cl’s can be determined from the
C2 correlation function measured with the pump-probe anisotropy
experiments [Eq. (1)], in principle allowing for the separation of
the structural spectral diffusion (SSD) dynamics from the RISD
effect.12

Polarization selective 2D IR spectra were taken for PhSeCN in
2BPM over a range of temperatures, from 355 K to 270 K. Several
CLS decays are shown in Fig. 4, with solid symbols corresponding
to the parallel ⟨XXXX⟩ polarization configuration and open symbols
to the perpendicular ⟨XXYY⟩ configuration. From the CLS decays,
it can be seen that 2BPM exhibits the same basic behavior that has
previously been seen in the spectral diffusion of PhSeCN in other
glass forming liquids.37,38 The CLS decays first have a fast, picosec-
ond time scale decay which decreases in amplitude rapidly with

FIG. 4. Temperature and polarization dependent CLS decays of PhSeCN in 2BPM.
The solid symbols correspond to the parallel ⟨XXXX⟩ polarization configuration,
while the open symbols correspond to the perpendicular ⟨XXYY⟩ polarization con-
figuration. The significant temperature dependence is similar to what was seen
in other glass forming liquids with the PhSeCN probe. Significant polarization
dependence of the dynamics is observed at all temperatures, most prominently at
moderate supercooling (∼290 K). Red solid and dashed curves are fits to the data
at 290 K using the standard RISD theory, demonstrating that the observed polar-
ization dependence is far in excess of the RISD predictions. Inset: CLS decays
of PhSeCN in the non-H-bonding glass forming liquid BZP (structure depicted) at
moderate supercooling show almost no polarization dependence. The very large
polarization effect seen in 2BPM can then be attributed to H-bonding.
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decreasing temperature. There is then a slower, final decay which
dramatically slows as the temperature is lowered. This behavior in
the CLS decays is qualitatively similar to the temperature-dependent
behavior of the pump-probe anisotropy data shown in Fig. 3.

However, 2BPM exhibits a remarkable polarization depen-
dence, particularly for moderate supercooling, in sharp contrast to
the behavior of non-H-bonding liquids such as BZP. Even above the
melting point (321 K), there is a noticeable difference between the
two measurements in 2BPM (see the supplementary material). In
Fig. 4, the 290 K parallel data (red filled circles) are very different
from the perpendicular data (red open circles). These data should be
compared to the data in the inset for BZP at 270 K, which is approx-
imately the same temperature difference from Tg as the 290 K 2BPM
data. The BZP data in the inset show little difference between parallel
and perpendicular configurations.

The PhSeCN probe exhibits the same orientational relaxation
in 2BPM and BZP at the same rescaled temperature (Fig. 3), so the
2D IR polarization dependence in 2BPM is not explained through
different reorientational motions. The observed differences between
the polarizations are substantially greater than predicted by the RISD
vibrational stark effect model used to derive Eq. (3). For example,
at 290 K, global fits (solid and dashed red curves, Fig. 4) employ-
ing Eq. (3) with the measured orientational relaxation times fail to
describe the magnitude of the polarization difference between the
data (red symbols).

A possible explanation for this very large RISD arises from the
observation that there are two distinct populations of PhSeCN in
2BPM, H-bonding and non-bonding. The existence of two popula-
tions is supported by the frequency dependence of the vibrational
lifetime (Fig. 2) and line shape fitting of the linear FT-IR spectra
(Fig. 1), as well as from observation of non-H-bonding hydroxyls
in the FT-IR spectra at all temperatures. As discussed below, the
observed differences in the two polarizations arise from chemical
exchange between the two populations with a relatively large angular
change, as illustrated in Fig. 5.

FIG. 5. Illustration of an example XISD process for PhSeCN in 2BPM. At t = 0,
both probe molecules are H-bonded to 2BPM molecules and are labeled by the
first two pulses in the 2D IR experiment. During the waiting time Tw , one of the
PhSeCN molecules reorients, breaking the H-bond and placing itself in the non-
bonded population. This decorrelates its frequency. After Tw , the final pulse in the
2D IR experiment reads the final frequency. If the final frequency is read off in the
same polarization, it will be biased to probe the non-exchanged PhSeCN, which
will be highly correlated. If it is read off in the orthogonal polarization, it will be
biased to the decorrelated exchange population.

III. MODELING EXCHANGE-INDUCED SPECTRAL
DIFFUSION
A. Chemical exchange and jump exchange
in 2D IR spectroscopy

Chemical exchange is exhibited in a 2D IR spectrum when
the probe can exchange from one type of species to a different
species with the two species having distinct vibrational absorp-
tion spectra, e.g., going from H-bonded (HB) to non H-bonded
(NB) and vice versa. Two spectra are associated with these species.
Chemical exchange is different from spectral diffusion in which the
probe experiences continuous, time dependent intermolecular inter-
actions because of changes in the structure of the medium while
remaining the same type of species. If chemical exchange occurs
on the time scale of the 2D IR experiment, it will be manifested
in the 2D spectra through the growth of off-diagonal peaks (cross-
peaks).7,8,16,44,50–52 As a cross-peak has the initial frequency of
one chemical species and the final frequency of the other species,
it is typically only considered when there are two at least partially
separated peaks in the linear spectra. The time dependence of the
growth of the cross-peaks provides information on the kinetics of the
exchange.

The exchange event generally involves decorrelation of the fre-
quency because the frequency of the probe vibration in one chemi-
cal environment is uncorrelated with the frequency in another dis-
tinct type of environment.50 Furthermore, if probes exchange their
chemical environments an even number of times, i.e., they start and
end as the same species, this subensemble will contribute a com-
pletely decorrelated frequency component (round component) to
the diagonal line shape.50

It has also been demonstrated that chemical exchange can have
a significant angular dependence, resulting in differing intensities of
cross peaks in parallel and perpendicular pulse geometries.7,8 This
phenomenon has been most notably observed in water-ion solu-
tions, where the proposed mechanism is a concerted angular “jump”
between a water-water H-bond and a water-ion H-bond. The relative
intensities of the cross and diagonal peaks in the two polarization
schemes provided information on the jump angle in the system.7,8
While the model was developed for a specific, concerted hydrogen-
bond rearrangement mechanism, it is reasonable to apply the same
ideas to any chemical exchange where an orientational change is
expected. Despite the difference in the chemical systems, we will
refer to the angle associated with the exchange process as the “jump
angle” for consistency.

While chemical exchange is typically only explicitly studied
when there is a significant spectral shift between chemical species,
chemical exchange can still occur between species with heavily over-
lapped spectra. In this situation, the two diagonal peaks and the two
cross-peaks overlap forming one spectral feature. However, if there
is an angular dependence to the exchange that results in a strong
polarization dependence of the intensity of the cross peaks, then
the exchange will create a polarization dependence for the overall
2D line shape. The CLS measurement on this line shape will then
depend on the relative intensities of these exchange peaks as well
as the standard spectral diffusion exhibited by the non-exchanging
populations. Simulating the experimental line shapes requires the
calculation of the relative populations seen in each polarization as
well as calculation of the diagonal and cross peak line shapes.
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B. Calculating 2D spectra with the jump exchange
kinetic model

To explain the large polarization dependence of the CLS mea-
surement of PhSeCN in 2BPM (see Fig. 4), the chemical system will
be modeled as a large-angle jump exchange of PhSeCN molecules
between H-bonded and non-bonded states, with the spectra of the
H-bonded and non-bonded species heavily overlapped, as described
in Sec. II. The observed 2D spectra are then the linear combinations
of six spectra: two diagonal non-exchanged peaks that exhibit non-
exchange spectral diffusion, and four off-diagonal exchange peaks,
which depend only on the initial and final species of a given probe.
Example spectra of each type are given in Fig. 6. The top row shows
diagonal bands as there is no exchange. The second and third rows
show off-diagonal bands only. The amplitudes of these peaks are
time dependent in accord with the jump exchange kinetic equations,

FIG. 6. The component peaks used in modeling exchange-induced spectral diffu-
sion at 300 K, based on the decomposition seen in the FT-IR spectra (Fig. 1) and
isotropic pump-probe decays (Fig. 2). The spectra in the left column correspond to
PhSeCN molecules that are H-bonded (HB) at Tw = 0, while the right column corre-
spond to those that are not H-bonded (NB). The top row shows diagonal bands as
there is no exchange. The middle row bands are the off-diagonal peaks that arise
for probes that have undergone a single (or odd-number of) exchange(s), and the
bottom row shows diagonal bands that arise from an even number of exchanges.
The experimental spectra are then a linear combination of these six component
spectra.

but spectral diffusion makes the line shapes of the non-exchanging
peaks time dependent as well.

Calculating the polarization-dependent 2D IR spectra, CLS,
and pump-probe anisotropy decays with this method requires the
input of spectral properties, the rates and jump angles in the kinetic
model, and the non-exchange structural spectral diffusion (SSD)
parameters of each peak. The time-independent spectral properties
can be reasonably well determined from the pump-probe data and
the two-peak fit of the linear FT-IR spectra discussed previously.
From these two measurements, it is possible to get reasonable values
for the relative population sizes (NHB/NNB), the relative transition
dipole strengths (µHB/µNB), center frequencies (⟨ω⟩), anharmonic
shifts (⟨ω12⟩), and total widths (∆) of the two component peaks. The
calculations of these properties are detailed in the supplementary
material, and the results are summarized in Table I.

The kinetic equations that govern jump exchange have been
developed in detail by Ji and Gaffney,7 and the relevant results
as well as minor modifications for this work are described in the
supplementary material. Qualitatively, the kinetic equations are dif-
ferential equations that describe the time evolution of the magni-
tude of the two species’ populations. In this case, the species are
hydrogen-bonded and non-bonded PhSeCN. The equations are sub-
divided into an isotropic part, which includes the lifetime decay of
each species and the chemical exchange rate, and an anisotropic
part that adds the orientational motion of the two species. Of par-
ticular importance, the anisotropic part also includes an angular
dependence for the chemical exchange, which is the aforemen-
tioned “jump” angle Θ. The jump angle and the three rates of
the kinetic model can fully describe the magnitude of each popu-
lation that appears in a given polarization, given the information
on the relative equilibrium population sizes and transition dipole
strengths.

The non-exchanging FFCFs describe structural spectral diffu-
sion (SSD), i.e., the spectral diffusion exhibited by the probe that is
not induced by the orientational motion or chemical exchange of
the probe.11 The SSD is caused by the structural dynamics of the
surrounding 2BPM supercooled liquid. The two species, HB and
NB, will have different SSD, particularly as the H-bond interac-
tion will contribute significantly to spectral diffusion. Any dynam-
ics that causes fluctuations in the H-bond length or orientation
(while not breaking the bond) will cause SSD,19,41 but will not
appear in the NB population’s SSD, causing the HB SSD to decay
faster.

The majority of the time-dependent parameters in the kinetic
model and SSDs were determined through nonlinear fitting to the
polarization dependent CLS decays and the pump-probe anisotropy

TABLE I. Component peak time-independent parameters. ⟨ω⟩, ⟨∆ω12⟩, and ∆ are
the center frequencies, vibrational anharmonicities, and FWHM’s of the given spec-
trum, respectively. N and µ are the equilibrium population size and transition dipole
of the given species, respectively.

⟨ω⟩ (cm−1) ⟨∆ω12⟩ (cm−1) ∆ (cm−1) N/NNB µ2/µ2
NB

HB 2157–58 25.5 5.2–5.6 0.9 3.8
NB 2153.5 25.5 3.8 1 1
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decays for a given temperature. Most of the kinetic model param-
eters were found to be well determined from the pump-probe
anisotropy. Due to the heavy overlap of the non-exchange peaks
and the growing overlapping cross peaks, the SSD terms tended to
have the largest fitting uncertainty. Additional details about the fit-
ting procedure can be found in the supplementary material. When
reasonable parameters were obtained from the fits, the model was
found to be able to be used to calculate the experimental polar-
ization dependence of the 2D line shapes (Fig. 7). As shown in
Fig. 7, the calculation was also able to describe the 2D anisotropic
spectrum (⟨XXXX⟩ − ⟨XXYY⟩), which enhances the anisotropic
elements while suppressing the isotropic elements.

C. Modeling non-exponential orientational relaxation
The last experimental feature that has to be accounted for is

the non-exponential nature of the orientational relaxation as seen in
the pump-probe anisotropy data. There are two broad categories of
behavior that can result in a non-exponential relaxation: a homoge-
neous model, where every probe molecule in a population exhibits

FIG. 7. Comparison of experimental 2D IR spectra (left) and calculated spectra
(right) from the XISD model of PhSeCN in 2BPM for 300 K at Tw = 100 ps. Top:
⟨XXXX⟩ spectra; middle: ⟨XXYY⟩ spectra; and bottom: 2D anisotropic spectra.
Blue lines correspond to the Center Line Slope (CLS) of the 2D spectra, a measure
of correlation.

the same multi-step orientational relaxation, and a heterogeneous
model, where different subensembles of probes exhibit different sim-
ple relaxations that result in a non-exponential relaxation when
averaged in the experimental observable. In general, it is impossible
for two-time correlation functions, such as the orientational relax-
ation measured by the IR pump-probe or the FFCF measured by 2D
IR, to distinguish between the two possibilities.53 We will demon-
strate that in certain circumstances XISD can distinguish between
these two pictures.

1. Homogeneous “wobbling-in-a-cone” dynamics
A method for addressing the non-exponential behavior uses

the “wobbling-in-a-cone” model, in which the probe undergoes a
restricted angle diffusive process before constraint release enables
complete orientational relaxation.54,55 The model can be used for
any number of increasingly less restricting cones.54,55 As discussed
in Sec. II C, one way the anisotropy of PhSeCN in BPM can be
described has a sub-picosecond “inertial” drop that accounts for
deviations from perfect correlation at very short time,56 an addi-
tional diffusive cone, and final orientational randomization. The
mathematics of using the wobbling description in the kinetic model
is described in the supplementary material. The wobbling parame-
ters can be characterized almost completely from the pump-probe
anisotropy data.

The results of a nonlinear fit of the wobbling XISD model to
the experimental data at 300 K show that XISD is capable of repro-
ducing the large difference between the two polarization-dependent
CLS decays but only at long (>200 ps) Tw’s [Fig. 8(a), blue curves].
A significant jump angle is necessary to give the observed dynamics,
30○ or more. The time scale of orientational randomization caused
by a given exchange rate and jump angle Θ is given by

τD,ex = τex[1 − ⟨P2(cosΘ)⟩]−1, (4)

where τex is the isotropic exchange time. The best fits with the
wobbling model yields τD,ex that is essentially identical to the
time scale of orientational relaxation measured by the pump-probe
anisotropy. Because exchange with a large jump angle can reproduce
the long time data, the non-exchange, complete orientational dif-
fusion rates, also contribute to the pump-probe anisotropy decay,
must be very small. The calculated τD,ex and very small complete
diffusion rates suggest that the exchange between the populations
is the principle manner of reorientation. The primarily exchange-
based reorientation is further supported by the frequency indepen-
dence of the pump-probe anisotropy, as significant and different
diffusion rates for the H-bonded and non-bonded species would
cause some parts of the spectrum to orientationally relax faster than
others.

Although the wobbling model with exchange jump reorienta-
tion can describe the data at long time [Fig. 8(a) blue curves], it
misses noticeably at intermediate times (10 ps–100 ps). It also dra-
matically misses the CLS of the 2D anisotropic spectra (⟨XXXX⟩ −
⟨XXYY⟩) from ∼10 ps on [Fig. 8(c), blue curve]. On the intermediate
time scale, the wobbling model cannot sufficiently move popula-
tion between the subensembles that contribute predominately to the
parallel and perpendicular CLS observables. To replicate the differ-
ences between the various CLS decays over the full time range, it is
necessary to examine models that permit large angle reorientation
through chemical exchange at intermediate times.
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FIG. 8. (a) Fits of XISD models to experimental 2D IR data of PhSeCN in 2BPM
at 300 K. Solid black squares correspond to the experimental ⟨XXXX⟩ polarization
data, and the open black squares correspond to ⟨XXYY⟩ polarization data. Solid
curves are fits to the ⟨XXXX⟩ data, and dashed curves are fits to the ⟨XXYY⟩ data.
It can be seen that the heterogeneous exchange models (red and orange curves)
fit the experimental data at all times, while the “wobbling” homogeneous exchange
model (blue curves) misses at intermediate times. (b) Experimental pump-probe
anisotropy (orientational relaxation) fit with all models. All models describe the
decay well. (c) CLS decay of the 2D anisotropic spectra. The heterogeneous
models fit very well, while the “wobbling” model misses after short time.

2. Heterogeneous orientational dynamics
Over the past three decades, the presence of heterogeneous

dynamics in supercooled liquids and glasses has become well estab-
lished.53,57–59 This heterogeneity manifests as differing molecular
relaxation rates in different spatial regions of a liquid at a given
time. Due in part to experimental limitations, the vast majority of
experimental evidence for dynamical heterogeneity appears near the
glass transition and in the slowest dynamics, i.e., the α-relaxation, on
time scales of nanoseconds and mainly much longer. However, there
is some experimental evidence for heterogeneity in density fluctua-
tions in a wide class of glass forming materials on picosecond time
scales.25 There is also some evidence from simulations of heteroge-
neous reorientation on fast time scales, generally as part of a large
distribution of reorientation times.60–64

A model that can be employed to describe heterogeneous
dynamics assumes that every subensemble of molecule relaxes
exponentially.53 The observed non-exponential decay occurs from

averaging the subensembles that have different exponential relax-
ation rates. As the experimental pump-probe anisotropy decays fit
well at all temperatures to a biexponential function, two populations
are sufficient for our model: one with a fast exchange/reorientation
time and the other with a slow exchange/reorientation time.

These dynamical populations are distinct from the HB and
NB populations, which are spectroscopically separable as different
species, and we assume that the same proportion of the HB and NB
species are in the fast and slow subensembles. This assumption, in
addition to simplifying the calculations, is justified by the frequency
independence of the pump-probe anisotropy decays. It is also nec-
essary to maintain the inertial component to account for the initial
subpicosecond orientational relaxation discussed in Sec. II. The iner-
tial component gives rise to the initial value of <0.4 observed in the
anisotropy decays.

A major consideration in heterogeneous models is the persis-
tence time of the different subensembles that exhibit distinct dynam-
ics. As a liquid above the glass transition is physically homogeneous
and ergodic, the fast and slow subensembles (and the corresponding
spatial domains in the liquid exhibiting these dynamics) must inter-
convert on some time scale.53 The two extremes of this time scale
were investigated. One has the dynamical subensembles not inter-
converting on the relatively short 2D IR time scale (<1 ns), and the
other has the subensembles interconverting on the time scale of the
slow reorientational dynamics (Fig. 9, top and bottom, respectively).

FIG. 9. Illustration of the two different heterogeneous exchange models described
in Sec. III. The first has no interconversion between the “slow” and “fast” dynami-
cal subensembles on the experimental time scale but has slow and fast chemical
exchange rates for both slow and fast subensembles. The second has dynamical
interconversion between slow and fast dynamical subensembles on the experi-
mental time scale, but no chemical exchange between the slow dynamics species
on experimental time scales. The two models were found to be essentially indis-
tinguishable when used to fit the data, but arguments from the thermodynamics of
exchange can be used in favor of the second model.
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Implementing either of the models depicted in Fig. 9 requires only
modifications to the kinetic model. The details are given in the
supplementary material. The implementations were designed to pre-
serve the same number of parameters as the homogeneous wobbling
model to avoid improving the fits from over-parameterization.

Both heterogeneous models fit the data very well on all time
scales and provide better fits than the wobbling model. The results of
the fits are shown in Fig. 8 as red and orange curves. In Figs. 8(a) and
8(b), the two curves are indistinguishable and appear as one curve.
To fit the data, it was necessary to have larger magnitude angular
motions at early time that are associated with decorrelating the line
shape preferentially in the ⟨XXYY⟩ polarization, which both het-
erogeneous models provide. The agreement between the data and
the fits shown in Fig. 8 holds over the entire range of temperatures
studied (see the supplementary material).

As shown in Fig. 8, the two heterogeneous models are nearly
quantitatively identical, with almost the same parameters provid-
ing essentially the same fit lines. The parameters are also nearly
the same for the two models at all temperatures studied. Thus, the
experimental data cannot tell the difference between two persis-
tent dynamical populations for the duration of the experiment, and
interconversion between the fast and slow dynamical populations
on the experimental time scale. Slow interconversion in model 2
replaces slow chemical exchange in model 1 to produce apparent
slow chemical exchange. Therefore, the observation of what appears
to be slow chemical exchange dynamics can arise from either model.
The observed slow chemical exchange discussed below could arise in
either manner depicted by models 1 and 2. Because of their similar-
ity, discussions in Sec. IV treat these models interchangeably unless
otherwise noted.

IV. XISD BEST FITS AND TEMPERATURE
DEPENDENCE OF 2BPM DYNAMICS

The two heterogeneous kinetic models were employed to
describe the pump-probe anisotropy and polarization-dependent
CLS decays at a series of temperatures, 355 K–270 K, from well
above the melting temperature Tm (321 K) through deep super-
cooling. Parameters relating to the vibrational lifetime, vibrational
dephasing time (T2), and time-independent spectral properties were

set by separate experiments (see the supplementary material). The
non-exchanging FFCFs were able to be described as a biexponen-
tial for each species. Five kinetic model parameters (2 exchange
rates, τex; jump angle, Θ; inertial cone parameter, T2; and fraction
of probes that are dynamically slow, f ) and six FFCF parameters
(2 time constants, τ, and their relative amplitudes, ∆, for each
species’ FFCF) were allowed to vary.

A. Heterogeneity of exchange
The fraction f of the population that exhibited the slow

exchange dynamics, and thus, the slow orientational motion, was
found to be highly temperature dependent (see Table II). f varied
from about 25% of the population at 355 K to 85% of the population
at 270 K, presumably with f continuing to increase as the glass tran-
sition is approached. Assuming a Boltzmann distribution (from f /[1
− f ]), the activation energy to go from the slow to fast states is 23.3
± 1.5 kJ/mol. Extrapolated to the glass transition (236 K), this acti-
vation energy implies that less than 5% of the probes should exhibit
picosecond timescale exchange dynamics at Tg , with the majority
of molecules locked into their hydrogen-bonded or non-bonded
states. The large activation energy combined with the large popu-
lation in the fast subensemble also implies that there are vastly more
structural configurations available to the dynamically fast probes,
but the system can become thermally trapped in the set of slow
states.

One possible candidate for a maximum in heterogeneity is
f = 50%, which occurs at ∼325 K. This temperature is near the
melting temperature of the 2BPM. 325 K also corresponds to
∼1.4 Tg , the same scaled temperature at which dynamic hetero-
geneity in slow spectral diffusion appeared in non-H-bonding liq-
uids.38 The temperature ∼1.4 Tg has previously been associated
with the onset of heterogeneous dynamics in simulations of glassy
behavior.65–67

In addition to the percentages of populations exhibiting slow
and fast dynamics, there is a sharply increasing separation in time
scale between them as the temperature is decreased. From 355 K
to 270 K, the slow exchange time scale grew from 40 ps to 5000 ps
(τex,slow in Table II), while the fast exchange time scale only varied
between 7 and 20 ps (τex,fast in Table II). The similarity in the fast

TABLE II. Heterogeneous exchange kinetic model fit parameters. τex,slow and τex,fast are the two exchange time scales of
an NB species to an HB species. The reverse rates can be readily determined from the equilibrium condition. Θ is the jump
angle, f is the percent of population in the slow subensemble, and T2 is the inertial wobbling order parameter.

T (K) Θ (deg) log[τex,slow/ps] f log[τex,fast/ps] T2

355 47 ± 7 1.6 ± 0.2 0.26 ± 0.06 1.1 ± 0.1 0.79 ± 0.03
345 47 ± 6 1.7 ± 0.1 0.38 ± 0.04 0.9 ± 0.2 0.87 ± 0.03
335 44 ± 6 1.9 ± 0.1 0.38 ± 0.05 1.0 ± 0.1 0.88 ± 0.03
325 44 ± 4 1.8 ± 0.1 0.51 ± 0.08 0.8 ± 0.2 0.79 ± 0.03
315 44 ± 3 2.1 ± 0.1 0.62 ± 0.04 0.9 ± 0.2 0.87 ± 0.03
300 45 ± 5 2.6 ± 0.1 0.60 ± 0.04 1.3 ± 0.2 0.83 ± 0.03
290 50 ± 7 2.7 ± 0.1 0.70 ± 0.03 1.1 ± 0.3 0.94 ± 0.03
280 55 ± 9 3.3 ± 0.1 0.74 ± 0.02 1.4 ± 0.3 0.97 ± 0.03
270 51 ± 10 3.7 ± 0.5 0.86 ± 0.03 1.0 ± 0.4 0.92 ± 0.03
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and slow exchange rates at high temperatures made it relatively dif-
ficult to distinguish the heterogeneous nature of the dynamics from
purely homogeneous dynamics.

It is the substantial separation of time scales at moderate
supercooling, along with significant population in both dynami-
cal subensembles, which enabled the identification of heterogene-
ity, as displayed in Fig. 8. As the time scales of the fast and slow
dynamics become more similar (i.e., at high temperatures) or the
fast subensemble becomes sparsely populated (i.e., at low tempera-
tures), the difference in the predictions of the heterogeneous models
and the homogeneous model becomes smaller. These extremes are
illustrated in the supplementary material.

Experimental evidence for significant picosecond time scale
dynamical heterogeneity in glass formers is significant, as most
attention has been paid to the alpha relaxation on long time scales.53
The picosecond time scale dynamical heterogeneity reported here
is in the orientational motion of the probe. Previous evidence of
picosecond-scale heterogeneity is limited to quasi-elastic neutron
scattering and simulation results, which are primarily concerned
with the time and length scales of density fluctuations,25 with only
a relatively small number of simulations describing orientational
heterogeneity.60–64

B. The jump angle
The “jump” angle Θ, or more specifically, the average large

angle shift associated with an exchange, was neither strongly tem-
perature dependent nor even narrowly defined (see Table II). At
most temperatures, the best fit Θ was 45○ ± 5○, although angles as
low as 30○ and, at low temperatures, angles as high as 75○ could
produce reasonable fits. As shown in Eq. (4), the anisotropic decay
τD depends on Θ that has the jump time, τex. These two parame-
ters play off against each other to some extent. The results demon-
strate that the jump angle is large and the overall best value is
∼45○. The 45○ ± 5○ jump angle is within error of the 50○ ± 5○
jump angle that was observed in the water/ion jump exchange,7,8
which suggests that this might be a common feature of H-bonding
systems.

C. Thermodynamics of the slow exchange
and SSD dynamics

In both the exchange times and the SSDs, the slow dynamics
were found to be highly temperature dependent. The three cor-
responding time constants, the slow exchange time, and the slow
components of the structural spectral diffusion for the HB and NB
species are shown as an Arrhenius plot in Fig. 10 (τex,slow for the slow
exchange time in Table II, t2,HB in Table III, and t2,NB in Table IV
for the SSDs). Within error, t2,HB is slightly faster than τex,slow, which
are both almost an order of magnitude faster than t2,NB, although
t2,NB has the largest error bars because it is the smaller component
in the line shape and is slower than both the exchange rate and (at
low temperatures) the experimental window set by the vibrational
lifetimes. All three sets of slow dynamics exhibit approximately the
same Arrhenius behavior as well. The activation energy of τex,slow
is 41 ± 2 kJ/mol, that of t2,HB is 41 ± 6 kJ/mol, and that of t2,NB is
57 ± 18 kJ/mol. Within error, all three times have the same activa-
tion energy. The solid lines are the best linear fits. The black dashed

FIG. 10. Arrhenius plot of the slow dynamics in the PhSeCN in the 2BPM system.
Slow exchange time—blue triangles. Slow term of the structural spectral diffu-
sion, HB species—red circles. Slow term of the structural spectral diffusion, NB
species—black squares. The solid lines are the best fits to the data sets. The black
dashed line has the same slope as the red and blue lines. There is no indication of
power-law like temperature dependence, as was measured in 2BPM using OKE
spectroscopy (blue dashed curve) or measured in non-H-bonding glass forming
liquids using 2D IR.

line through the t2,NB data has the same slope as the blue and red
lines.

The observed Arrhenius behavior is clearly different from the
results of temperature dependent 2D IR experiments on analogous
non-H-bonding liquids38 and from dynamics studies of other frag-
ile glass forming liquids.31,32 In these liquids, the slow α-relaxation
characteristically makes a transition from a purely Arrhenius tem-
perature dependence at high temperatures to a steeper, super-
Arrhenius, temperature dependence at low temperatures.22,23 Pre-
vious studies of 2BPM with optical Kerr effect (OKE) spectroscopy
demonstrated that its alpha relaxation over a similar temperature
range had power law behavior, as predicted by Mode Coupling
Theory (MCT).32 This power law is reproduced in Fig. 10. While
the power law describes the high temperature data as well as the

TABLE III. Structural spectral diffusion fit parameters of H-bonded PhSeCN in 2BPM.
Frequency amplitudes, ∆i ; spectral diffusion time scales, ti ; and dephasing time, T2,
as defined in Eq. (2).

T (K) ∆1 (cm−1) log[t1/ps] ∆2 (cm−1) log[t2/ps] T2 (ps)a

355 2.0 ± 0.4 0.5 ± 0.2 2.2 ± 0.4 1.0 ± 0.3 1.8
345 1.7 ± 0.4 0.6 ± 0.2 2.4 ± 0.3 1.5 ± 0.4 1.8
335 1.5 ± 0.4 0.7 ± 0.2 3.1 ± 0.2 2.1 ± 0.4 1.9
325 2.2 ± 0.5 0.6 ± 0.2 3.5 ± 0.3 1.9 ± 0.4 2.2
315 2.3 ± 0.7 0.7 ± 0.3 3.7 ± 0.5 1.9 ± 0.3 2.3
300 2.7 ± 0.8 0.6 ± 0.2 3.9 ± 0.6 2.2 ± 0.4 2.5
290 2.4 ± 0.8 0.8 ± 0.3 4.4 ± 0.4 2.4 ± 0.5 2.6
280 1.7 ± 0.3 0.6 ± 0.2 5.1 ± 0.1 2.8 ± 0.2 3.0
270 1.5 ± 0.4 1.3 ± 0.3 5.4 ± 0.1 3.4 ± 0.3 3.2

aDetermined from the fit of envelope of τ interferogram atTw = 0. See the supplementary
material.
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TABLE IV. Structural spectral diffusion fit parameters of non-H-bonded PhSeCN in
2BPM. Frequency amplitudes, ∆i ; spectral diffusion time scales, ti ; and dephasing
time, T2, as defined in Eq. (2).

T (K) ∆1 (cm−1) log[t1/ps] ∆2 (cm−1) log[t2/ps] T2
a (ps)

355 1.8 ± 0.4 1.0 ± 0.4 3.0 ± 0.3 2.5 ± 0.7 2.8
345 1.7 ± 0.5 1.0 ± 0.4 3.0 ± 0.3 2.4 ± 0.4 3.0
335 1.7 ± 0.5 1.0 ± 0.3 3.0 ± 0.3 3.0 ± 0.7 3.5
325 1.8 ± 0.4 1.2 ± 0.5 3.0 ± 0.3 3.1 ± 0.8 3.4
315 2.0 ± 0.4 1.1 ± 0.6 2.8 ± 0.3 3.1 ± 1.2 3.6
300 1.8 ± 0.4 1.3 ± 0.5 3.0 ± 0.2 4.1 ± 1.2 4.4
290 1.5 ± 0.4 1.3 ± 0.5 3.1 ± 0.2 4.3 ± 1.5 4.2
280 1.6 ± 0.4 1.5 ± 0.7 3.1 ± 0.2 4.5 ± 1.0 5.5
270 1.4 ± 0.3 1.4 ± 0.7 3.2 ± 0.1 5.0 ± 1.5 5.6

aEstimated from dephasing times reported for PhSeCN in other glass formers. See the
supplementary material.

Arrhenius fit does, there is no indication of the dynamical transi-
tion that has been measured previously in 2BPM by OKE. It remains
possible that this super-Arrhenius behavior would be seen nearer the
glass transition if sufficiently long time scales could be probed.

D. Fast exchange and SSD dynamics
The fast exchange and SSD dynamics display a similar trend

as the slow dynamics, with the ∼5 ps SSD of the HB population
(t1,HB in Table III) being substantially faster than the ∼10 ps dynam-
ics of the fast exchange time (τex,fast in Table II). τex,fast was in turn
slightly faster than the 10-15 ps SSD of the NB population (t1,NB in
Table IV). Compared to the slower dynamics, the fast dynamics have
a very mild temperature dependence, with the exchange time scale
τex,fast having an activation energy of 5.7 ± 4.6 kJ/mol. The SSD time
constants have this same value within error. The activation energy
is within error of the fast SSD in non-H-bonding liquids, 3 and
4 kJ/mol for both OTP and BZP.37,38 The fast SSD in 2BPM may be
identical in behavior to the fast spectral diffusion seen in these other
liquids, which would result in the same mild temperature depen-
dence that was more readily determined from the non-H-bonding
liquids. It was previously seen in OTP that the same mild tempera-
ture dependence of fast spectral diffusion dynamics persisted deep
into the glass phase,37 and it is likely that these fast dynamics would
behave similarly.

As was described in Sec. IV A, the fraction f of molecules
undergoing fast exchange drops monotonically with decreasing tem-
perature, from about 80% at 355 K to 15% at 270 K. The frequency
amplitudes [∆i in Eq. (2); the standard deviation of the range of fre-
quencies sampled with a particular time constant] of the fast spectral
diffusion undergo a similar decrease, although the effect is compa-
rably mild. The amplitude associated with the fast dynamics in the
HB population, which decreases more unambiguously than the NB
population, goes from ∼50% of the decay at 355 K to 7% at 270 K
(see Table III). There are two plausible mechanisms for this reduced
effect in the SSD relative to the orientational relaxation, where the
fast and slow motions are assumed to be mechanically similar. The
first is that SSD depends on both the orientational and density
fluctuations of the surrounding material.37,38 It is then possible that

the slower density fluctuations in the material are more significant
for SSD (strong coupling) than the faster density fluctuations. The
second is that the ratios of orientational motion are for the PhSeCN
probe and not the 2BPM solvent: it is possible that the ratio of mobile
2BPM molecules is different from that of the PhSeCN molecules.
These two mechanisms are not mutually exclusive and both may
impact the measurements.

E. The physicality of the two heterogeneous
exchange models

While the two models of heterogeneous exchange illustrated in
Fig. 9 give virtually identical fits to the experimental data, we can
also use the thermodynamic data described in Secs. IV C and IV
D to evaluate the reasonableness of each model. It was seen that
the effective slow exchange and the fraction of molecules exhibit-
ing slow exchange have steep temperature dependences, while the
fast exchange dynamics have very modest temperature dependences.
Additionally, the jump angle of exchange must be at least compara-
ble for both time scales to be consistent with observations.

These facts can be explained well with the dynamical inter-
conversion model (model 2 in Figs. 9). The liquid structures that
comprise the fast subensemble are then a higher energy, configu-
rational transition state that must be accessed before exchange can
occur. Once in this high-energy state, exchange can happen read-
ily with only a small energy barrier. Because exchange only happens
for these transition state configurations, all of the jump angles will
be essentially the same. Model 2 in Fig. 9 eliminates the neces-
sity for explaining why the slow ensemble exhibits the same jump
angle as the fast ensemble (model 1 in Fig. 9). If the slow exchange
occurred, it would be slow because of differences in the liquid struc-
tures from the fast exchanging structures. It is physically reason-
able to postulate that the structural differences that would give rise
to much slower exchange are unlikely to result in identical jump
angles. The model 2 interconversion scenario similarly eliminates
the issue of having extremely different thermodynamics for what is
essentially the same physical event in the fast and slow subensem-
bles in the model 1 persistent dynamics scenario. While the two
models cannot be experimentally distinguished, the model 2 dynam-
ical interconversion scenario provides a more reasonable physi-
cal interpretation that avoids the awkward arguments that would
be needed to use the model 1 scenario with persistent dynamical
subensembles.

The above arguments, which give substantial support for the
model 2 dynamical interconversion scenario, lead to a very impor-
tant conclusion. The “slow exchange times” in the measurements
are actually the time for interconversion from the slow dynami-
cal subensemble to the fast dynamical subensemble. This transition
must be mediated by structural evolution in the liquid itself. Then
the τex,slow in Table II are the temperature dependent times for the
structural changes that convert slow domains to fast domains in the
2BPM supercooled liquid. The slow to fast domain interconversion
times range from 40 ps at 355 K to 5000 ps at 270 K.

V. CONCLUSIONS
2D IR spectroscopy on the H-bonding glass forming liquid

2BPM demonstrated polarization-dependent effects that were far in
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excess of what has been observed in similar non-H-bonding liquids
or what has been predicted by standard theory of reorientation-
induced spectral diffusion. This anomaly was resolved through the
observation of two separate but spectrally overlapped populations
of the PhSeCN probe molecules in the linear FT-IR spectra and
isotropic pump-probe decays: H-bonded and non-H-bonded popu-
lations. The observed polarization dependence of the spectral diffu-
sion arises due to chemical exchange between these two populations.
The observation of exchange-induced spectral diffusion demon-
strates the importance of taking polarization dependent 2D spectra
when there are potentially strong, directional interactions present in
a system, e.g., hydrogen bonds.

By adapting prior treatments of chemical exchange associated
with large “jump” angles,7 a kinetic model was developed that was
capable of describing the large polarization dependence in the 2D IR
decays. Furthermore, the results demonstrate how 2D IR line shape
analyses can be used to extract information on chemical exchange
even when the component linear IR absorption bands are not spec-
trally separated. The experiments and analysis produced a number
of significant results. First, to describe the magnitude of the 2D
IR polarization differences at long times, chemical exchange had
to account for the orientational motion of the PhSeCN molecules
through large angle jumps (∼45○) in exchanging between H-bonding
and non-H-bonding subensembles. Second, to describe the mag-
nitude of the polarization difference at short times, the nonexpo-
nential nature of the pump-probe anisotropy arose from hetero-
geneous orientational dynamics (and thus heterogeneous exchange
behavior), as opposed to confined angle, “wobbling” motions that
are commonly invoked to explain non-exponential orientational
relaxation.54,55 To the best of the authors’ knowledge, this is the
first experimental evidence of heterogeneity in orientational motion
in glass forming liquids on these time scales and temperature
ranges.

The temperature dependence of the 2BPM data showed that,
while heterogeneity is present at all temperatures studied, the liquid
becomes very heterogeneous at mild supercooling, with significant
populations exchanging on picosecond and nanosecond time scales.
Furthermore, the associated SSD decays of both the H-bonded and
non-H-bonded species were found to have the same activation ener-
gies as the exchange dynamics. No super-Arrhenius temperature
dependence, that is typical of “fragile” glass forming liquids, was
observed.

In the data analysis using heterogeneous kinetics, it was found
that two models could describe the data with equal efficacy. These
are depicted in Fig. 9. In pathway 1, the liquid has regions of
slow jump orientational relaxation and regions of fast jump orien-
tational relaxation. There is no interconversion between slow and
fast regions on the experimental time scale. In pathway 2, orienta-
tional relaxation in the slow regions is so slow that it is not observed
on the experimental time scale. Rather, what is manifested as the
slow jump orientational relaxation is the interconversion of slow
domains into fast domains. The interconversion is slow but is fol-
lowed by a fast jump, appearing in the data as a slow jump compo-
nent. The experimental observations, including temperature depen-
dence, jump angles, activation energies, the kinetic modeling, and
physical arguments, lead to the conclusion that pathway 2 is correct.
Therefore, the slow exchange time, τex,slow, is actually the intercon-
version time from liquid domains that have slow dynamics to liquid

domains that have fast dynamics. The temperature dependent values
of the domain interconversion times (τex,slow) are given in Table II.
The times range from 40 ps at 355 K to 5000 ps at 270 K.

SUPPLEMENTARY MATERIAL

See supplementary material for S1: jump exchange kinetic
model; S2: determining the line shape parameters; S3: calculating
the XISD line shapes; S4: implementing the homogeneous “wob-
bling” model; S5: implementing the heterogeneous orientational
relaxation/chemical exchange; S6: fit method details; S7: additional
notes on temperature dependent parameters; and S8: plots of homo-
geneous and heterogeneous model fits at all temperatures.
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