A Discontinuous Enrichment Method for Capturing Evanescent Waves in Multi-scale Fluid and Fluid/Solid Problems
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Abstract

An evanescent wave is produced when a propagating incident wave impinges on an interface between two media or materials at a sub-critical angle. The sub-scale nature of such a wave makes it difficult to be captured computationally. In this paper, the Discontinuous Enrichment Method (DEM) developed in [1–7] is extended to a class of evanescent wave problems. New DEM elements are constructed by enriching polynomial approximations with free-space evanescent solutions in order to achieve high accuracy for problems with fluid/fluid or fluid/solid interfaces on which evanescent waves may occur. The new DEM elements are applied to the solution of various two-dimensional model problems with evanescent waves. Their performance is observed to be better than that of the basic Helmholtz type DEM elements, and superior to that of the classical higher-order polynomial finite element method.
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1. Introduction

Wave propagation phenomena occur in many physical systems of engineering interest. Sound waves, water waves, and seismic waves are studied in acoustics and mechanics. Another
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important class of waves arises in electro-magnetics. A vast amount of literature exists on the general topic of wave propagation and its many applications (for example, see [8–15] and the references cited therein). Whichever the underlying physical phenomenon is, some important attributes are shared by most wave propagation problems, one of which is the computational complexity required to solve them. As the frequency of the waves or the size of the computational domain grows, the problem becomes more challenging computationally, eventually becoming intractable using traditional discretization methods.

In this paper, we concentrate on a multiscale aspect of harmonic wave propagation that occurs in layered media. When a propagating wave impinges on an interface between two materials, some part of the energy is reflected back into the first material and another part penetrates into the second material giving rise to a refracted wave. When the angle of incidence of the impinging wave is below a critical value, all of the energy is reflected back: this is called total internal reflection. Even though no energy is transmitted through the interface, a disturbance is still produced at the other side of the interface. This disturbance, which can be viewed as a small-scale feature of wave propagation, is called an evanescent wave.

The evanescent waves were described by Isaac Newton almost four hundred years ago [16]. Later, they have been studied by many other scientists (for example, see [17, 18]). Typically, they decay exponentially away from an interface. Being a localized phenomenon, they have recently attracted a lot of attention as technology expanded into the nano-world. For example, a wide range of devices have been invented with the application of electromagnetic evanescent waves, including a fingerprint sensor [19] and various chemical and biological sensors [16]. Other applications of evanescent waves can also be found in the development of nanotechnologies [20], acoustic wave devices [21], detection of buried objects [22], etc.

To illustrate the challenge posed by evanescent waves for a numerical solution method, Figure 1 shows an example of an evanescent acoustic wave that occurs at an interface between two fluids $\Omega_1$ and $\Omega_2$ characterized by two different speeds of sound $c_1$ and $c_2 > c_1$, when an incident wave hits the interface at a sub-critical angle of incidence. For comparison, Figure 2 shows the refracted plane wave that occurs at the same interface but for a super-critical value of the angle of incidence. Compared to the large-scale wave propagating in $\Omega_1$, the evanescent wave is a small-scale feature which rapidly decays in $\Omega_2$ away from the interface. It can be shown that the decay in the direction perpendicular to the interface is exponential and thus can lead to a very high gradient of the evanescent wave solution. In the direction along the interface, the evanescent solution in $\Omega_2$ oscillates with a wavelength that can be as short as that of the fluid with the lower speed of sound ($\Omega_1$). Thus, capturing in a numerical computation the evanescent wave in $\Omega_2$ may require a fine mesh along the interface, even when the wave number in this fluid is so low that, as suggested by Figure 2, a coarse mesh suffices to capture the refracted wave when the angle of incidence is super-critical.

There are two possible approaches for handling the sub-grid characteristics of evanescent waves. One approach is to use graded meshes, which results in a large number of degrees of freedom and possibly incurs prohibitive costs. The other approach is to enrich the approx-
Fig. 1. Example of an evanescent wave. The upper half domain $\Omega_1$ is air, the lower half $\Omega_2$ is water, and the interface is marked by a black horizontal line. The critical angle is $\theta_{cr} = 77.16^\circ$. (a) The incident wave propagating in air at the angle $\theta_{inc} = 60^\circ$ toward to the interface, (b) the reflected wave in air, and (c) the superposition of the incident and reflected waves in air and the evanescent wave in water.

Fig. 2. Example of a refracted plane wave. The upper half domain $\Omega_1$ is air, the lower half $\Omega_2$ is water, and the interface is marked by a black horizontal line. The critical angle is $\theta_{cr} = 77.16^\circ$. (a) The incident wave propagating in air at the angle $\theta_{inc} = 80^\circ$ toward to the interface, (b) the reflected wave in air, and (c) the superposition of the incident and reflected waves in air and the refracted plane wave propagating in water at the angle $\theta_t = 38.6^\circ$.

The idea of using special, problem dependent approximation functions has been used by a number of finite element techniques, both in the context of wave propagation and other multiscale problems. These include the generalized finite element method (GFEM) [23–26], the extended finite element method (XFEM) [27, 28], the $hp$ cloud method [29, 30], the least squares method [31], the weak element method [32], the ultra-weak method [32], the variational theory of complex rays [33], and the discontinuous enrichment method (DEM) [1–7].

The discontinuous enrichment method, which will be used in this paper, differs from the other approaches mentioned above in several ways. It approximates the solution of the prob-
lem by the sum of a continuous polynomial field and an enrichment field that is typically discontinuous at the interfaces between elements. It also enforces a weak continuity between elements through Lagrange multipliers. As such, it is cast in a hybrid variational setting. The enrichment functions are chosen as the free-space solutions of the homogeneous part of the given problem. The Lagrange multiplier field is chosen accordingly. DEM was first proposed in [1] for the solution of problems with sharp gradients and rapid oscillations. In [2], it was developed for the Helmholtz equation. In this case, it was shown that for a large class of Helmholtz problems, the polynomial part of the approximation is not necessary for capturing the solution efficiently. Thus, by dropping the polynomial field from the approximation, DEM was transformed into a non-standard Discontinuous Galerkin Method (DGM) where a weak continuity of the approximation is enforced by Lagrange multipliers. DEM/DGM was further developed in [3–7] where excellent performance has been demonstrated for multiscale problems, elastic wave propagation, and both two-dimensional and three-dimensional acoustic scattering problems. In this paper, DEM is formulated for a computational domain that contains two media or materials whereby the solution may include evanescent waves. Then, sample new DEM elements are constructed for capturing the characteristics of these sub-grid scale waves.

The remainder of this paper is organized as follows. Section 2 presents the mathematical formulation of model acoustic problems with a fluid/fluid or fluid/solid planar interface, and a corresponding hybrid variational framework. In Section 3, Snell's law is revisited and evanescent solutions for fluid/fluid and fluid/solid problems are reviewed. Sample new DEM elements for multiscale wave problems are constructed in Section 4 and their performance is assessed in Section 5 in the medium frequency regime. Finally, conclusions are presented in Section 6.

### 2. Mathematical formulation

Here, two common problems whose solutions can be in the form of evanescent waves are considered. The first problem includes a planar interface between two fluids characterized by two different speeds of sound. The second problem is designed around a fluid/solid planar interface. In each case, the mathematical formulation of the problem is presented and followed by a corresponding hybrid variational formulation.

#### 2.1. Fluid/fluid model wave propagation problem

##### 2.1.1. Boundary value problem

Consider a wave propagation problem defined in a two-dimensional bounded domain $\Omega$ filled with two homogeneous ideal fluids in subdomains $\Omega_1$ and $\Omega_2$, respectively, i.e. $\Omega = \Omega_1 \cup \Omega_2$. Let $\partial \Omega_m$ denote the boundary of subdomain $\Omega_m$, $m = 1, 2$, and $\Gamma_0 = \partial \Omega_1 \cap \partial \Omega_2$ the planar
interface between the two subdomains. The outer boundaries are denoted by \( \Gamma_1 = \partial \Omega_1 \setminus \Gamma_0 \) and \( \Gamma_2 = \partial \Omega_2 \setminus \Gamma_0 \), respectively.

Assuming the waves are time-harmonic with circular frequency \( \omega \), the wave propagation in each subdomain is governed by the Helmholtz equation

\[
\Delta p_m + k_m^2 p_m = 0, \quad \text{in } \Omega_m, \quad m = 1, 2,
\]

where \( p_m \) is the pressure, \( k_m = \omega / c_m \) is the wave number, and \( c_m \) is the speed of sound in \( \Omega_m \), \( m = 1, 2 \). Equilibrium and compatibility at the interface \( \Gamma_0 \) give the following transmission conditions

\[
p_1 = p_2, \quad \text{on } \Gamma_0, \]

\[
\frac{1}{\rho_1} \frac{\partial p_1}{\partial n} = \frac{1}{\rho_2} \frac{\partial p_2}{\partial n}, \quad \text{on } \Gamma_0,
\]

where \( \rho_m, m = 1, 2 \), are the material density, \( n \) is the normal direction of the interface, and underlining is used here and throughout the remainder of this paper to denote a vector quantity.

Without loss of generality, the Robin boundary condition is considered, i.e.

\[
\frac{\partial p_m}{\partial n} - i k_m p_m = g_m, \quad \text{on } \Gamma_m, \quad m = 1, 2,
\]

where \( i = \sqrt{-1} \) is the imaginary unit, and \( g_m \) is the excitation at boundary \( \Gamma_m, m = 1, 2 \).

2.1.2. Hybrid variational formulation and discretization

Let \( \Omega_m \) be partitioned into \( n_m, m = 1, 2 \), elements as follows

\[
\bar{\Omega}_m = \bigcup_{j=1}^{n_m} \bar{\tau}_j^m, \quad \tau_j^m \cap \tau_l^m = \emptyset \quad \text{if } j \neq l, \quad j, l = 1, 2, \ldots, n_m, \quad m = 1, 2,
\]

and denote by \( \Delta_h^m = \{ \tau_j^m \}_{j=1}^{n_m} \) the set of all elements in \( \Omega_m, m = 1, 2 \), where the subscript \( h \) refers to the element size. Furthermore, let \( \mathcal{U}^m, m = 1, 2 \), and \( \Lambda^m, m = 0, 1, 2 \), denote the following spaces

\[
\mathcal{U}^m = \prod_{\tau \in \Delta_h^m} H^1(\tau), \quad \Lambda^m = \prod_{\tau_j \in \Delta_h^m} \prod_{\tau_l \in \Delta_h^m, j < l} H^{-1/2}(\partial \tau_j \cap \partial \tau_l), \quad m = 1, 2,
\]

\[
\Lambda^0 = \prod_{\tau \in \Delta_h^2} H^{-1/2}(\Gamma_0 \cap \partial \tau_j).
\]

Then, introducing the new variables

\[
g_m = \frac{p_m}{\rho_m}, \quad m = 1, 2,
\]
the hybrid variational form of the boundary value problem (1)-(4) is as follows.

Find \((q_m, \lambda_m, \lambda_0) \in \mathcal{U}^m \times \Lambda^m \times \Lambda^0, \ m = 1, 2,\) such that

\[
a_m(q_m, \psi) + b_m(\lambda_m, \psi) + c(\lambda_0, \psi) = r_m(\psi), \quad \forall \psi \in \mathcal{U}^m, \ m = 1, 2, (8)
\]

\[
b_m(\mu, q_m) = 0, \quad \forall \mu \in \Lambda^m, \ m = 1, 2, (9)
\]

\[
\rho_1 c(\mu, q_1) - \rho_2 c(\mu, q_2) = 0, \quad \forall \mu \in \Lambda^0, (10)
\]

where the bilinear forms \(a_m(\cdot, \cdot)\) are defined on \(\mathcal{U}^m \times \mathcal{U}^m, \ m = 1, 2,\) as

\[
a_m(q_m, \psi) = \sum_{\tau \in \Delta_h^m} \int_{\tau} (\nabla q_m \cdot \nabla \psi - k^2_m q_m \psi) \, dxdy - \sum_{\tau \in \Delta_h^m} \int_{\partial \tau \cap \Gamma_m} ik_{m} q_m \psi \, ds, \quad m = 1, 2, (11)
\]

\(b_m(\cdot, \cdot)\) are defined on \(\Lambda^m \times \mathcal{U}^m, \ m = 1, 2,\) as

\[
b_m(\lambda_m, \psi) = \sum_{\tau_j \in \Delta_h^m} \sum_{\gamma_j \in \Delta_h^m} \int_{\partial \tau_j \cap \partial \gamma_j} \lambda_m(\psi|_{\tau_j} - \psi|_{\gamma}) \, ds, \quad m = 1, 2, (12)
\]

\(c(\cdot, \cdot)\) is defined on \(\Lambda^0 \times (\mathcal{U}^1 \cup \mathcal{U}^2)\) as

\[
c(\lambda_0, \psi) = \sum_{\tau_j \in \Delta_h^0} \int_{\Gamma_0 \cap \tau_j} \lambda_0 \psi \, ds, \quad (13)
\]

and the linear forms \(r_m(\cdot), \ m = 1, 2,\) are defined on \(\mathcal{U}^m,\) respectively, as

\[
r_m(\psi) = \int_{\Gamma_m} \frac{1}{\rho_m} g_m \psi \, ds, \quad m = 1, 2. \quad (14)
\]

Let \(\mathcal{U}^m_h, \Lambda^m_h, \ m = 1, 2,\) and \(\Lambda^0_h\) be finite dimensional spaces satisfying

\[
\mathcal{U}^m_h \subset \mathcal{U}^m, \quad \Lambda^m_h \subset \Lambda^m, \quad \Lambda^0_h \subset \Lambda^0, \quad (15)
\]

The discretization of the variational problem (8)-(10) is obtained by substituting the finite dimensional spaces into the hybrid variation form, i.e.

Find \((q_{m,h}, \lambda_{m,h}, \lambda_{0,h}) \in \mathcal{U}^m_h \times \Lambda^m_h \times \Lambda^0_h, \ m = 1, 2,\) such that

\[
a_m(q_{m,h}, \psi) + b_m(\lambda_{m,h}, \psi) + c(\lambda_{0,h}, \psi) = r_m(\psi), \quad \forall \psi \in \mathcal{U}^m_h, \ m = 1, 2, (16)
\]

\[
b_m(\mu, q_{m,h}) = 0, \quad \forall \mu \in \Lambda^m_h, \ m = 1, 2, (17)
\]

\[
\rho_1 c(\mu, q_{1,h}) - \rho_2 c(\mu, q_{2,h}) = 0, \quad \forall \mu \in \Lambda^0_h, (18)
\]
2.2. Fluid/solid model wave propagation problem

2.2.1. Boundary value problem

Next, the wave propagation problem is formulated in a domain $\Omega = \Omega_f \cup \Omega_s$, where $\Omega_f$ and $\Omega_s$ are fluid and solid subdomains, respectively. For simplicity, the solid material is assumed to be isotropic and linearly elastic.

A time-harmonic elastic wave propagation is governed by Navier’s equations [11]

$$\mu L \Delta u + (\lambda_L + \mu_L) \nabla (\nabla \cdot u) + \rho_s \omega^2 u = -f(x), \quad \text{in } \Omega_s. \tag{19}$$

Here, $\rho_s$ is the density of the elastic material, $\lambda_L$ and $\mu_L$ are its Lamé constants, $f$ is the body force, and $u \equiv u(x)$ is the displacement field in $\Omega_s$.

Let

$$M = \begin{bmatrix}
\lambda_L + 2\mu_L & \lambda_L & 0 \\
\lambda_L & \lambda_L + 2\mu_L & 0 \\
0 & 0 & \mu_L
\end{bmatrix} \quad \text{and} \quad D = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 \\
0 & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x}
\end{bmatrix}. \tag{20}$$

Then, Navier’s equations (19) can also be written concisely as

$$D^T M Du + \rho_s \omega^2 u = -f, \quad \text{in } \Omega_s, \tag{21}$$

where the superscript $T$ designates the transpose operation.

The wave propagation in the fluid subdomain $\Omega_f$ is governed by the Helmholtz equation

$$\Delta p + k^2 p = 0, \quad \text{in } \Omega_f, \tag{22}$$

where $p \equiv p(x)$ is the pressure field and $k$ is the wave number in the fluid subdomain $\Omega_f$.

Equilibrium and compatibility at the interface $\Gamma_0$ yield the following transmission conditions

$$\rho_f \omega^2 u \cdot n = \frac{\partial p}{\partial n}, \quad \text{on } \Gamma_0, \tag{23}$$

$$\sigma(u) n \cdot n + p = 0, \quad \text{on } \Gamma_0, \tag{24}$$

where $\rho_f$ is the density of the fluid, $n$ is the normal direction on the fluid/solid interface $\Gamma_0 = \partial \Omega_f \cap \partial \Omega_s$ and $\sigma$ is the stress tensor. Without any loss of generality, the following boundary conditions are considered

$$\sigma(u) n = g_s, \quad \text{on } \Gamma_s, \tag{25}$$
\[ \frac{\partial p}{\partial n} - ikp = g_f, \quad \text{on } \Gamma_f, \]  
where \( \Gamma_f = \partial \Omega_f \setminus \Gamma_0, \Gamma_s = \partial \Omega_s \setminus \Gamma_0, g_f \) is the excitation on \( \Gamma_f \), and \( g_s \) is the specified traction on \( \Gamma_s \).

2.2.2. Hybrid variational formulation and discretization

Let \( \Omega_f \) and \( \Omega_s \) be partitioned into \( n_f \) and \( n_s \) elements, respectively, i.e.

\[
\Omega_f = \bigcup_{j=1}^{n_f} \tau_f^j, \quad \tau_f^j \cap \tau_f^l = \emptyset \quad \text{if } j \neq l, \quad j, l = 1, 2, \ldots, n_f,
\]

\[
\Omega_s = \bigcup_{j=1}^{n_s} \tau_s^j, \quad \tau_s^j \cap \tau_s^l = \emptyset \quad \text{if } j \neq l, \quad j, l = 1, 2, \ldots, n_s.
\]

Let \( \Delta_f = \{ \tau_f^j \}_{j=1}^{n_f} \) and \( \Delta_s = \{ \tau_s^j \}_{j=1}^{n_s} \) be the set of all elements in \( \Omega_f \) and \( \Omega_s \), respectively. Furthermore, let \( U_f, \Lambda_f, U_s \) and \( \Lambda_s \) denote the following spaces

\[
U_f = \prod_{\tau \in \Delta_f} H^1(\tau), \quad \Lambda_f = \prod_{\tau_j \in \Delta_f} \prod_{\tau_l \in \Delta_f, j < l} H^{-1/2}(\partial \tau_j \cap \partial \tau_l),
\]

\[
U_s = \prod_{\tau \in \Delta_s} \left( H^1(\tau) \right)^2,
\]

\[
\Lambda_s = \left\{ \lambda \in \prod_{\tau_j \in \Delta_s} \prod_{\tau_l \in \Delta_s, j < l} \left( H^{-1/2}(\partial \tau_j \cap \partial \tau_l) \right)^2 \right\},
\]

\[
\forall \lambda |_{\partial \tau_j \cap \partial \tau_l} \exists \sigma \in H(div; \Omega_s) \text{ s.t. } \sigma \cdot n = \lambda \text{ on } \partial \tau_j \cap \partial \tau_l,
\]

where \( H^1(\tau) \) and \( H^{-1/2}(\partial \tau) \) are the usual Sobolev spaces [34], and

\[
H(div; \Omega_s) = \left\{ \sigma \in \left( L^2(\Omega_s) \right)^{2x2} : \sigma_{jl} = \sigma_{lj}, 1 \leq j, l \leq 2, \text{div}\sigma = \left( \sum_{l=1}^{2} \frac{\partial \sigma_{jl}}{\partial x_l} \right)_{1 \leq j, l \leq 2} \in \left( L^2(\Omega_s) \right)^2 \right\}.
\]

Then, the hybrid weak form of the boundary value problem (21)-(26) can be written as follows

Find \( (p, \lambda_f) \in U_f \times \Lambda_f \) and \( (u, \lambda_s) \in U_s \times \Lambda_s \) such that

\[
a_f(p, q) + b_f(\lambda_f, q) + \rho_f \omega^2 c(u, q) = r_f(q), \quad \forall q \in U_f,
\]

\[
a_s(u, v) + b_s(\lambda_s, v) + c(v, p) = r_s(v), \quad \forall v \in U_s,
\]

\[
b_f(\mu_f, p) = 0, \quad \forall \mu_f \in \Lambda_f,
\]

\[
b_s(\mu_s, u) = 0, \quad \forall \mu_s \in \Lambda_s,
\]
where $a_f(\cdot, \cdot)$ is the bilinear form defined on $\mathcal{U}^f \times \mathcal{U}^f$ as

\[
a_f(p, q) = \sum_{\tau \in \Delta^f_h} \int_{\tau} (\nabla p \cdot \nabla q - k^2 pq) dxdy - \int_{\Gamma_f} ikp q ds,
\]

(37)

$b_f(\cdot, \cdot)$ is defined on $\Lambda^f \times \mathcal{U}^f$ as

\[
b_f(\lambda^f, p) = \sum_{\tau_j \in \Delta^f_h} \sum_{\tau_l \in \Delta^f_h \atop j < l} \int_{\partial\tau_j \cap \partial\tau_l} \lambda^f(p|_{\tau_j} - p|_{\tau_l}) ds, \quad m = 1, 2,
\]

(38)

$a_s(\cdot, \cdot)$ and $b_s(\cdot, \cdot)$ are defined on $\mathcal{U}^s \times \mathcal{U}^s$ and $\Lambda^s \times \mathcal{U}^s$, respectively, as

\[
a_s(u, v) = \sum_{\tau \in \Delta^s_h} \int_{\tau} \left( D^T M Du \right) dxdy - \rho_s \omega^2 \sum_{\tau \in \Delta^s_h} \int_{\tau} u \cdot v dxdy,
\]

(39)

\[
b_s(\lambda, v) = \sum_{\tau_j \in \Delta^s_h} \sum_{\tau_l \in \Delta^s_h \atop j < l} \int_{\partial\tau_j \cap \partial\tau_l} \lambda \cdot (v|_{\tau_j} - v|_{\tau_l}) ds,
\]

(40)

c(\cdot, \cdot) is the coupling term defined on $\mathcal{U}^s \times \mathcal{U}^f$ as

\[
c(u, p) = \int_{\Gamma_0} p(u \cdot n) ds,
\]

(41)

and the linear forms $r_f(\cdot)$ and $r_s(\cdot)$ are defined on $\mathcal{U}^f$ and $\mathcal{U}^s$, respectively, as

\[
r_f(q) = \int_{\Gamma_f} g_f q ds,
\]

(42)

\[
r_s(v) = \int_{\Omega_s} f \cdot v dxdy + \int_{\Gamma_N} g_s \cdot v ds.
\]

(43)

Let $\mathcal{U}^f_h, \Lambda^f_h, \mathcal{U}^s_h$ and $\Lambda^s_h$ be finite dimensional spaces satisfying

\[
\mathcal{U}^f_h \subset \mathcal{U}^f, \quad \Lambda^f_h \subset \Lambda^f, \quad \mathcal{U}^s_h \subset \mathcal{U}^s \quad \text{and} \quad \Lambda^s_h \subset \Lambda^s.
\]

(44)

Then, the discretization of the hybrid variational formulation described above is obtained in a standard way by replacing the continuous spaces in (33)-(36) by their discrete subspaces.

3. Snell’s law and evanescent waves

Homogeneous free-space solutions of the partial differential equation(s) to be solved have been successfully exploited for constructing discrete spaces of the enrichment functions for acoustic scattering [2, 4–7] and elasto-dynamic [6] applications. To enable sample designs of the subspaces $\mathcal{U}_h$ (15,44), physical conditions that give rise to evanescent waves are first inspected here in more detail. In particular, the analytic form of the evanescent waves for the case of a planar interface between two semi-infinite media is derived.
3.1. Fluid/fluid interface

Consider first the case of two semi-infinite fluids separated by a planar interface as illustrated in Figure 3. When an incident wave \( p_{\text{inc}} \) passes through the interface at an oblique angle and the two fluids have different speeds of sound, it produces a reflected wave \( p_r \) in \( \Omega_1 \) and a refracted wave \( p_t \) in \( \Omega_2 \). The relationship between the angle of the incident wave \( \theta_{\text{inc}} \), the angle of the reflected wave \( \theta_r \), and the speeds of sound in the two fluids, \( c_1 \) and \( c_2 \), is known as Snell’s law [12]. It is sometimes also referred to as Descartes’ law or the law of refraction and it is recalled below

\[
\frac{\cos \theta_{\text{inc}}}{c_1} = \frac{\cos \theta_r}{c_2}. \tag{45}
\]

When \( c_1 < c_2 \), Snell’s law predicts that the angle of the refracted wave is smaller than the angle of the incident wave, i.e. \( \theta_t < \theta_{\text{inc}} \). As the angle of incidence is decreased, the refracted wave eventually becomes parallel to the interface. This occurs for one particular angle of incidence, called the critical angle, that is given by

\[
\theta_{\text{cr}} = \cos^{-1} \left( \frac{c_1}{c_2} \right), \quad \text{if} \quad c_1 < c_2. \tag{46}
\]

If \( \theta_{\text{inc}} < \theta_{\text{cr}} \), the refracted wave disappears, the incident wave undergoes total internal reflection and an evanescent wave occurs in the second fluid, \( \Omega_2 \).

For simplicity, assume that the coordinate system is such that the interface is aligned with the \( x \)-axis, \( \Omega_1 \) is the region \( y > 0 \), and \( \Omega_2 \) is the region \( y < 0 \). Furthermore, assume that \( p_{\text{inc}} \), \( p_r \) and \( p_t \) are plane waves that satisfy the Helmholtz equation (1) in their respective domains. From the transmission conditions (2) and (3), it follows that these plane waves are of the form

\[
p_{\text{inc}} = A_{\text{inc}} e^{ik_1(x \cos \theta_{\text{inc}} - y \sin \theta_{\text{inc}})}, \tag{47}
\]

\[
p_r = A_r e^{ik_1(x \cos \theta_{\text{inc}} + y \sin \theta_{\text{inc}})}, \tag{48}
\]

\[
p_t = A_t e^{\beta y} e^{i \sqrt{k_2^2 + \beta^2} x}, \tag{49}
\]
Fig. 4. Incident, reflected, and refracted waves for a wave propagation problem with a fluid/solid interface.

where \( \beta = \sqrt{k_2^2 \cos^2 \theta_{\text{inc}} - k_2^2} \) and the amplitudes \( A_{\text{inc}}, A_r \) and \( A_t \) are given by

\[
A_r = -\frac{\rho_1 \beta + ik_1 \rho_2 \sin \theta_{\text{inc}}}{\rho_1 \beta - ik_1 \rho_2 \sin \theta_{\text{inc}}} A_{\text{inc}}, \quad A_t = -\frac{2ik_1 \rho_2 \sin \theta_{\text{inc}}}{\rho_1 \beta - ik_1 \rho_2 \sin \theta_{\text{inc}}} A_{\text{inc}}. \tag{50}
\]

Hence \( \beta \) is a real number if \( \theta_{\text{inc}} < \theta_{\text{cr}} \), in which case the transmitted wave \( p_t \) is evanescent and decays exponentially in the \(-y\) direction. Note also that the apparent wave number of the evanescent wave \( p_t \) along the interface is \( \alpha \in [k_2, k_1] \), instead of the native wave number \( k_2 \).

3.2. Fluid/solid interface

When an incident wave \( p_{\text{inc}} \) encounters a fluid solid interface, it gives rise to two transmitted waves in the solid: a pressure wave \( u_p \) and a shear wave \( u_s \), as shown in Figure 4. In this situation, Snell’s law determines the relationship of the angles of propagation of these waves via

\[
\frac{\cos \theta_{\text{inc}}}{c_f} = \frac{\cos \theta_p}{c_p} = \frac{\cos \theta_s}{c_s}, \tag{51}
\]

where \( \theta_{\text{inc}} \) is the angle of the incident wave, \( \theta_p \) and \( \theta_s \) are the angles of the refracted pressure and shear waves, respectively, \( c_f \) is the speed of sound in the fluid, and \( c_p \) and \( c_s \) are the elastic speeds of sound in the solid given by

\[
c_p = \sqrt{\frac{\lambda + 2\mu}{\rho}}, \quad c_s = \sqrt{\frac{\mu}{\rho}}. \tag{52}
\]

There are two critical angles: \( \theta_{cp} \) for pressure waves, and \( \theta_{cs} \) for shear waves. These angles are given by

\[
\theta_{cp} = \cos^{-1}\left(\frac{c_f}{c_p}\right), \quad \text{if } c_f < c_p, \quad \text{and} \quad \theta_{cs} = \cos^{-1}\left(\frac{c_f}{c_s}\right), \quad \text{if } c_f < c_s. \tag{53}
\]

If the interface is aligned with the \( x \)-axis, \( \Omega_f \) is the region \( y > 0 \) and \( \Omega_s \) is the region \( y < 0 \).
and the incident, reflected and transmitted waves are in the form of plane waves, it can be shown using the transmission conditions (23) and (24) that the transmitted pressure wave $u_p$ is evanescent if $c_f < c_p$ and $\theta_{inc} < \theta_{cp}$, the transmitted shear wave $u_s$ is evanescent if $c_f < c_s$ and $\theta_{inc} < \theta_{cs}$, and these waves are of the form

$$p_{inc} = A_{inc} e^{ik(x\cos\theta_{inc} - y\sin\theta_{inc})},$$
$$p_r = A_r e^{ik(x\cos\theta_{inc} + y\sin\theta_{inc})},$$
$$u_p = A_p \begin{bmatrix} \alpha \\ i\beta \end{bmatrix} e^{\beta y} e^{i\alpha x},$$
$$u_s = A_s \begin{bmatrix} -ib \\ a \end{bmatrix} e^{by} e^{iax},$$

where

$$\alpha^2 = \beta^2 + k_p^2, \quad \beta = \sqrt{k^2 \cos^2 \theta_{inc} - k_p^2},$$
$$a^2 = b^2 + k_s^2, \quad b = \sqrt{k^2 \cos^2 \theta_{inc} - k_s^2},$$

and the amplitudes are given by

$$A_s = -\frac{2i\alpha k \sin \theta_{inc}}{\rho_f \omega^2 (2\alpha a - a^2 + b^2) - i2\alpha k \sin \theta_{inc}} A_{inc},$$
$$A_p = -\frac{a^2 - b^2}{2\alpha \beta} A_s,$$
$$A_r = -i(k_p^2 \lambda_L + 2\beta^2 \mu_L) A_p - 2iab\mu_L A_s - A_{inc}.$$  

Hence, the evanescent waves $u_p$ and $u_s$ decay exponentially in the $-y$ direction.

4. New family of DGM elements for multiscale wave propagation problems

In general, DEM [1–7] seeks an approximate solution of its hybrid variational problem in the form of a locally enriched (low-order) polynomial. For example, in the case of Navier’s elasto-dynamic equations (19), it approximates the solution $u$ by

$$u_h = u_h^P + u_h^E,$$

where $u_h^P \in U_h^P$ is based on the classical (low-order) finite element polynomials which are suitable for representing the large scales of the solution [3], and $u_h^E \in U_h^E$ denotes the enrichment that should be suitable for representing its small scales [3], so that

$$U_h = U_h^P \oplus U_h^E.$$
More specifically, DEM constructs the enrichment field from the free-space solutions of the homogeneous part of the governing partial differential equations that are not contained in $U_h^P$.

For a large class of Helmholtz problems such as acoustic scattering, the exact solution can be well represented using only the free-space solutions. For such problems, DEM drops the polynomial field from the numerical approximation, in which case the enriched elements are labeled DGM elements instead of DEM elements. On the other hand, the exact solution of an elasto-dynamic problem can contain non-oscillatory or slowly oscillatory components in space due to a specific type of loading. For this reason, DEM maintains the polynomial field in the numerical approximation when applied to the solution of some elasto-dynamic problems and the enriched elements are labeled in this case DEM elements and not DGM elements.

A family of two-dimensional, quadrilateral, DEM/DGM elements with an increasing number of plane waves and Lagrange multiplier degrees of freedom ($Q\text{-}4\text{-}1, Q\text{-}8\text{-}2, Q\text{-}16\text{-}4$, and $Q\text{-}32\text{-}8$, etc., where X and Y in the Q-X-Y terminology refer to the number of plane wave enrichment functions per element and number of Lagrange multiplier degrees of freedom per edge, respectively) was previously constructed in [2, 4, 5] for two-dimensional acoustic scattering problems. This family of elements was extended in [7] to three dimensions. Related DEM elements also labeled $Q\text{-}8\text{-}2$ and $Q\text{-}16\text{-}4$ were developed in [6] for two-dimensional elasto-dynamic problems. Here, some of these elements are first reviewed as they are the foundation of the new two-dimensional elements proposed in this paper. Next, new elements are constructed by adding evanescent waves to the previously constructed local bases of enrichment functions. As with other DEM/DGM elements, special attention is paid to the total number of Lagrange multiplier degrees of freedom introduced on the edges of the elements, in order not to violate the inf-sup condition. To this effect, the following “limitation” criterion, which was justified in [2, 4, 5], is adopted

$$n^\lambda \leq \frac{n^E}{2},$$

where $n^\lambda$ denotes the total number of Lagrange multiplier degrees of freedom per edge, and $n^E$ denotes the total number of enrichment functions per element — that is, the dimension of $U_h^E$.

4.1. DGM elements $Q\text{-}8\text{-}2$ and $Q\text{-}16\text{-}4$ for Helmholtz problems

The DGM element $Q\text{-}8\text{-}2$ is a quadrilateral element with eight plane waves and two Lagrange multipliers per edge. The DGM element $Q\text{-}16\text{-}4$ uses 16 plane waves and four Lagrange multipliers per edge. Higher-order DGM elements for Helmholtz problems — that is, DGM elements with more than 8 and sixteen plane waves — have also been developed (for example, see [4]) but are not specifically discussed in this paper. However, the methodology presented here is equally applicable to these elements.
By default, the plane waves in a DGM element for Helmholtz applications propagate in directions uniformly distributed around the unit circle. The enrichment space $\mathcal{U}_h^E$ for both elements Q-8-2 and Q-16-4 can be written concisely as

$$\mathcal{U}_h^E = \left\{ p_h^{PW} \in L^2(\Omega) : p_h^{PW}\big|_\tau (\mathbf{z}) = \sum_{l=1}^{n^E} p_l e^{ik_l^\theta_j \mathbf{z}}, \theta_j = [\cos \theta_j, \sin \theta_j]^T, \theta_j = \frac{2j\pi}{n^P}, j = 1, \ldots, n^P \right\}. \quad (66)$$

Here, the superscript $PW$ highlights the plane wave aspect of the approximation function and the number of plane waves $n^E$ sets the dimension of $\mathcal{U}_h^E$ in each element. By definition, $n^E = 8$ for the element Q-8-2 and $n^E = 16$ for the element Q-16-4. The coefficients $p_l$ are the primal degrees of freedom in element $\tau$.

It was shown in [2] that the exact solution of the one-domain version of the hybrid variational problem (8–10) satisfies

$$\lambda = \frac{\partial p}{\partial n}, \quad \text{on } \partial \tau_j \cap \partial \tau_l. \quad (67)$$

This suggested choosing $\lambda_h$ as a good approximation of $\partial p_h/\partial n$ and led to the following space of approximation of the Lagrange multiplier field

$$\Lambda_h = \left\{ \lambda_h^{PW} \in \Lambda^I : \lambda_h^{PW}\big|_{\partial \tau \cap \partial \tau'} (s) = \sum_{j=1}^{n^\lambda} \lambda_j e^{ik_m s \eta_j} \right\}, \quad (68)$$

where $\tau$ and $\tau'$ are two neighboring elements, and $n^\lambda$ sets the dimension of $\Lambda_h$ for each edge, with $n^\lambda = 2$ for the element Q-8-2 and $n^\lambda = 4$ for the element Q-16-4. The parameter $s$ is the abscissae along the edge $\partial \tau \cap \partial \tau'$ and the parameters $\eta_j$ are given by [1–5]

$$\eta_1 = \frac{1}{2}, \quad \eta_2 = -\frac{1}{2}, \quad \text{for Q-8-2}, \quad (69)$$

$$\eta_1 = \frac{1}{5}, \quad \eta_2 = -\frac{1}{5}, \quad \eta_3 = \frac{3}{4}, \quad \eta_4 = -\frac{3}{4}, \quad \text{for Q-16-4}. \quad (70)$$

4.2. DEM elements Q-8-2 and Q-16-4 for elasto-dynamic problems

The enrichment space of the quadrilateral DEM elements Q-8-2 and Q-16-4 for elastic wave propagation problems is also based on uniformly distributed planar waves. However, two types of waves occur in an elastic medium: pressure waves and shear waves [6]. For this reason, the enrichment space is constructed as follows

$$\mathcal{U}_h^E = \left\{ u_h^{PW} \in \left( L^2(\Omega) \right)^2 : u_h^{PW}\big|_\tau (\mathbf{z}) = \sum_{j=1}^{n^E/2} u_j^p P_j^e e^{ik_j^p \rho_j^p \rho_j^e} + \sum_{j=1}^{n^E/2} u_j^s P_j^s e^{ik_j^s \rho_j^s \rho_j^s} \right\}. \quad (71)$$

Here, $(n^E/2) = 8$ for the element Q-8-2 and $(n^E/2) = 16$ for the element Q-16-4, $u_j^p$ and $u_j^s$ are the enrichment primal degrees of freedom of element $\tau$, and $P_j^e$ and $P_j^s$ are the normalized
The elastic wave numbers \( k_p \) and \( k_s \) can be expressed in terms of Lamé constants and the circular frequency \( \omega \) as follows

\[
k_p = \omega \sqrt{\frac{\rho_s}{\lambda_L + 2\mu_L}} \quad \text{and} \quad k_s = \omega \sqrt{\frac{\rho_s}{\mu_L}}.
\]  

(73)
4.4. DGM elements Q-8-2* and Q-16-4* for problems with fluid/fluid interfaces

To keep the notation as simple as possible, the fluid/fluid interface is assumed to be aligned with the $x$-axis and the local coordinates are set up in such a way that the negative $y$ direction points into the subdomain $\Omega_2$. An evanescent wave occurs there if $c_1 < c_2$ and $\theta_{\text{inc}} < \theta_{\text{cr}}$.

The DGM element Q-8-2* is constructed by further enriching the DGM element Q-8-2 with evanescent waves. More specifically, the plane wave approximation of the solution and its corresponding Lagrange multiplier field are re-written, element by element and edge by edge, as

$$p_h^E(x) = p_h^{PW}(x) + p_h^{EW}(x), \quad \text{and} \quad \lambda_h(s) = \lambda_h^{PW}(s) + \lambda_h^{EW}(s),$$

where the element indices have been dropped to simplify the notation. As before, $p_h^{PW}(x)$ combines in this case eight plane waves

$$p_h^{PW}(x) = \sum_{j=1}^{8} p_j^{PW} e^{ik_2 \theta_j x},$$

On the other hand, $p_h^{EW}(x)$ is chosen here as the superposition of two evanescent waves (see Eq. (49)) that propagate along the fluid/fluid interface in both the positive and the negative $x$ directions

$$p_h^{EW}(x) = p_1^{EW} e^{\beta y} e^{i\alpha x} + p_2^{EW} e^{\beta y} e^{-i\alpha x},$$

where $\alpha$ and $\beta$ are given by

$$\alpha = k_1 \cos \theta^{EW}, \quad \beta = \sqrt{k_1^2 \cos^2 \theta^{EW} - k_2^2},$$

and $\theta^{EW}$ is the angle of the incident wave giving rise to the evanescent wave $e^{\beta y} e^{i\alpha x}$. It is noted that enriching the plane wave approximation with two and only two evanescent wave functions is only one among several possible choices. Each choice leads to a different “element” with perhaps a different computational efficiency.

Also as before, $\lambda_h^{PW}$ is chosen as the approximation of $\partial p_h^{PW}/\partial n$ described in the expression (68) — that is,

$$\lambda_h^{PW}(s) = \lambda_1^{PW} e^{ik_2 s/2} + \lambda_2^{PW} e^{-ik_2 s/2}.$$

Following the same approach adopted for the design of $\lambda_h^{PW}$, the Lagrange multiplier field $\lambda_h^{EW}$ is chosen as the following approximation of $\partial p_h^{EW}/\partial n$

$$\lambda_h^{EW} = \begin{cases} 
\lambda_1^{EW} e^{i\alpha x} + \lambda_2^{EW} e^{-i\alpha x}, & \text{on horizontal edges}, \\
\lambda_1^{EW} e^{\beta y}, & \text{on vertical edges}.
\end{cases}$$

Note that only one additional Lagrange multiplier degree of freedom is introduced on each vertical edge because the normal derivatives of the evanescent waves propagating along the
interface in opposite directions and evaluated on a vertical edge generate the same functions in $y$.

Eqs. (75–80) complete the definition of the quadrilateral DGM element Q-8-2* for wave propagation problems with fluid/fluid interfaces. This element has $n^E = 10$ enrichment shape functions, $n^\lambda = 4$ and $n^\lambda = 3$ Lagrange multiplier degrees of freedom on the horizontal and vertical edges, respectively, and therefore satisfies the limitation criterion (65). It is illustrated in Figure 5.

![Fig. 5. DGM element Q-8-2* for wave propagation problems with fluid/fluid interfaces: superposition of eight plane waves and two evanescent waves.](image)

The quadrilateral DGM element Q-16-4* is obtained by further enriching the DGM element Q-16-4 following the same procedure described above. More specifically, the solution is approximated by the expanded enrichment function

$$p^E_h(x) = \sum_{j=1}^{16} p^{PW}_j e^{ik_2s_j x} + p^{EW}_h(x),$$

and its corresponding Lagrange multiplier field is refined as follows

$$\lambda_h(s) = \lambda_1^{PW} e^{ik_2s/5} + \lambda_2^{PW} e^{-ik_2s/5} + \lambda_3^{PW} e^{ik_23s/4} + \lambda_4^{PW} e^{-ik_23s/4} + \lambda^{EW}_h(s),$$

where $p^{EW}_h(x)$ and $\lambda^{EW}_h(s)$ are given by Eq. (77) and Eq. (80), respectively. Hence, the resulting DGM element Q-16-4* for wave propagation problems with fluid/fluid interfaces has $n^E = 18$ enrichment functions, $n^\lambda = 6$ and $n^\lambda = 5$ Lagrange multiplier degrees of freedom on the horizontal and vertical edges, respectively, and therefore satisfies the limitation criterion (65). It is graphically depicted in Figure 6.

4.5. **DGM elements Q-8-2* and Q-16-4* for problems with fluid/solid interfaces**

Evanescent waves can also potentially arise along a fluid/solid interface, on either side of the interface, depending on the material properties. If the evanescent waves occur in the fluid along the fluid/solid interface, they can be captured by the elements described in the previous section with the wave number $k_1$ in the fluid replaced by the pressure wave number.
Fig. 6. DEM element Q-16-4* for problems with fluid/fluid interfaces: superposition of 16 plane waves and two evanescent waves.

k_p and/or the shear wave number k_s of the solid. However, evanescent waves occur more commonly in the solid medium. Therefore, the new DEM elements are designed here with this observation in mind.

Following the same procedure outlined in Section 4.4., the approximate solution of the fluid/solid problem is enriched by

$$u_h^E(\pm) = \sum_{j=1}^{n_E/2} u_j^P e^{ik_p^j x} + \sum_{j=1}^{n_E/2} u_j^S e^{ik_s^j x} + u_h^{EW}(\pm),$$

with \((n_E/2) = 8\) for the DEM element Q-8-2*, \((n_E/2) = 16\) for the DEM element Q-16-4*, and

$$u_h^{EW}(\pm) = u_1^{EW} \begin{bmatrix} \alpha \\ i\beta \end{bmatrix} e^{\beta y} e^{i\alpha x} + u_2^{EW} \begin{bmatrix} -\alpha \\ i\beta \end{bmatrix} e^{-\beta y} e^{-i\alpha x} + u_3^{EW} \begin{bmatrix} -ib \\ a \end{bmatrix} e^{by} e^{iax} + u_4^{EW} \begin{bmatrix} -ib \\ -a \end{bmatrix} e^{-by} e^{-iax},$$

where

$$\beta = \sqrt{k^2 \cos^2 \theta^{EW} - k_p^2}, \quad \alpha^2 = k_p^2 + \beta^2,$$

$$b = \sqrt{k^2 \cos^2 \theta^{EW} - k_s^2}, \quad a^2 = k_s^2 + b^2.$$
\( \Lambda_h^* \) of the DEM element Q-8-2. This leads to

\[
\Lambda_h^{EW} = \begin{cases} 
\lambda_1^{EW} \begin{bmatrix} a^2 - b^2 \\ 2ab \end{bmatrix} e^{i\alpha x} + \lambda_2^{EW} \begin{bmatrix} a^2 - b^2 \\ -2ab \end{bmatrix} e^{-i\alpha x}, & \text{for horizontal edges,} \\
\lambda_1^{EW} \begin{bmatrix} -2ab \\ a^2 - b^2 \end{bmatrix} e^{i\alpha y} + \lambda_2^{EW} \begin{bmatrix} 2ab \\ a^2 - b^2 \end{bmatrix} e^{i\alpha y}, & \text{for vertical edges.} 
\end{cases}
\]  

(87)

In summary, the quadrilateral DGM element Q-8-2* for wave propagation problems with fluid/solid interfaces has \( n^E = 20 \) enrichment shape functions, \( n^\lambda = 6 \) Lagrange multiplier degrees of freedom per edge, and therefore satisfies the limitation criterion (65). The quadrilateral DGM element Q-16-4* has \( n^E = 36 \) enrichment shape functions, \( n^\lambda = 10 \) Lagrange multiplier degrees of freedom per edge, and therefore also satisfies the limitation criterion (65). It is illustrated in Figure 7.

![Fig. 7. DGM element Q-16-4*: superposition of 16 pressure plane waves, 16 shear plane waves, and four evanescent waves.](image)

4.6. Remarks on extensions, robustness, and computational performance

- The discontinuous enrichment finite element concept can be viewed as a \( p \)-type finite element method in the sense that increasing the number of enrichment functions is akin to increasing the degree of a polynomial approximation. Both approaches are limited by numerical conditioning and computational complexity issues. As previously mentioned, the emphasis on the DGM elements Q-8-2 and Q-16-4 is for the sake of illustrating the rather general idea presented in this paper with sample developments. Higher-order DEM/DGM elements with even a larger number of evanescent wave enrichment functions can be constructed using the same procedure illustrated above.

- The case of a solid/solid interface can be treated by DEM following the same approach described in the previous sections for the fluid/fluid and fluid/solid interfaces. Constructing the appropriate evanescent wave enrichment functions would require however deriving first the analytic form of the evanescent waves for the case of a planar interface between two
semi-infinite solid media. This is a feasible task, but slightly more complex than that associated with a fluid/fluid or fluid/solid interface.

- Due to the decaying nature of evanescent waves, the new DEM/DGM elements may be necessary only near interfaces. This remark is explored in the next section.
- In practical DEM/DGM computations, the enrichment degrees of freedom can be condensed out at the local (element) level. Hence, the overall computational complexity of a DEM/DGM discretization is determined mostly by the number of Lagrange multiplier degrees of freedom. This has been discussed at length in the DEM/DGM references cited in the introduction of this paper.
- The local matrices associated with the various enrichment fields can be evaluated analytically on all elements with simple shapes. Indeed, because the enrichment functions are solutions of the homogeneous part of the differential equation to be solved, integration by part transforms the domain integrals associated with the mass and stiffness matrices into boundary integrals. The integrands being simple exponentials, this enables the analytical evaluation of all contributions of all enrichment fields to the mass and stiffness matrices (see [5] for two-dimensional wave propagation problems and [7] for three-dimensional ones). This is a significant advantage for DEM/DGM as many other enrichment methods require higher-order quadrature rules for evaluating the mass and stiffness matrices, thereby increasing computational complexity and reducing robustness.
- While the new elements are described here for a planar interface, they may also be applied to smooth curved interfaces by working in a local coordinate frame near the curved interface. In this case, the enrichment functions and the Lagrange multipliers described here are an approximation of the free-space solution.
- Because the exponential function $e^{\beta y}$ decays away from an interface in the direction $y < 0$, the inclusion of evanescent waves in a basis can result in nearly singular local stiffness matrices, in particular for the elements far away from an interface, where the evanescent waves as given, for example, in (77) become much smaller than the planar waves. To prevent this from happening, the evanescent enrichment functions are scaled in each element by the multiplicative constant $e^{-\beta y_0}$ so that their maximum is equal to one in the element. The same scaling technique is applied to the Lagrange multiplier approximation on each edge.

5. Performance assessment

In this section, the performance of the newly constructed DGM elements Q-8-2* and Q-16-4* is assessed on benchmark fluid/fluid and fluid/solid wave propagation problems set in the medium frequency regime. These problems have known analytic solutions that suggest and justify dropping the polynomial field from their approximation by a DEM element, which is adopted here. The performance of these new elements is compared to both the performance of the original DGM elements which do not enrich the approximation by evanescent wave functions, and to that of the standard (polynomial) Galerkin finite element method. The case of a fluid/fluid interface problem is discussed first.
5.1. Numerical results for the fluid/fluid model wave propagation problem

The square domain $\Omega = [-1, 1] \times [-1, 1]$ shown in Figure 8, is divided into two subdomains: $\Omega_1 = [-1, 1] \times [0, 1]$ which is assumed to be filled with air, and $\Omega_2 = [-1, 1] \times [-1, 0]$ which is assumed to be filled with water. The Robin boundary condition (4) is applied on the boundaries $\Gamma_m, \ m = 1, 2$, with $g_m = \frac{\partial p^\text{ex}_m}{\partial n} - ik_m p^\text{ex}_m$, where the exact solution $p^\text{ex}_1 = p^\text{inc} + p^r$ in $\Omega_1$ and $p^\text{ex}_2 = p_i$ in $\Omega_2$ is shown in Figure 3. The incident wave $p^\text{inc}$, the reflected wave $p^r$, and the transmitted (refracted or evanescent) waves are given by Eqs. (47–50) with $\rho_1 = 1.29 \text{kg/m}^3, \rho_2 = 1000 \text{kg/m}^3$, and $A^\text{inc} = 1$. The speed of sound in air is $c_1 = 343 \text{m/s}$ and that in water is $c_2 = 1533 \text{m/s}$. Hence, the critical angle of incidence is $\theta_{\text{cr}} = 77.16^\circ$. The wave numbers $k_1 = \omega/c_1$ and $k_2 = \omega/c_2$, and the angle(s) of the incident wave $\theta_{\text{inc}}$ are specified later in this section.

![Fig. 8. Computational domain Ω for a fluid/fluid model wave propagation problem.](image)

Since $c_1$ is smaller than $c_2$, the wave number $k_1$ is greater than $k_2$. Thus, a coarser mesh may be used in subdomain $\Omega_2$ if a constant number of elements per wavelength is considered. As the ratio of wavelength in water and air is about four, three types of two-subdomain computational meshes are considered as shown in Figure 9: (a) a matching mesh, (b) a “coarse-2” mesh (meaning the mesh in $\Omega_2$ is twice coarser than that in $\Omega_1$), and (c) a “coarse-4” mesh (meaning the mesh in $\Omega_2$ is four times coarser than that in $\Omega_1$). The coarse-2 and coarse-4 meshes are not considered here for the standard Galerkin FEM as this would require the use of mortars or other special techniques for gluing the subdomain solutions. On the other hand, the DGM elements already incorporate Lagrange multipliers on their interfaces to enforce there a weak continuity of the solution; therefore, their usage on non-matching meshes requires no special treatment.

The discretization error is measured separately in subdomains $\Omega_m, m = 1, 2$. The relative error of the classical FEM is measured by the discrete $L_2$ norm over all the vertices in the
Fig. 9. Computational meshes: (a) matching mesh; (b) coarse-2 mesh; (c) coarse-4 mesh.

subdomains, i.e., by

\[ \frac{\|p^{\text{ex}} - p_h^{\text{FEM}}\|_{\Omega_m}}{\|p^{\text{ex}}\|_{\Omega_m}} = \sqrt{\frac{\sum_{V \in \Delta_m^{\text{vert}}} |(p^{\text{ex}} - p_h^{\text{FEM}})(V)|^2}{\sum_{V \in \Delta_m^{\text{vert}}} p^{\text{ex}}(V)^2}}, \]  

(88)

where \(\Delta_m^{\text{vert}}\) denotes the set of all the vertices in the mesh \(\Delta_m\), \(m = 1, 2\). The error of a DGM solution is measured using the same metric. However, since the DGM solution is discontinuous at the vertices, it is first averaged as follows

\[ \tilde{p}_h^{\text{DGM}}(V) = \frac{1}{n_m^{\text{vert}}} \sum_{V \in \tau} p_h^{\text{DGM}}|_{\tau}(V), \]  

(89)

where \(n_m^{\text{vert}}, m = 1, 2\), denotes the number of elements in subdomain \(\Omega_m\) sharing the vertex \(V\). Then, its relative error is computed as

\[ \frac{\|p^{\text{ex}} - \tilde{p}_h^{\text{DGM}}\|_{\Omega_m}}{\|p^{\text{ex}}\|_{\Omega_m}} = \sqrt{\frac{\sum_{V \in \Delta_m^{\text{vert}}} |(p^{\text{ex}} - \tilde{p}_h^{\text{DGM}})(V)|^2}{\sum_{V \in \Delta_m^{\text{vert}}} p^{\text{ex}}(V)^2}}, \]  

(90)

The new DGM elements Q-8-2* and Q-16-4* depend on the parameter \(\theta^{\text{EW}}\). In the following computations, this parameter is set to

\[ \theta^{\text{EW}} = \frac{2}{5} \theta_{\text{cr}} = 30.86^\circ \]

based on numerical experience.

Various strategies for exploiting the new DGM elements can be developed with regard to the trade-offs between the number of degrees of freedom, approximation properties, and numerical stability. Here, the following two strategies are explored.

*Strategy I* (Figure 10): The evanescent wave degrees of freedom are activated in every element

---

22
of the subdomain $\Omega_2$, but the corresponding Lagrange multiplier degrees of freedom are activated only on the horizontal edges in $\Omega_2$.

![Diagram](image1)

$$p_h^{PW}(x) + p_h^{EW}(x)$$

$$\lambda_h^{PW} + \lambda_h^{EW}$$

Fig. 10. Strategy I: enrichment by evanescent wave functions is applied in every element of $\Omega_2$, but the corresponding Lagrange multiplier field is applied only on the horizontal edges in $\Omega_2$.

Since evanescent waves decay exponentially away from the interface, adding evanescent waves into the approximation space of the elements located far away from the interface may not be necessary. Therefore, the following strategy is also considered.

**Strategy II** (Figure 11): *The evanescent wave degrees of freedom are activated only in the first two layers of elements starting from the layer connected to the interface in subdomain $\Omega_2$ and the corresponding Lagrange multiplier degrees of freedom are activated on all horizontal edges of the first-layer elements.*

![Diagram](image2)

$$p_h^{PW}(x) + p_h^{EW}(x)$$

$$\lambda_h^{PW} + \lambda_h^{EW}$$

Fig. 11. Strategy II: enrichment by evanescent wave functions is applied only in the first two layers of elements starting from the layer connected to the interface in subdomain $\Omega_2$ and the corresponding Lagrange multiplier field is introduced on all horizontal edges of first-layer elements.

In all cases, the two subdomains are uniformly discretized (see Figure 9). The mesh size is varied to perform mesh convergence studies. For DGM, the degree of freedom count is based on the total number of Lagrange multiplier degrees of freedom because the enrichment variables are condensed out at the element level. In order to perform meaningful performance comparisons, the internal degrees of freedom of the standard (higher-order) FEM elements are also condensed out at the element level and therefore are also not included in the degree of freedom count.
As mentioned earlier, the DEM/DGM can be viewed as a higher-order FEM in which the number of enrichment shape functions is increased within an element instead of the degree of an underlying polynomial. In [2], it was shown that the DGM element Q-8-2 and the standard bi-quadratic Galerkin element Q\textsubscript{2} have comparable convergence rates and computational complexities, but Q-8-2 has a significantly smaller error constant and therefore significantly better accuracy. Similarly, it was shown in [4] that the DGM element Q-16-4 has a convergence rate similar to that of the standard bi-quartic Galerkin element Q\textsubscript{4} and a comparable computational complexity, but a superior accuracy. Hence for these reasons, the comparisons performed in this paper are those between the performances of the DGM elements Q-8-2\textsuperscript{*} and Q-8-2 and the standard Galerkin element Q\textsubscript{2} on one hand, and the DGM elements Q-16-4\textsuperscript{*} and Q-16-4 and the standard Galerkin element Q\textsubscript{4} on the other hand.

Since in practical computations the exact solution may be a combination of plane waves and evanescent waves, the benchmark problem defined above is solved for angles of incidence varying from $\theta_{\text{inc}} = 1^\circ$ to $90^\circ$ in one-degree increments. For each assessed numerical solution method, the obtained numerical errors are averaged over all considered angles of incidence and the average value is graphically displayed.

Figure 12 compares the performance results of the DGM element Q-8-2\textsuperscript{*} using Strategy I, the DGM element Q-8-2, and the standard Galerkin element Q\textsubscript{2} in the medium frequency regime $k_1 = 120$ and $k_2 = 26.67$. These results show that when computing on the matching mesh, the DGM element Q-8-2\textsuperscript{*} achieves the 1% level of relative error in subdomain $\Omega_2$ where evanescent waves occur for a subset of the considered values of the angle of incidence, using less than half the degrees of freedom required by the original DGM element Q-8-2 which itself requires less than half the degrees of freedom needed by the standard Galerkin element Q\textsubscript{2} for the same purpose. The advantage of the new enrichment by evanescent wave functions is even more apparent in the case of computations on the coarse-2 and coarse-4 meshes where the DGM element Q-8-2\textsuperscript{*} is shown to achieve the 99% level of accuracy using about eight times fewer degrees of freedom than the original DGM element Q-8-2. The performance of the DGM elements in subdomain $\Omega_1$ is little affected by the inclusion of evanescent waves in the enrichment field because in this case the sub-scale evanescent waves occur on the other side of the fluid/fluid interface. However even in $\Omega_1$, the performance of the DGM elements Q-8-2\textsuperscript{*} and Q-8-2 is found to be far superior to that of the standard Galerkin element Q\textsubscript{2}.

Figure 13 reports on similar performance results as Figure 12 but using Strategy II for the DGM element Q-8-2\textsuperscript{*}. The advantage of the new DGM element is even bigger in this case. This is because introducing the new enrichment by evanescent wave functions in the first two layers of elements in $\Omega_2$ below the interface proves to be sufficient and reduces the total number of degrees of freedom associated with the discretization by the DGM element Q-8-2\textsuperscript{*}. When applied on the matching mesh, Q-8-2\textsuperscript{*} achieves in subdomain $\Omega_2$ a relative error of 1% using six times fewer degrees of freedom than the bi-quadratic element Q\textsubscript{2}. When applied on the coarse-2 and coarse-4 meshes, discretization by the DGM element Q-8-2\textsuperscript{*} is shown to reduce by a factor larger than 10 the number of degrees of freedom required by Q-8-2 for reaching this level of accuracy in subdomain $\Omega_2$. 24
Fig. 12. Fluid/fluid model wave propagation problem: performance comparison of Q-8-2* (Strategy I), Q-8-2 and Q_2 in Ω_2 (left) and Ω_1 (right) for \( k_1 = 120 \) and \( k_2 = 26.67 \). The plotted error is the average of the relative errors obtained for \( 1^\circ \leq \theta_{\text{inc}} \leq 90^\circ \).

Figure 14 summarizes the performance results obtained for the particular case where \( \theta_{\text{inc}} = 20^\circ \), which is well below the critical angle \( \theta_{\text{cr}} = 77.16^\circ \). The same trends are observed as when averaging over all considered incident waves. However in this particular case, the advantage of enrichment with evanescent wave functions is well demonstrated even on the matching mesh.

Next, the wave numbers are increased to \( k_1 = 320 \) and \( k_2 = 80 \). For this higher frequency regime, the higher-order elements Q-16-4*, Q-16-4, and Q_4 are more appropriate and are therefore considered. In view of the superior performance results achieved by the DGM element Q-8-2* using Strategy II, this strategy is adopted for Q-16-4*. Figure 15 summarizes the obtained performance results. Again, the plotted error is the average of the relative errors obtained when the incident angle is varied between \( \theta_{\text{inc}} = 1^\circ \) and \( 90^\circ \) by increments of \( 1^\circ \). The new DGM element Q-16-4* exhibits a better performance than the DGM element Q-16-4 in Ω_2 for all considered meshes. In particular, when computing on the coarse-2 and coarse-4 meshes, the accuracy level achieved in subdomain Ω_2 by the DGM element Q-16-4* is an order of magnitude higher than that achieved by the original DGM element Q-16-4. The performance improvement of Q-16-4* over Q-16-4 is however a little smaller than that of Q-8-2* over Q-8-2, which suggests that enriching Q-16-4 with more than two evanescent wave functions would be beneficial. Note also that for high levels of accuracy, some performance improvement due to enrichment by evanescent wave functions is noticeable on the coarser meshes even in subdomain Ω_1. Finally, the reader can also observe that at the considered
higher frequency regime, both DGM elements Q-16-4* and Q-16-4 outperform the standard higher-order element Q4 by a significant margin. For example on a matching mesh, the element Q-16-4* reaches the relative error $10^{-3}$ in both subdomains $\Omega_1$ and $\Omega_2$ using eight to nine times fewer degrees of freedom than the standard higher-order element Q4.

5.2. Numerical results for the fluid/solid model wave propagation problem

Here, the considered problem is governed by the boundary value problem (21-26) and defined in the square domain $\Omega = [-1, 1] \times [-1, 1]$ shown in Figure 16. The upper half subdomain $\Omega_f$ is filled with water and the lower half subdomain $\Omega_s$ is made of steel characterized by the Lamé constants $\lambda_L = 9.24e + 10$ and $\mu_L = 7.87e + 10$. The Robin boundary condition (26) is imposed on the boundary $\Gamma_f$ with $g_f = \frac{\partial p^{ex}}{\partial n} - ikp^{ex}$, where $p^{ex} = p_{inc} + p_r$ is the exact pressure solution in $\Omega_f$. The natural boundary condition (25) with $g_s = \sigma(u^{ex})_n$ is imposed on the boundary $\Gamma_s$, where the exact solution for the displacement field in $\Omega_s$ is $u^{ex} = u_p + u_s$ and is shown in Figure 4. The incident wave $p_{inc}$, the reflected wave $p_r$, and the transmitted waves $u_p$ and $u_s$ are given in Eqs. (54-62).
The critical angles for the pressure and shear waves are

\[ \theta_{cs} = 61.87^\circ, \quad \theta_{cp} = 74.66^\circ. \]  

(91)

The parameter \( \theta^{EW} \) used in the construction of new DGM elements is set to

\[ \theta^{EW} = \frac{2}{5} \theta_{cs} = 24.75^\circ. \]

As for the case of the fluid/fluid model wave propagation problem, uniform matching, coarse-2, and coarse-4 meshes are considered. The new DGM elements are applied with the following computational strategy, which is a variant of Strategy II defined in the previous section.

**Strategy II'** (Figure 17): The evanescent wave degrees of freedom are activated only in the elements connected to the interface in subdomain \( \Omega_s \) and the corresponding Lagrange multiplier degrees of freedom are activated at all the inner edges of these elements with the exception of the interface edges.

Again, the discretization error is measured separately in the fluid and solid subdomains \( \Omega_f \) and \( \Omega_s \). In the fluid subdomain \( \Omega_f \), the relative errors are computed using Eqs. (88-89) after replacing \( \Omega_m \) by the fluid subdomain \( \Omega_f \). In the solid subdomain \( \Omega_s \), the relative errors are...
Fig. 15. Fluid/fluid model wave propagation problem: performance comparison of Q-16-4* (Strategy II), Q-16-4 and Q₄ in Ω₂ (left) and Ω₁ (right) for $k_1 = 360$ and $k_2 = 80$. The plotted error is the average of the relative errors obtained for $1^\circ \leq \theta_{\text{inc}} \leq 90^\circ$.

Fig. 16. Computational domain $\Omega$ for a fluid/solid model wave propagation problem.

computed in a similar fashion as follows

$$\frac{\|u_{\text{ex}}^{\Omega_2} - u_{\text{FEM}}^{\Omega_2}\|_{\Omega_2}}{\|u_{\text{ex}}^{\Omega_2}\|_{\Omega_2}} = \frac{\sqrt{\sum_{V \in \Delta_{\text{vert}}} (u_{\text{ex}}^{\Omega_2} - u_{\text{FEM}}^{\Omega_2})(V)^2}}{\sqrt{\sum_{V \in \Delta_{\text{vert}}} u_{\text{ex}}^{\Omega_2}(V)^2}}, \quad (92)$$
\[ u_h^{\text{PW}}(x) + u_h^{\text{EW}}(x) \]

\[ \lambda_h^{\text{PW}} + \lambda_h^{\text{EW}} \]

Fig. 17. Strategy II’: enrichment by evanescent wave functions is applied only in the elements connected to the interface in subdomain \( \Omega_s \) and the corresponding Lagrange multiplier field is introduced on all the inner edges of these elements, except for the interface edges.

where \( \Delta^s_{\text{vert}} \) denotes the set of all the vertices in the mesh \( \Delta_h^s \), and

\[
\frac{\|u_{\text{ex}} - \tilde{u}_h^{\text{DGM}}\|_{\Omega_s}}{\|u_{\text{ex}}\|_{\Omega_s}} = \sqrt{\sum_{V \in \Delta^s_{\text{vert}}} \left( \frac{\|\tilde{u}_h^{\text{DGM}}(V)\|}{\|u_{\text{ex}}(V)\|} \right)^2},
\]

(93)

where \( \tilde{u}_h^{\text{DGM}}(V) \) is given by

\[
\tilde{u}_h^{\text{DGM}}(V) = \frac{1}{n_{\text{vert}}^s} \sum_{\tau \in \Delta^s_{\text{vert}}} u_{h,\tau}^{\text{DGM}}(V),
\]

(94)

and \( n_{\text{vert}}^s \) denotes the number of elements in subdomain \( \Omega_s \) sharing the vertex \( V \).

First, the angle of incidence is set to \( \theta_{\text{inc}} = 30^\circ \). From Eqs. (91), it follows that \( \theta_{\text{inc}} < \theta_{cp} < \theta_{cs} \) and therefore the exact solution in the solid subdomain is in this case a combination of an evanescent pressure wave and an evanescent shear wave. Figure 18 reports the performance results obtained for the DGM elements Q-8-2* and Q-8-2 and the standard Galerkin element Q2 in the medium frequency regime defined by \( k = 40, k_p = 10.58 \) and \( k_s = 18.86 \). It is observed that Q-8-2* delivers an accuracy improvement over Q-8-2 for all three meshes. For a given number of degrees of freedom, the DGM element Q-8-2* reduces the error in the solid subdomain associated with the element Q-8-2 by almost an order of magnitude. When computing on the coarse meshes, Q-8-2* reduces significantly the error of the numerical solution obtained with Q-8-2 even in the fluid subdomain.

Next, the angle of incidence is varied between 1° and 90° in one degree increments. In this case, all reported errors correspond to the averages of the relative errors obtained for all considered values of the angle of incidence. Figure 19 shows that in this case, Q-8-2* delivers performance improvements over Q-8-2 that are similar to those delivered in the case of \( \theta_{\text{inc}} = 30^\circ \). In particular, the discretization by the DGM element Q-8-2* is found to reach the 99% level of accuracy in the solid subdomain where evanescent waves can occur using five times fewer degrees of freedom than that by the DGM element Q-8-2 when using the
coarse-2 and coarse-4 meshes.

Finally, the wave numbers are increased to $k = 160$, $k_p = 42.34$ and $k_s = 75.43$, and attention is focused on the performance of the higher-order elements $Q-16-4^*$, $Q-16-4$, and $Q_4$. Figure 20 shows that using the coarse meshes, discretization by the DGM element $Q-16-4^*$ reaches the 98% level of accuracy in the solid subdomain using approximately five times fewer degrees of freedom than that by the $Q-16-4$ element. Using the matching mesh, the new element delivers this accuracy with about five times fewer degrees of freedom than the discretization by the fourth-order polynomial element $Q_4$. Because of the high convergence rates of these elements, the differences in the accuracy they deliver for a fixed number of degrees of freedom is even more striking. When computing on the coarse meshes, $Q-16-4^*$ is found to deliver considerable performance improvements over $Q-16-4$ in the fluid subdomain, as a result of the accuracy improvement of the discretization in the solid subdomain.

6. Conclusions

Evanescent waves occur in layered media when the angle of incidence of a wave impinging on an interface is below a critical value. When the different media are characterized by sufficiently different speeds of sound, the solution of the resulting wave propagation problem exhibits multiscale components and features that are difficult to capture numerically
Fig. 19. Fluid/solid model wave propagation problem: performance comparison of Q-8-2*, Q-8-2, and Q₂ in Ωₙ (left) and Ωₙ (right) for k = 40, kₚ = 10.58, and kₛ = 18.86. The plotted error is the average of the relative errors obtained for 1° ≤ θ inc ≤ 90°.

by standard approximation methods. On the other hand, enrichment-based discretization approaches such as the Discontinuous Enrichment Method (DEM) and its variant known as the Discontinuous Galerkin Method (DGM) with plane waves and Lagrange multipliers can be well-suited for solving such problems. In this paper, it is shown that further enriching the DGM elements previously developed for the solution of wave propagation problems in the medium frequency regime with evanescent wave functions derived analytically for a planar interface between two semi-infinite media leads to an effective multiscale solution method. Indeed, numerical tests on two-dimensional fluid/fluid and fluid/solid model wave propagation problems reveal that the new DGM elements combining plane wave and evanescent wave shape functions can reduce the number of degrees of freedom required by the DGM elements with plane wave shape functions only and the standard higher-order polynomial finite elements by up to almost an order of magnitude. Furthermore, the new DGM elements can be applied locally as necessary, for example, near the interfaces of the layered medium. The additional contributions to the mass and stiffness matrices they incur can be evaluated analytically. This is a significant advantage over alternative approaches to enrichment where computationally complex and intensive high-order quadrature rules can be required for evaluating properly the contributions of the enrichment functions. Like all the previously developed DGM elements with Lagrange multipliers, the new DGM elements designed in this paper can be applied on non-matching meshes.

While the elements have been demonstrated here for planar interfaces, they readily generalize
Fig. 20. Fluid/solid model wave propagation problem: performance comparison of Q-16-4*, Q-16-4, and Q_2 in Ω_s (left) and Ω_f (right) for k = 160, k_p = 42.34, and k_s = 75.43. The plotted error is the average of the relative errors obtained for 1° ≤ θ_{inc} ≤ 90°.

to smooth curved interfaces by working in a local frame near the interface. This will be addressed in an upcoming paper. There are several other areas that are still subject to further research, for example, non-smooth interfaces and interfaces with corners, optimal and/or automatic selection of the enrichment functions and Lagrange multipliers.
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