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The presence of dust in the Mars atmosphere can adversely affect heat shields of entry vehicles by enhancing

erosion and increasing surface heat fluxes. However, the accuracy of numerical simulations investigating these effects

is limited due to a lack of well-validated physical models of the particle phase. To address this issue, the sensitivities

of computational predictions of dust-induced heating augmentation to different parameters and components of the

disperse-phase model are evaluated. In particular, the drag correlation, the Nusselt-number correlation, various

contributions to momentum and energy transfer, and particle diameter are examined. Numerical simulations are

performed using an Euler–Lagrange methodology, in which the carrier gas is solved with a discontinuous Galerkin

method. Very strong sensitivity to the drag correlation, moderate sensitivity to the Nusselt-number correlation, and

strong sensitivity to the particle diameter are found. In addition, the quasi-steady drag force and heating rate are the

most significant contributors to interphasemomentumand energy transfer, respectively.These results can contribute

to improving models and identifying knowledge gaps and uncertainties in the appropriate dust conditions.

Nomenclature

CD = drag coefficient
cd = specific heat of particle, J∕kg
cp = specific heat at constant pressure, J∕kg
cv = specific heat at constant volume, J∕kg
D = particle diameter, m
ds = distance from stagnation line, m
E = total energy per unit mass, J∕kg
F = drag force, N
Fp = pressure-induced drag, N

Fqs = quasi-steady drag, N

Fs = inviscid flux
Fthermo = thermophoretic force, N
Fv = viscous flux
Kn = Knudsen number
Ma = Mach number
m = mass, kg
Nb = number of basis functions
Ne = number of elements
P = pressure, Pa
Pr = Prandtl number
p = polynomial order
Q = heating rate, W
Qqs = quasi-steady heating, W

Quu = undisturbed–unsteady energy contribution, W
q = surface heat flux, W∕m2

Re = Reynolds number
Rs = sphere radius, m
S = molecular speed ratio
S = source term vector
Se = back-coupled energy transfer, W∕m3

Sρ = back-coupled mass transfer, kg∕m3∕s
Sρ = back-coupled momentum transfer, Pa/m

T = temperature, K
Tad = adiabatic wall temperature, K
Tr = recovery temperature, K
t = time, s
U = vector of state variables
u = velocity, m∕s
Vd = particle volume, m3

x = spatial coordinates, m
α = accommodation coefficient
β = mass loading ratio
γ = specific heat ratio
θ = polar angle, deg
κ = thermal conductivity, W/m/K
μ = dynamic viscosity, kg∕m∕s
ν = kinematic viscosity, m2∕s
ρ = density, kg∕m3

ϕ = test function
Ω = computational domain
Ωe = local element

Subscripts

c = carrier phase
d = disperse phase
e = element index
t = total quantity
Wall = wall quantity
∞ = freestream quantity

Superscript

e = element index

Presented as Paper 2019-0895 at the AIAASciTech Forum andExposition,
San Diego, CA, January 7–11, 2019; received 17 March 2020; revision
received 11 September 2020; accepted for publication 15 October 2020;
published online 24March 2021. Copyright © 2021 by the authors. Published
by the American Institute of Aeronautics and Astronautics, Inc., with permis-
sion.All requests for copying and permission to reprint should be submitted to
CCC at www.copyright.com; employ the eISSN 1533-6794 to initiate your
request. See also AIAA Rights and Permissions www.aiaa.org/randp.

*Ph.D. Student, Department of Mechanical Engineering.
†Research Scientist, Aerothermodynamics Branch; michael.d.barnhardt@

nasa.gov.
‡Associate Professor, Department of Mechanical Engineering.

Article in Advance / 1

JOURNAL OF SPACECRAFT AND ROCKETS

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
E

R
SI

T
Y

 o
n 

M
ar

ch
 2

6,
 2

02
1 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/1

.A
34

81
0 

https://doi.org/10.2514/1.A34810
www.copyright.com
www.copyright.com
www.copyright.com
www.aiaa.org/randp
http://crossmark.crossref.org/dialog/?doi=10.2514%2F1.A34810&domain=pdf&date_stamp=2021-03-25


I. Introduction

T HE flow environment encountered by spacecraft entering the
Martian atmosphere is complex because of the high-enthalpy

shock layer and wake that surround the vehicle during its descent.

Strong shocks, dissociation and ionization, radiation, thermal non-

equilibrium, and other phenomena comprise the physics during

atmospheric entry. A unique feature of the Mars atmosphere is the

presence of suspended dust particles, which can reach altitudes as

high as 60 km during dust storms [1]. These particles, with diameters

on the order of micrometers [1], can collide with heat shields at high

speeds. A large portion of the kinetic energy of the dust can cause

spallation damage via mechanical work [2,3] and increase surface

heat transfer via absorption. Additional physical mechanisms can

further contribute to dust-inducedmodification of surface heat fluxes

[4]. For example, initially “cold” particles encounter very high

temperatures upon entering the shock layer. Smaller particles heat

up rapidly and can then transfer the accumulated thermal energy to

the cooler boundary layer. Larger particles, on the other hand, only

increase in temperature slightly and can cause heat-flux attenuation

by extracting thermal energy from the shock layer and boundary

layer. Furthermore, as particles decelerate in the shock layer, they

transmit momentum and kinetic energy to the gas, which can create

an accumulation of energy in the gas that is dissipated into heat.

Montois et al. [5] provide a more extensive overview of the inter-

actions among the particles, flow, and vehicle. These dust effects can

modify the design of the thermal protection system by, for example,

necessitating a thicker heat shield. In this work, the target quantity is

dust-induced heating augmentation. We focus on smaller Stokes-

number regimes, describing particles that either strike the surface at

low speeds or are simply carried by the flow past the body. In this

case, the key physics can likely be captured by ignoring particle–

particle interactions and only accounting for interphase momentum

and energy transfer [6]. Note that this process describes a two-way

coupled flow. Four-way coupling (specifically interparticle colli-

sions) would be more important for very high mass loading ratios

and larger particles because such particles rebound from the surface

at low speeds and mitigate subsequent incident particle impacts [7].
In this study, we employ an Euler–Lagrange formulation devel-

oped in the framework of a discontinuous Galerkin (DG) method for
solving the carrier phase. Discontinuous Galerkin methods have
several advantages over conventional low-order schemes, such as a
compact stencil and high-order accuracy on arbitrary meshes. The
Euler–Lagrange solver accounts for interphase momentum and
energy transfer, and is compatible with curved, high-aspect-ratio
elements, specifically in the context of particle search and localiza-
tion and particle–wall collisions. We previously applied this meth-
odology to simulate hypersonic dusty flow over a sphere and
obtained good agreement in the stagnation-point heat flux with
experiments conducted by Vasilevskii et al. [8] and Vasilevskii and
Osiptsov [9]. However, additional high-quality experimental data
over a wide range of conditions are needed for validation before a
reliable model for simulating high-speed dusty flows over blunt
bodies can be constructed. Therefore, the main objective of this work
is to evaluate the influences of different components and parameters
of the particle-phase model on the solution. We do this for two
different flow environments: a selected flow condition from the set
of experiments by Vasilevskii et al. [8] and Vasilevskii and Osiptsov
[9], and a specific trajectory point of the ExoMars Schiaparelli lander
[10].We investigate the particle drag coefficient and Nusselt-number
correlations, as well as other contributions to particle momentum and
energy transfer. We also evaluate sensitivity to particle size distribu-
tion,which is another source of uncertainty. The target quantity in this
paper is dust-induced heat-flux augmentation (as opposed to erosion)
due to large uncertainties associated with erosion modeling. Never-
theless, the findings from this sensitivity study are similarly relevant
to dust-induced erosion predictions. This work can help increase
awareness of both the importance of different components of the
particle model and the major sources of uncertainty in numerical
results, as well as support the development of a simple, accurate

physical model appropriate for the wide range of flow conditions of
interest.
The remaining sections of this paper are ordered as follows: Sec. II

describes the governing equations and numerical methods for both
the carrier and disperse phases. In Sec. III, we discuss the flow
configurations and the aforementioned sensitivities. The final section
summarizes the major findings.

II. Mathematical Formulation

This section describes the governing equations for both phases, the
DG discretization of the Eulerian phase, and the main features of the
particle solver. Further details can be found in Ref. [6].

A. Governing Equations of the Carrier Phase

The governing equations for mass, momentum, and energy of the
carrier gas are written in vector form as

∂tU� ∇ ⋅ Fs � ∇ ⋅ Fv � S (1)

where x denotes the spatial coordinates, t is the time, U�x; t� is the
vector of state variables,Fs�U� is the inviscid flux,Fv�U;∇U� is the
viscous flux, andS�U;∇U� is the source termvector that accounts for
the back-coupling of the particles to the carrier gas. The terms in
Eq. (1) can be expanded as

U �

2
664

ρ

ρu

ρE

3
775; Fs �

2
664

ρu

ρu ⊗ u� PI

u�ρE� P�

3
775;

Fv �

2
664

0

τ

u ⋅ τ − q

3
775; S �

2
664

Sρ

Sm

Se

3
775 (2)

where ρ is the fluid density, u is the velocity,P is the pressure,E is the
total energy per unit mass, and I is the identity matrix. Sρ, Sm, and Se
are the back-coupled mass, momentum, and energy transfer, respec-
tively. Pressure can be computed from the ideal gas law. We employ
Sutherland’s law to compute the dynamic viscosity. The specific
heats at constant volume and pressure (cv and cp, respectively) are
either assumed to be constant, as in Sec. III.A, or calculated from the
NASApolynomials [11], as in Sec. III.B.Note that forMach numbers
higher than those considered in this study (approximately 6), chemi-
cal reactions and thermal nonequilibrium may need to be taken into
account.

B. Discontinuous Galerkin Discretization

The computational domain Ω is partitioned into Ne nonoverlap-

ping discrete elements such that Ω �∪Ne

e�1 Ωe. The element-local

solution Ue is represented as a linear combination of Lagrange
polynomial basis functions as

Ue�x; t� �
XNb

n�1

~Ue
n�t�ϕn�x� (3)

where ϕn is the nth Lagrange basis polynomial, and ~Ue�t� are the
polynomial coefficients. Nb, the number of basis functions, is deter-
mined by p, the user-prescribed order of the polynomial approxima-
tion. Note that the nominal order of accuracy in smooth regions is
p� 1. The global solution approximation can then be written as

U � �Ne

e�1U
e (4)

Invoking the solution approximation in Eq. (3), multiplying Eq. (1)
by ϕm, and integrating over the element give
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XNb

n�1

dt ~U
e
n�t�

Z
Ωe

ϕmϕn dΩ�
Z
Ωe

ϕm∇ ⋅ Fs dΩ

�
Z
Ωe

ϕm∇ ⋅ Fv dΩ�
Z
Ωe

ϕmS dΩ (5)

The basis coefficients onΩe can then be obtained after appropriately

performing integration by parts on the flux terms and applying

numerical fluxes. In this study, we employ the second form of Bassi

and Rebay [12] to define the viscous flux contribution. For the

inviscid flux, we employ the original Roe flux function [13] in the

case of constant specific heats and the modified Roe solver by Yee

et al. [14] in the case of variable specific heats. Gauss–Legendre

quadrature with an order of accuracy no less than 2p� 1 is used to

numerically compute integrals. We also employ the shock-capturing

scheme described in Ref. [15], in which the shock sensor is based on

intra-element pressure variations and smooth artificial viscosity is

used for stabilization.

C. Physical Model of the Disperse Phase

The following simplifications are applied to the physical model of

the disperse phase to enhance the computational feasibility of simu-

lating a large number of particles. First, each particle is considered to

be smooth, spherical, solid, nonrotating, and of fixed size. Second,

we assume the particle temperature to be uniform, that is, there is no

temperature gradient in the interior of the particle. Interactions among

particles, such as particle–particle collisions, are ignored. Only

momentum and energy are transferred between the carrier and dis-

perse phases. Finally, we assume the flow to be dilute, such that the

volume fraction of the disperse phase can be neglected.
The position, velocity, and temperature (denoted xd, ud, and Td,

respectively) of a given particle are computed using the following set

of ordinary differential equations:

dxd
dt

� ud (6a)

md

dud
dt

� F � Fqs � Fthermo � Fp (6b)

mdcd
dTd

dt
� Q � Qqs �Quu (6c)

where the subscript d denotes the disperse phase; the subscript c
denotes the carrier phase; cd is the specific heat of the particle; and
md is the particle mass and is computed as ρd�π∕6�D3, where ρd is
the particle density and D is the particle diameter. F is the overall

drag force, and Q is the overall heating rate. The various terms

comprisingF andQwill be discussed later in this section. Additional

contributions to drag and heating not included here are detailed in

Refs. [16,17].

1. Drag Coefficient

In compressible disperse, gas–solid flows, the quasi-steady vis-

cous drag is typically themost significant force on the disperse phase,

defined as

Fqs �
1

8
πD2ρc�uc − ud�juc − udjCD (7)

where CD is the drag coefficient. In general, drag-coefficient corre-

lations are functions of the relative particle Reynolds number and the

relative particle Mach number, given by

Red � ρcjuc − udjD
μc

(8a)

Mad � juc − udj
γRTc

(8b)

where μ is the dynamic viscosity, and γ is the specific heat ratio. In
this study, we use four drag-coefficient correlations, specifically

those by Boiko et al. [18], Henderson [19], Loth [20], and Melosh

and Goldin [21].
The correlation by Boiko et al. [18] is given as

CD;B �
�
0.38� 24

Red
� 4

Re0.5d

��
1� exp

�
−0.43
Ma4.67d

��
(9)

This correlation has been successfully employed in interaction of

shocks with clouds of particles.
The Henderson drag correlation [19] is suited for the subsonic and

supersonic flows in the continuum, transitional, and free-molecular

regimes. For Mad < 1, it is defined as

CD;H � 24

Red � S
�
4.33� 3.65−1.53Td∕Tc

1�0.353Td∕Tc

�
exp

�
−0.247 Red

S

�

� exp

�
−0.5

Mad
Red

��
4.5� 0.38�0.03Red � 0.48

���������
Red

p �
1� 0.03Red � 0.48

���������
Red

p

� 0.1Ma2d � 0.2Ma8d

�
� 0.6S

�
1 − exp

�
−
Mad
Red

��
(10)

and for Mad > 1.75

CD;H �
0.9� 0.34

Mad
� 1.86

�������
Mad
Red

q h
2� 2

S2
� 1.058

S

�����
Td

Tc

q
− 1

S4

i
1� 1.86

�������
Mad
Red

q (11)

where S � Mad
��������
γ∕2

p
is the molecular speed ratio. For 1 ≤

Mad ≤ 1.75, linear interpolation is used, giving

CD;H � CD;HjMad�1 �
4

3
�Mad − 1��CD;HjMad�1.75 − CD;HjMad�1�

(12)

The Loth drag correlation is similarly applicable to awide range of

flow regimes. It was designed with explicit compressibility and

rarefaction effects in mind [20]. For Red > 45, which represents

the compression-dominated regime, it is given as

CD;L � 24

Red

h
1� 0.15Re0.687d

i
HM � 0.42CM

1� 42500GM

Re1.16
d

(13)

where CM, GM, and HM are auxiliary functions of Mad. For

Red < 45, wherein rarefaction effects become important, the drag

coefficient is given by

CD;L � CD;Kn;Re

1�Ma4d
�Ma4dCD;fm;Re

1�Ma4d
(14)

where CD;Kn;Re accounts for finite Knudsen-number effects, and

CD;fm;Re represents the free-molecular creeping flow limit. The exact

forms of CM, GM, HM, CD;Kn;Re, and CD;fm;Re can be found

in Ref. [20].
The final drag correlation used in this study, byMelosh andGoldin

[21], is defined as

CD;M � 2� �CD;inc − 2� exp
�
−
3.07

���
γ

p
G

Red

�
�

H exp
�
− Red

2Mad

�
���
γ

p
Mad

(15)

where CD;inc � �24∕Red��1� 0.15Re0.687d � represents the incom-

pressible limit, and the auxiliary functions are given by
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log10 G �
2.5

�
Red
312

�
0.6688

1�
�
Red
312

�
0.6688

(16a)

H � 4.6

1�Mad
� 1.7

������
Td

Tc

s
(16b)

This drag correlation represents a more well-defined version of that

by Crowe [22], originally created to describe particle motion in a

rocket nozzle.
Figure 1 displays the variation of the aforementioned four drag-

coefficient correlations with particle Reynolds number at various

particle Mach numbers. The gray region denotes the approximate

range of interest for the types of flows considered in this study. The

Loth [20] and Henderson [19] drag coefficients are relatively similar

over all particle Reynolds numbers. The Melosh and Goldin [21]

correlation is close to the previous two, except at higher Reynolds

numbers. At lower particle Reynolds numbers, the Boiko et al. [18]

drag coefficient is significantly greater than the first two corre-

lations.

2. Nusselt-Number Correlations

The quasi-steady heating rate represents the convective heat trans-

fer due to the instantaneous difference between the fluid boundary-

layer edge and particle surface temperatures. It is expressed as

Qqs � πDκc�Tc − Td�Nu (17)

where κ is the thermal conductivity, andNu is the Nusselt number. To

compute the Nusselt number, we consider the correlations by Fox

et al. [23], Carlson andHoglund [24], andOppenheim [25]. Designed

to take into account compressible and noncontinuum flow effects in

the subsonic and supersonic flow regimes, the Fox et al. [23] corre-

lation is given by

NuF � 2 exp�−Mad�
1� 17Mad

Red

� 0.459Pr0.33Re0.55d

1� 0.5 exp
�
−17Mad

Red

�
1.5

(18)

where Pr is the Prandtl number.
The Carlson and Hoglund [24] correlation, intended for particle

motion in rocket exhausts, is defined as

NuC � 2� 0.459Re0.55d

1� 3.42Mad
Red

�2� 0.459Re0.55d � (19)

This correlation accounts for high Knudsen and Mach numbers.
Oppenheim developed a Nusselt-number correlation based on a

theoretical analysis of convective heat transfer in a free-molecular

flow with a Maxwellian velocity distribution [25]. This correlation

directly modifies the quasi-steady heating rate as

Qqs;O � πD2αPcjuc − udjqO (20)

where α is the accommodation coefficient, which expresses the

efficiency of energy transfer between a gas and a surface. For

simplicity, α is set to unity (also done in Ref. [26]). The nondimen-

sional convective heat flux qO is calculated as

qO � −
�
2� jr

2
� jv

2

�
�GO � FO�

Td

Tc

�
�
S2 � 2.5� jr

2
� jv

2

�
�GO � FO� −

GO

2
(21)

in which jr and jv are the number of rotational and vibrational

degrees of freedom, respectively, and the auxiliary functions are

given by

GO � erf�S�
4S2

(22a)

FO � 1

4

�
exp�−S2����

π
p

S
� 2S2 − 1

2S2
erf�S�

�
(22b)

This yields a Nusselt number of

NuO � Qqs;O

πDκc�Tad − Td�
(23)

where Tad, the adiabatic wall temperature, is the value of Td such that

qO � 0 in Eq. (21).
Figure 2 displays the variation of the aforementioned three Nus-

selt-number correlations with particle Reynolds number at various

particle Mach numbers. The gray region denotes the approximate

range of interest for the types of flows considered in this study. At

lower particle Mach numbers, the Carlson and Hoglund [24] corre-

lation generally gives higher Nusselt numbers. At higher Mach

Fig. 1 Variation of different drag-coefficient correlations with respect
to particle Reynolds number; three particle Mach numbers are consid-

ered: 0.3 (solid lines), 1.5 (dashed lines), and 3.0 (dotted lines).

Fig. 2 Variation of different Nusselt-number correlations with respect
to particle Reynolds number; three particle Mach numbers are consid-

ered: 0.3 (solid lines), 1.5 (dashed lines), and 3.0 (dotted lines).
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numbers and lower Reynolds numbers, the Fox et al. [23] correlation

yields greater Nusselt numbers. These two correlations converge at

high Reynolds numbers (over all Mach numbers). The Oppenheim

[25] correlation differs from the other two, especially at higher

Reynolds numbers.

3. Momentum and Energy Contributions

In compressible flows with solid particles, the quasi-steady drag

force and heating rate [Eqs. (7) and (17)] are often the primary

contributions to particle momentum and energy transfer, respectively

[2,17,26,27]. We aim to investigate whether this is indeed the case in

the specific context of high-speed dusty flows over blunt bodies,

or if other contributions should be taken into account. As such, we

also consider pressure-induced drag, the thermophoretic force, the

undisturbed–unsteady contribution to energy transfer, and amodified

form of quasi-steady heating.
The first term is given as

Fp � −
1

Vd

∇P (24)

where Vd � �π∕6�D3 is the particle volume. This term takes into

account the acceleration of a given particle due to the local pressure

gradient. It has been included in studies of the interaction of a shock

wave with a cloud of particles [18,28].
The second contribution is the thermophoretic force, which arises

in regions of high temperature gradients, such as at the shock and in

the thermal boundary layer. Collisions between molecules and a

given particle are more energetic on the high-temperature side of

the particle than on the low-temperature side, causing a net force

toward the cooler side [17,20]. To calculate the thermophoretic force,

we use the model proposed by Loth [20]. For Knd ≤ 0.01, where

Knd � ��������������
π�γ∕2�p �Mad∕Red� is the local particle Knudsen number,

the thermophoretic force is computed as

Fthermo � −
6πμcνcD

�
2−cθ
cθ

�
�κ	 � 2KndcT��

1� 6Knd

�
2−cθ
cθ

��
�1� 2κ	 � 4

�
2−cθ
cθ

�
cT

�∇Tc

Tc

(25)

where cθ � 1.22 is a tangential momentum coefficient, cT is a

temperature accommodation coefficient, ν is the kinematic viscosity,

and κ	 � �κc∕κd� is the thermal conductivity ratio. For Knd ≤ 0.01,
it is calculated as

Fthermo � −
π

2
μcνc

D

Knd

∇Tc

Tc

Knd
1.15� Knd

(26)

The undisturbed–unsteady energy contribution is given as [16,17]

Quu � ρccp
DTc

Dt
(27)

where �DTc∕Dt� is the substantial derivative of the temperature of

the carrier gas. This term accounts for the energy change of the

undisturbed ambient thermal field.
Finally,we consider the followingmodification to the quasi-steady

heating rate [Eq. (17)]:

Qqs;m � πDκc�Tr − Td�Nu (28)

where Tr is the recovery temperature. This equation is intended to

account for the local rise in the temperature of the carrier gas due to

dissipative effects near the particle surface. This type of model has

been included in several simulations of high-speed particle-laden

flows [26,29–31]. In this study, we simply set Tr � �1� ��γ−
1�∕2�Ma2d�Tc [30,31], which is the local total temperature based

on the relative particle Mach number.

D. Particle Solver

In this section, we summarize the algorithmic details of the
Lagrangian particle solver. A more complete description can be
found in Ref. [6].
A common feature of high-order DG calculations of complex

flows is the use of curved elements, instead of more conventional
straight-sided elements. Curved elements can significantly improve
predictions of particle trajectories due to the increased accuracy of
particle–wall collisions [6]. However, tracking particles through
curved, high-aspect-ratio elements (which are used in the simulations
in this work) is not straightforward. The search–locate algorithm by
Allievi andBermejo [32] is employed to identify the host element of a
given particle and map its position in physical to its position in
reference space. The state of the carrier gas can be interpolated to
the position of the particle using the same polynomial approximation
of the element-local Eulerian solution [Eq. (3)]. This approach
maintains the order of accuracy of theDGdiscretization in computing
F and Q in Eqs. (6b) and (6c), respectively.
Handling particle–wall collisions is also significantly more chal-

lenging on curved, high-aspect-ratio elements than on straight-sided
elements. Newton’s method is employed to compute the point
of collision because, in general, it cannot be obtained analytically.
Our developed algorithm efficiently treats hard-sphere collisions
by selectively applying the Newton search. It can also deal with
a number of pathological cases that can occur only on curved
elements.
To reduce computational cost, we represent multiple physical

particles as an individual computational particle. The time step of
the particle phase is selected such that it is less than or equal to the
time step of the carrier phase and the numerical stability of the
chosen time stepping scheme is maintained. The effect of the dis-
perse phase is projected to the Eulerian mesh via delta functions,
yielding an efficient back-coupling formulation. For the simulations
performed in this study, the inclusion of the disperse phase increases
computational cost by approximately 70% and memory by about
10%.

III. Numerical Results

This section discusses the sensitivities to the physical model of the
disperse phase in two different high-speed dusty flow environments.
The first one represents the experimental conditions by Vasilevskii
et al. [8] and Vasilevskii and Osiptsov [9], whereas the second one
corresponds to a specific location on the trajectory of the Schiaparelli
capsule during the recent ExoMars mission [10]. We also establish a
baseline disperse-phase physical model, which represents the sim-
plest model that yields accurate predictions of the experimental
dusty-gas heat flux.

A. Experimental Conditions by Vasilevskii et al. and Vasilevskii and
Osiptsov

In this section, we consider the experiments conducted by
Vasilevskii et al. [8] and Vasilevskii and Osiptsov [9] consisting of
hypersonic dusty flow over a sphere. They measured the dust-
induced heat-flux augmentation at the stagnation point. Note that
we partially investigated this configuration in a previous work [6].
Therefore, some details are merely summarized; we refer the reader
to Ref. [6] for additional information.

1. Setup

Table 1 outlines the flow conditions. The working gas is nitrogen.
We assume calorically perfect conditions given the relatively low
shock-layer temperatures. In addition, 100,000 second-order hexa-
hedral elements are used to partition the domain, which includes only
the sphere forebody. Themesh is refined in thevicinity of the shock to
reduce smearing. The cell Reynolds number, defined as

Recell �
ρcach

μc
(29)
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where a is the speed of sound and h is the mesh spacing, is approx-
imately 200 at the shock and 30 at the stagnation point. (Recall the
multiple degrees of freedom in each element.) The DG solutions here
are computed with p � 2 (third-order-accurate) polynomials. No
appreciable changes are observedwithp � 3 (fourth-order-accurate)
polynomials. At the inflow boundary, freestream conditions are
prescribed for both phases. At the outflow boundary, extrapolation
is used for the carrier gas while particles simply exit the domain.
Isothermal no-slip conditions are enforced at the sphere wall.
Rebound velocities of particles striking the wall are computed using
the correlations by Stasenko [33]. We use implicit third-order back-
ward differencing and the third-order Adams–Bashforth method to
advance the carrier and disperse phases, respectively. All simulations
are run until a quasi-steady state is obtained. Particles are injected
along the inflow boundary at random locations. They are assumed to
initially be in equilibrium with the freestream gas. Approximately
one million computational particles are employed in a given simu-
lation.
The experiments were performed in the UT-1 wind tunnel of

the Central Aerohydrodynamic Institute [8,9]. To introduce dust
into the flow, a fluidized bed of particles and the pure gas were
injected at separate points into the high-pressure chamber upstream
of the nozzle and blunt body. Heat fluxes were measured by way
of calorimetric sensors. For each flow condition considered, the ratio
between the stagnation-point heat flux of the dusty gas (with par-
ticles) and that of the pure gas (without particles) was reported.

2. Baseline Model

In this section, we establish a baseline physical model of the
particle phase. Sensitivities will be investigated with respect to this
baseline model, which consists of the Henderson drag coefficient
[19], the Nusselt number by Fox et al. [23], and the thermophoretic
force [20]. Other contributions to momentum and energy transfer are
ignored, yielding F � Fqs � Fthermo and Q � Qqs, which represent
the simplest model that accurately predicts the dusty-gas heat flux
in the experimental configurations of Vasilevskii et al. [8] and
Vasilevskii and Osiptsov [9]. The selection of this model will be
further motivated by results discussed later in this section. We
emphasize that this model may not necessarily be the most accurate,
given experimental uncertainties and the somewhat narrow range of
flow conditions investigated thus far. In-depth comparisons with
additional experimental data would be required to construct a model
that is reliable for all high-speed dusty flow conditions.
Figure 3 displays the dusty-gas temperature field obtained using

the baseline model. Sample particle locations, projected onto the xy
plane, are included as well. Note that the seemingly low quantity of
particles near the stagnation line is due to the sphere-to-plane pro-

jection. The shock intersects the stagnation line at x ≈ −:00695 m.
Slight smearing of the shock because of the artificial viscosity is
evident; nevertheless, it is adequately captured. There is slight accu-

mulation of particles near the stagnation point due to deceleration in
the shock layer and inelastic wall collisions. A small region devoid of
particles near the outflow boundary can be observed. This is a result

of nonequilibrium between the carrier gas and the particles.
Figure 4 shows the dusty-gas heat flux obtained with the baseline

model as a function of θ, which is the polar anglewith respect to an axis
pointing from the sphere center to the stagnation point. The pure-gas
heat flux is included as well. There is significant heat-flux augmenta-
tion, especially near the stagnation point. The black asterisk represents

the experimental dusty-gas heat flux at the stagnation point, computed
by scaling the stagnation-point heat-flux ratio from the experiments
(reported directly by Vasilevskii et al. [8] and Vasilevskii andOsiptsov

[9]) by the pure-gas heat flux from the DG calculations. Good agree-
ment is observed. Additional details on the numerical solution, such as
representative particle trajectories, grid convergence studies, and fur-
ther comparisons between the pure and dusty gases, can be found

in Ref. [6].

3. Particle Trajectory Characteristics

Before discussing the sensitivity of the heat-flux predictions to the
physical model of the disperse phase, we first show the evolution of

Table 1 Flow conditions for hypersonic
dusty flow past a sphere based on the

experiments by Vasilevskii et al. [8] and
Vasilevskii and Osiptsov [9]

Parameter

Ma∞ 6.1

Pt;∞ 17.5 bar

Tt;∞ 570 K

Rs 0.006 m

Twall 300 K

Dust material SiO2

ρd 2264 kg∕m3

D 0.19 μm

β 3%

�⋅�∞ denotes freestream conditions, �⋅�t indicates total
quantities,Ma is the Mach number, Rs is the radius of

the aluminum sphere, Twall is the wall temperature,

ρd is the material density of the dust, β is the mass

loading ratio, and �⋅� indicates the averaging procedure
employed by Vasilevskii et al. [8].

Fig. 3 Dusty-gas temperature field and particle locations for the flow
conditions in Table 1; only 0.0001% of the total particles is shown.

Fig. 4 Pure-gas and dusty-gas surface heat-flux profiles for the flow
conditions in Table 1.
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various disperse-phase quantities during two representative particle
trajectories: the first is initialized at ds � 0.1 mm, where ds is
distance from the stagnation line (normal to the direction of the
freestream flow), and the second is initialized at ds � 1.8 mm. Both
particles are initialized just ahead of the shock. The following particle
quantities are considered: Red, Mad, CD, Nu, ud, and Td. Figure 5
displays the variation of these quantities as the particles traverse the
shock layer until either collision with the sphere surface occurs or the
particles leave the domain of interest. As mentioned previously, the
particles rebound from the surface according to the coefficients of
restitution by Stasenko [33]; however, the reflected trajectory is
omitted from Fig. 5 for simplicity. In these figures, x	 � x∕Rs � 1
is the nondimensionalized streamwise coordinate. The bulk flow
moves in the positive x direction. Three different models are consid-
ered: the baseline model described above and two variations from the
baseline model, namely, the Loth [20] drag correlation (instead of
the Henderson [19] correlation) and the Oppenheim [25] Nusselt-

number correlation (instead of the Fox et al. [23] correlation). Some
smearing of the shock, due to the artificial viscosity stabilization, is
evident in these figures from x	 ≈ −0.18 to x	 ≈ −0.14. For refer-
ence, visualization of the particle trajectories for the baseline model
and the Loth [20] correlation is provided in Fig. 6, with y	 � y∕Rs.
The black circles represent the initial particle positions. The shock is
located at x	 ≈ −0.14, the outflow boundary is at x	 � 1, and the
stagnation point is at x	 � 0.
Figures 5a and 5b display the evolution of the relative particle

Reynolds and Mach numbers, respectively. For all three models
considered, the general trends in these figures are similar. Red and
Mad are initially close to zero due to equilibriumwith the freestream.
Upon crossing the shock, however, Red andMad increase due to the
strong nonequilibrium between the two phases given the rapid
decrease of the carrier phase velocity. Red varies between 0 and
1.4, whereas Mad varies between 0 and 1.6. The peaks in the
corresponding profiles furthest upstream indicate the locations at

a) Red vs. x* b) Mad vs. x*

c) CD vs. x* d) ud vs. x*

e) Nu vs. x* f) Td vs. x*

Fig. 5 Evolution of disperse-phase quantities for two particle trajectories: ds � 0.1 mm (solid lines) and ds � 1.8 mm (dashed lines).
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which the particles enter the shock layer. For ds � 0.01 m, all three
models predict collision with the surface, as indicated by the abrupt
breaks in the corresponding curves in Figs. 5a and 5b. However,
only the Loth [20] correlation predicts a sharp rise in Red. Further-
more, only the Loth [20] correlation predicts a wall collision for
ds � 1.8 mm. This can be explained by examining the values of the
drag coefficient and the particle streamwise velocityud, whichwill be
discussed next.
Figure 5c shows the values of the drag coefficient for the baseline

model and the Loth [20] correlation during the particle trajectories.
Near the shock, the Henderson [19] and Loth [20] correlations give
very similar values for CD. However, as the particles traverse the
shock layer, the Henderson [19] correlation begins to give greater
values for CD. This causes faster slowdown of the particles and
therefore smaller ud, as shown in Fig. 5d. For ds � 1.8 mm, the
sharp spike in the CD profile occurs because the corresponding
particle is advected past the sphere near the wall, where the carrier
phase temperature and velocity are small relative to the freestream.
The evolution of Nusselt number during the particle paths is

displayed in Fig. 5e for the baseline model and the Oppenheim
[25] correlation. Except near the wall, the Fox et al. [23] correlation
gives higher values than the Oppenheim [25] correlation. However,
inspection of Fig. 5f reveals that the latter predicts higher particle
temperatures. This seeming contradiction can be explained by refer-
ring to Eq. (23), which shows that in the calculation of the quasi-
steady heating rate, the adiabatic wall temperature Tad replaces the
typically used carrier phase temperature Tc. In Fig. 5f, for
ds � 0.1 mm, the Oppenheim [25] correlation predicts a noticeably
sharper decrease in Td in the boundary layer than the other two
models, which indicates faster deposition of thermal energy from
the particles to the gas. This increased energy transfer has important
implications for the resulting heat-flux profiles, which will be dis-
cussed later in this section.

4. Heat-Flux Sensitivity to Drag Coefficient

Figure 7 displays the heat-flux profiles computed with the drag-
coefficient correlations discussed in Sec. II.C. The Fox et al. [23]
Nusselt-number correlation is used for all cases. Given that the drag
coefficient directly affects velocity and therefore the particle trajec-
tory, it is unsurprising that there is a significant influence on the heat-
flux prediction. Very little heating augmentation is observed with the
Boiko et al. [18] correlation, which can be attributed to the substan-
tially greater values of the drag coefficient in Fig. 1. Particles thus

decelerate rapidly in the shock layer and are less likely to reach the
boundary layer. On the other hand, the Melosh and Goldin [21] and
Loth [20] correlations predict much greater heat-flux augmentation
than the baseline model because of the higher particle velocities, as
shown in Fig. 5d. These particles retain more kinetic energy, which is
transferred to the carrier gas near the sphere surface. They also strike
the surface at greater speeds, causing the sphere to absorb more
energy.
Discrepancies between the Henderson [19] correlation and direct

simulation Monte Carlo results have been discussed by Volkov [34],
particularly near a Mach number of unity. One possibility, then, to
explain why it yields good agreement with experiments is better
prediction of drag than the other correlations at Mach and Reynolds
numbers less than unity (i.e., when particles approach and enter the
boundary layer). Noticeable differences between the Henderson [19]
correlation and the other correlations can be observed in Fig. 1 in this
regime.At the same time, we note that these results do not necessarily
mean that the Henderson [19] drag correlation is better than the other
correlations for the given application. Experimental uncertainty and
other physical phenomena that are unknown and/or not accounted for
here may also play a significant role. We reemphasize that additional
test data are required to determine the most appropriate drag corre-
lation or perhaps identify the need for a new correlation.

5. Heat-Flux Sensitivity to Nusselt Number

Figure 8 displays the surface heat fluxes computed with the
Nusselt-number correlations discussed in Sec. II.C. The Henderson

Fig. 6 Particle trajectories for ds � 0.1 mm and ds � 1.8 mm for

hypersonic dusty flow over a sphere: baseline model (upper red curves)
and Loth [20] drag correlation (lower black curves).

Fig. 7 Dusty-gas heat-flux profiles computed with different drag-coef-
ficient correlations.

Fig. 8 Dusty-gas heat-flux profiles computed with different Nusselt-
number correlations.
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[19] drag correlation is used for all cases. Sensitivity to the choice of
Nusselt-number correlation is much smaller than to the drag corre-
lation. The Carlson and Hoglund [24] correlation results in approx-
imately the same heat-flux augmentation as the baseline model. The
Oppenheim [25] predicts somewhat greater heat-flux augmentation
due to the higher particle temperatures and faster energy transfer, as
discussed earlier.

6. Heat-Flux Sensitivity to Momentum and Energy Contributions

In this section, we investigate the sensitivity of the heat-flux
prediction to the momentum and energy contributions discussed
in Sec. II.C. Specifically, we examine the effect of adding to the
baseline model the following contributions: the pressure-induced
drag [Eq. (24)], the undisturbed–unsteady contribution to energy
transfer [Eq. (27)], and the quasi-steady heating rate modification
[Eq. (28)]. In addition, we examine the effect of excluding the
thermophoretic force from the baseline model. Figure 9 displays
the resulting dusty-gas heat fluxes. The effects of including the
pressure-induced drag force and the undisturbed–unsteady energy
contribution are essentially negligible. Excluding the thermo-
phoretic force slightly decreases the predicted heat flux because
this force causes acceleration of particles toward the wall in the
boundary layer. The modification to the quasi-steady heating rate
modestly increases the heat flux due to greater energy transfer
between the two phases.
Because of the small but noticeable influence of the thermopho-

retic force on the results, this term is included in the baseline model.
In principle, accounting for the pressure-induced drag force and the
undisturbed–unsteady contribution to energy transfer would yield a
more accurate model; however, given their negligible influence on
the solution, we exclude these terms in favor of a simpler model.

7. Heat-Flux Sensitivity to Particle Size

We proceed to examine sensitivity of the heat-flux prediction to
particle size, given that there is uncertainty over particle sizes both in
experiments and in the context of Mars atmospheric entry. As such,
we perform simulations with small variations in the particle sizes.
Specifically, we scale the particle diameters by 80 and 120%. The
resulting heat fluxes are displayed in Fig. 10. Larger particles yield
greater heating, and vice versa for smaller particles, because larger
particles collide with the surface at higher speeds. Furthermore,
because it takes longer for larger particles to equilibrate with the
flowfield, there is increased momentum transfer and work done by
drag near the sphere surface.

B. Mars Atmospheric Conditions

We now proceed to investigate more realistic freestream gas con-
ditions observed during Martian entry. Specifically, we target the S5

trajectory point of the ExoMars Schiaparelli mission [10], summa-

rized in Table 2. For simplicity, we consider a sphere with the same

nose radius of 0.6m as the Schiaparelli capsule.More information on

pure-gas (without particles) surface heating of the Schiaparelli cap-

sule can be found inRefs. [35,36]. The stagnation-point heat fluxes in

those studies and here are similar; discrepancies can be attributed to

slightly different conditions (e.g., freestream values and capsule wall

boundary conditions).

Theworking gas isCO2. Because of the higher gas temperatures in

this configuration, we employ the NASA polynomials to compute

specific heats [11] and the Roe solver by Yee et al. [14] that was

designed for thermally perfect gases. As done by Ozawa et al. [26]

and Majid and Fertig [27], SiO2 is chosen to represent the dust

material. The specific heat of SiO2 as a function of temperature is

obtained fromRefs. [37,38].Although the dust size distribution in the

Mars atmosphere is polydisperse [39], we consider monodisperse

particles with a fixed diameter of 0.9 μm both to isolate effects of the

physical model and to avoid numerical instabilities due to the back-

coupling of larger particles. Smooth projection kernels, instead of the

delta functions discussed in Sec. II.D, can mitigate this issue and are

the subject of an ongoing work [40].

The target quantity for measuring sensitivity to the physical model

of the disperse phase is again dust-induced heat-flux augmentation.

We reiterate that, although erosion enhancement at times may be of

greater interest, we focus here on heat flux because of the complex-

ities of erosion modeling, and our sensitivity results can be similarly

applied to predictions of dust-induced erosion. The mass loading

ratio β is set to 2.4%, which is likely much larger than typical dust

loads in the Mars atmosphere [2,41]. For example, Palmer et al. [3]

report β � 0.0069% for a global dust storm and β � 0.00027%
during quiescent conditions. Nevertheless, we select a value of β that

Fig. 9 Dusty-gas heat-flux profiles computed with different modifica-
tions to the baseline model, as described in Sec. II.C.

Fig. 10 Dusty-gas heat-flux profiles obtained by considering variations
in the particle diameter D: 0.8D (red) and 1.2D (green); the original
particle size distribution is in blue.

Table 2 Flow conditions for
simulation of hypersonic flow past a
sphere based on the S5 trajectory
point of the ExoMars Schiaparelli

mission [10]

Parameter

Ma∞ 5.43

P∞ 114 bar

T∞ 202 K

Rs 0.6 m

Dust material SiO2

D 0.9 μm

β 2.4%
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yields notable heat-flux augmentation under the conditions consid-

ered to more easily assess sensitivities.

The numerical setup mirrors that in Sec. III.A. We again employ

p � 2 polynomials and a hexahedral mesh with 100,000 elements of

quadratic order. We prescribe the freestream conditions at the inflow,

the outflow state is extrapolated from the interior, and the sphere

surface is represented by a no-slip isothermal wall that we set to

T � 700 K. Although this wall temperature is slightly higher than

those reported in Ref. [35], the smaller near-wall temperature gra-

dient helps to mitigate numerical instabilities caused by the back-

coupling of the particles to the carrier gas. We start with results

computed with the baseline model. Figure 11 displays the pure-gas

and dusty-gas heat-flux profiles for the baselinemodel. Similar to the

results in Sec. III.A, there is approximately 25% heating augmenta-

tion near the stagnation point. However, at θ ≳ 20 deg, slight heat-
flux reduction is observed, which will be elucidated later in this

section.

Figure 12 shows the particle locations computed with the baseline

model superimposed on the dusty-gas temperature field. The particle

locations are obtained by projecting the global locations onto the xy
plane. The seemingly low quantity of particles near the stagnation

line is a consequence of the sphere-to-plane projection. Overall,
Fig. 12 is qualitatively similar to the corresponding figure for the
previous configuration (Fig. 3), but with a higher postshock temper-
ature. The shock, although somewhat smeared due to the artificial
viscosity stabilization, is free from apparent oscillations, and it
intersects the stagnation line at x ≈ −0.67 m. Just as in Sec. III.A,
there is noticeable accumulation of particles near the sphere surface
due to slowdown in the shock layer and inelastic collisions with the
surface, as well as a particle-free region near the outflow boundary
due to particle inertia.
Figure 13 shows the variation of the streamwise velocity and

temperature of the carrier phase along the stagnation line in the shock
layer for the pure-gas and dusty-gas solutions. In these figures, x	 �
x∕Rs � 1 is the nondimensionalized streamwise coordinate, with
Rs � 0.6 m. The shock is located at x	 ≈ −0.1, the outflow boundary
is at x	 � 1, and the stagnation point is at x	 � 0. Some smearing of
the shock due to the artificial viscosity exists in the upstream region of
the uc and Tc profiles. Initially, uc is higher in the dusty-gas case
because the particles, which retain most of their freestream velocity,
transfer momentum to the carrier phase. As the particles traverse the
shock layer, they approach the gas velocity, causing the discrepancy
in uc between the two cases to decrease. Nevertheless, uc for the
dusty gas is consistently higher than for the pure gas (until the sphere
surface is reached), which contributes to surface heating augmenta-
tion by way of increased viscous dissipation near the wall.
We now turn our attention to the Tc profile in Fig. 13b. Initially, Tc

is higher in the pure-gas case because particles drain thermal energy
from the carrier gas. At x	 ≈ −0.075, Tc in the dusty-gas solution
begins to exceed that in the pure-gas solution. This occurs because
particles approach the postshock temperature and due to the work
done by drag. Finally, in the boundary layer (indicated by the sharp
decrease inTc in Fig. 13b), the temperature gradient is steeper, which
directly results in the amplified heat fluxes displayed in Fig. 11.

1. Particle Trajectory Characteristics

Here, we repeat the analysis performed in Sec. III.A of the evolu-
tion of various disperse-phase quantities during representative par-
ticle trajectories. We again consider the paths of particles initialized
just ahead of the shock and at two different distances from the
stagnation line (normal to the direction of the freestream flow): ds �
0.01 m and ds � 0.18 m. Particle quantities are plotted in Fig. 14
until the given particle either hits the surface or leaves the domain of
interest.We show results for the baselinemodel (Henderson [19] drag
correlation, Fox et al. [23] Nusselt-number correlation, and thermo-
phoretic force) and two variations from the baseline model: the Loth
[20] drag correlation (instead of the Henderson [19] correlation) and
the Carlson andHoglund [24] Nusselt-number correlation (instead of
the Fox et al. [23] correlation). Slight smearing of the shock caused
by the artificial viscosity stabilization is evident in these figures.
Figure 15 gives a visualization of the particle trajectories for the
baseline model (upper red curves) and the Loth [20] correlation
(lower black curves). The black circles represent the initial particle
positions.
The relative particle Reynolds and Mach numbers are shown in

Figs. 14a and 14b, respectively. The general trends in Figs. 14a and
14b are similar to those for the previous configuration (Figs. 5a and
5b). Red andMad are initially close to zero due to equilibrium with
the freestream, and then increase when the particles are firmly in the
shock layer. The peaks in the corresponding profiles furthest
upstream indicate the locations at which the particles enter the shock
layer. Red varies between 0 and 0.5, whereasMad varies between 0
and 2. For ds � 0.01 m, all three models predict collision with the
surface, as indicated by the breaks in the corresponding curves in
Figs. 14a and 14b. However, for ds � 0.18 m, only the Loth [20]
correlation predicts a particle–wall collision.
The values of the drag coefficient for the baseline model and the

Loth [20] correlation during the particle trajectories are displayed in
Fig. 14c. The values of CD are similar between the two models until
x	 ≈ −0.06 and x	 ≈ −0.03 for ds � 0.01 m and ds � 0.18 m,
respectively. The Loth [20] correlation then gives lower CD than
the Henderson [19] correlation, resulting in higher streamwise veloc-

Fig. 11 Pure-gas and dusty-gas surface heat-flux profiles for the flow
conditions in Table 2 computed with the baseline model.

Fig. 12 Dusty-gas temperature field and particle locations for the flow
conditions in Table 2; only one millionth percent of the total particles is
shown.
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a) uc vs. x* b) Tc vs. x*

Fig. 13 Variation of uc and Tc along the stagnation line for the pure-gas and dusty-gas solutions.

a) Red vs. x*

c) CD vs. x*

e) Nu vs. x* f) Td vs. x*

d) ud vs. x*

b) Mad vs. x*

Fig. 14 Evolution of disperse-phase quantities for two particle trajectories: ds � 0.01 mm (solid lines) and ds � 0.18 mm (dashed lines).
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ities, as illustrated in Fig. 14d. This trend explains why the Loth [20]
correlation predicts the particle to hit the sphere surface for
ds � 0.18 m, whereas for the other models, the particles are instead
advected past the sphere.
Figure 14e shows the values of the Nusselt number for the baseline

model and the Carlson and Hoglund [24] correlation during the
particle trajectories. Thevalues ofNusselt number differ substantially
between the two models even from the beginning of the trajectories.
For ds � 0.01 m, the Carlson and Hoglund [24] correlation gives
noticeably lower Nusselt numbers than the Fox et al. [23] correlation
until x	 ≈ −0.01. At that point, the former predicts a sharp increase
in Nusselt number, whereas the latter yields a rapid decrease in
Nusselt number. This difference is reflected in the Td profiles in
Fig. 14f, which illustrate that the Fox et al. [23] correlation predicts a
higher maximum particle temperature. However, at x	 ≈ 0 (very close
to the surface),whereTd begins to exceedTc, theCarlson andHoglund
[24] correlation results in faster energy deposition from the disperse
phase to the carrier phase closer to the sphere wall, as indicated by the
steeper slope in the Td curve. A similar trend is observed for
ds � 0.18 m, although the particles do not reach the sphere surface
(except in the predictions using the Loth [20] correlation).

2. Heat-Flux Sensitivity to Drag Coefficient

Figure 16 displays heat-flux profiles computed with the drag-
coefficient correlations described in Sec. II.C. The Fox et al. [23]
Nusselt-number correlation is used for all cases. Just as in the
previous configuration, the Boiko et al. [18] correlation predicts
negligible dust-induced heating augmentation. The Loth [20] and
Melosh and Goldin [21] correlations predict considerable heat flux
augmentation near the stagnation point, which can be explained by
referring to Fig. 14 and the earlier analysis. For the ds � 0.01 m
trajectories, the Loth correlation predicts particles to reach the
sphere surface near the stagnation point at higher velocities and
temperatures than does the baseline model. After colliding with the
sphere, these particles remain adjacent to the sphere wall at low
velocities (not shown in Fig. 14). As a result, the bulk of the thermal
energy acquired by the particles from the shock layer is transferred
almost directly to the surface. Conversely, since the baseline model
yields lower particle velocities, the particles deposit significant
thermal energy to the edge of the boundary layer, some of which
is advected away from the surface.
For the ds � 0.18 m trajectory, the Loth [20] correlation predicts

the particle to reach the sphere surface at θ ≈ 20 deg, causing

momentum and energy transfer from the particle to the carrier gas
as well as kinetic energy transfer at thewall. The baseline model, on
the other hand, predicts that the particle is simply advected down-
stream. That particles never reach the wall and only drain thermal
energy from the surrounding fluid also explains the slight reduction
in heat flux at larger θ. The non-monotonic nature of the heating
profiles obtained with the Loth and Melosh correlations is the
chance manifestation of the following competing trends as θ
increases: the thicker shock layer corresponds to longer residence
times and thus lower ud and higher Td, while the weaker shock
strength corresponds to higher ud and lower Td. As in Sec. III.A,
these results demonstrate very high sensitivity to the drag correla-
tion. Finally, we note that the observed behavior of the heat-flux
profiles computed with the Loth [20] and Melosh and Goldin [21]
drag correlations is uncommon. A slight change in the particle
diameter yields a more conventional, monotonically decreasing
profile (not shown), with less stagnation-point heating augmen-
tation.

3. Heat-Flux Sensitivity to Nusselt Number

Heat-flux profiles obtained with the Nusselt-number correlations
discussed in Sec. II.C are displayed in Fig. 17. The Henderson [19]
drag correlation is used for all cases. The baseline model and the
Oppenheim [25] correlation give nearly identical results. Near the
stagnation point, the Carlson and Hoglund [24] correlation predicts
similar heat-flux augmentation as well. However, at θ ≳ 20 deg, the

Fig. 15 Particle trajectories for ds � 0.01 m and ds � 0.18 m for

hypersonic dusty flow over a sphere: baseline model (upper red curves)
and Loth [20] drag correlation (lower black curves).

Fig. 16 Dusty-gas heat-flux profiles computed with different drag-coef-
ficient correlations.

Fig. 17 Dusty-gas heat-flux profiles computed with different Nusselt-
number correlations.
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Carlson and Hoglund [24] correlation predicts greater dust-induced
heat-flux attenuation. This result is explained by examining Fig. 14f,
in which the Td profile corresponding to the Carlson and Hoglund
[24] correlation for ds � 0.18 m indicates less energy deposition
from the disperse phase to the carrier phase than that for the baseline
model. These results illustrate both heat-flux augmentation and
attenuation as a result of dust interactions with the flowfield. More
so than in the previous configuration (Sec. III.A), theNusselt-number
correlation has a notable influence on the solution, which suggests
the importance of the specific flow conditions on the choice of the
physical model.

4. Heat-Flux Sensitivity to Momentum and Energy Contributions

Figure 18 displays the predicted heat-flux profiles based on the
momentum and energy contributions described in Sec. II.C. Again,
we investigate the following variations to the baseline model: inclu-
sion of the pressure-induced drag, inclusion of the undisturbed–
unsteady contribution to the energy transfer, modification to the
quasi-steady heating rate described in Eq. (28), and exclusion of
the thermophoretic force. The Henderson [19] drag correlation and
Fox et al. [23] Nusselt-number correlation are used for all cases.
Similar to what we observe in the previous configuration, the recov-
ery temperature modification yields a moderate increase in the heat
flux, and removal of the thermophoretic force results in slight reduc-
tion in the heat flux. The pressure-induced drag and undisturbed–
unsteady energy contribution have essentially no influence on the
heat-flux profiles for these conditions. In general, the conclusion
remains the same: the quasi-steady drag and quasi-steady heating rate
are the most important terms in the momentum and energy equations
for the disperse phase [Eqs. (6b) and (6c), respectively].

5. Heat-Flux Sensitivity to Particle Size

In our last set of results, we discuss the influence of particle size on
the predicted heat fluxes. Specifically, we consider two additional
particle sizes, one slightly smaller and the other slightly larger:D �
0.8 μm and D � 1.0 μm. Note that in a related study, Ozawa et al.
[26] considered particle radii of 1, 2, and 10 μm, and Palmer et al. [3]
employed a modified gamma distribution with a mode radius of
approximately 0.3 μm.
The heat-flux profiles are displayed in Fig. 19. For D � 0.8 μm,

the heat flux near the stagnation point is significantly lower. How-
ever, for larger θ, there is also less cooling, likely because the particle
temperature equilibrates with the gas temperature further upstream
than in the D � 0.9 μm case. For D � 1.0 μm, we again observe
substantial stagnation-point heating augmentation and a nonmono-
tonic heat-flux profile, similar to that obtained forD � 0.9 μm with
the Loth [20] and Melosh and Goldin [21] correlations (see above).
We emphasize that this behavior is rather specific to the conditions

considered. Nevertheless, this illustrates the highly nonlinear inter-
action between the disperse phase and the carrier phase. For signifi-
cantly larger particles, collisional energy transfer would dominate
over back-coupled momentum and energy transfer, unlike in the
simulations presented here. Finally, the primary takeaway is that
the results are quite sensitive to the particle size; therefore, it is
important to minimize uncertainties in characterizing dust sizes in
the Mars atmosphere.

IV. Conclusions

In this work, high-speed dusty flows over spherical blunt bodies
are simulated, based on the experiments performed by Vasilevskii
et al. [8] and Vasilevskii and Osiptsov [9] and the Mars entry con-
ditions corresponding to a specific point on the trajectory of the
ExoMars Schiaparelli mission [10]. A two-way coupled Euler–
Lagrange methodology is employed, in which the Eulerian phase is
solved using a DG method. The main objective is to examine the
influence of the different physical models of the particle phase on
predictions of dust-induced heat-flux augmentation. A baseline
model that consists of the Henderson drag-coefficient correlation
[19], the Fox et al. Nusselt-number correlation [23], and the thermo-
phoretic force [20] is established. This model represents the simplest
one that yields good agreement with dusty-gas heat fluxes from
experiments. It was found that the heat-flux prediction is very sensi-
tive to the drag-coefficient correlation, whereas the influence of the
Nusselt-number correlation is only apparent under the Mars entry
conditions. For the flow conditions considered, there is essentially no
effect of the pressure-induced drag force and the undisturbed–
unsteady energy contribution on the solution. The thermophoretic
force has a small yet noticeable influence on the heat-flux prediction.
It was also found that the heat-flux prediction is somewhat sensitive
to the recovery temperature modification, which has been included in
several high-speed particle-laden flow simulations. Finally, the sol-
ution is very sensitive to slight changes in particle size. In general,
larger particles yield larger heat fluxes and vice versa for smaller
particles.
These results illustrate that the quasi-steady drag and heating rate

are likely the largest contributors to dust effects on the system. It is
critical to use the appropriate drag correlation for the given flow
conditions, and the most appropriate correlation can change across
different conditions. Desirable test data would include detailed
tracking of particle position and temperature as a function of time
as particles traverse the shock layer. In particular, these data should lie
in the parameter space of Mad < 10 and Red < 10, which includes
the conditions observed during Mars entry and where differences
among common drag correlations are noticeable. It is also important
to obtain an accurate particle size distribution, not just for Martian
dust, but also for the dust used in experiments because a small error in

Fig. 18 Dusty-gas heat-flux profiles computed with different modifica-
tions to the baseline model, as described in Sec. II.C.

Fig. 19 Dusty-gas heat-flux profiles computed with small variations in
the particle diameter D � 0.8 μm (red) and D � 1.0 μm (green); the
original particle diameter,D � 0.9 μm, is in blue.

Article in Advance / CHING, BARNHARDT, AND IHME 13

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
E

R
SI

T
Y

 o
n 

M
ar

ch
 2

6,
 2

02
1 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/1

.A
34

81
0 



the characterization of particle sizes can have noticeable adverse
effects on consequent physical modeling. Finally, given the high
sensitivities observed in the results and the current lack of relevant
experimental results, extensive validation is required to develop a
satisfactory physical model that is applicable to a wide range of
conditions. Until such an effort is made, it is important to be cogni-
zant of the uncertainties associated with numerical simulations of
these types of flows.
Future work will include extending the current DG formulation to

greater temperatures so that higher Mach numbers can be analyzed.
Erosion enhancement will be also investigated, as well as additional
configurations, models, and parameters.
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