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a b s t r a c t 

An analytical approach for the calculation of radiative self-absorption in flames is presented, with the 

objective of providing an effective and computationally inexpensive tool for selecting radiation model- 

ing methods for combustion applications. This one-dimensional non-local model approximates the flame 

structure as an infinitely long cylinder where all properties vary only along the radial direction. Flamelet 

solutions are then mapped to the radial direction and the radiative source terms, in particular the absorp- 

tion, are computed analytically. The model is validated for a laminar jet flame and a turbulent pool fire, 

with results for the net radiative loss and the flame self-absorption showing good agreement to those of 

multidimensional, coupled simulations. To illustrate its applicability, the model is employed to study the 

characteristics of radiation in high-pressure combustion, in fire suppression and in hydrogen combustion. 

For the pressurized case, increased significance of radiation self-absorption is observed compared to an 

atmospheric flame, and accounting for the non-gray nature of radiation is found to be critical. In the fire 

suppression case, comparisons of the S-curves show that the choice of radiation model modifies the lower 

extinction limit, which becomes more important with reduced oxygen content. Lastly, for the hydrogen 

flame, the Planck-mean absorption coefficient is found to be more uniformly distributed in the mixture 

fraction space, and the optical thickness is smaller than a hydrocarbon flame at comparable conditions, 

indicating that radiation modeling requirements for that flame are likely less stringent. In general, the 

findings regarding radiation characteristics made on the basis of the non-local model are consistent with 

observations reported in the literature, but without the need for complex coupled combustion-radiation 

calculations. Therefore, the model provides a viable approach for selecting appropriate radiation models 

in combustion simulations. 

© 2023 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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. Introduction 

Thermal radiation is often the dominant heat transfer mode in 

any combustion systems, playing an important role in applica- 

ions such as in fire suppression, high-pressure gas turbine com- 

ustors, and sooting flames [1] . Neglecting radiation may lead to 

ignificant overestimation of the flame temperature, and inaccura- 

ies in predicting NOx formation, propagation speeds and extinc- 

ion characteristics (see, e.g., [2–5] ). Despite this, numerous anal- 

ses of combustion systems still disregard radiative heat transfer, 

r employ the overly simplistic optically thin or gray medium ap- 

roaches [6] to reduce the added complexity of including accurate 
adiation models. 
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The determination of the radiation field, in particular the ra- 

iative absorption, requires the solution of the radiative transfer 

quation (RTE), which is an integro-differential equation of (usu- 

lly) six independent variables [7] . Besides, the radiative proper- 

ies of many common combustion products display an irregular, 

ighly intermittent behavior with respect to the radiation spec- 

rum that must be properly represented [8] . Various methods are 

vailable for the solution of the RTE and for the spectral model- 

ng of the radiative properties, spanning a wide range of physi- 

al fidelity, accuracy and computational cost [7,9] . In addition, the 

hoice of an adequate RTE solver and spectral model may de- 

end on the geometry of the combustion enclosure and the op- 

rating conditions. It is therefore difficult to know a priori what 

ombination of solvers and spectral models gives the best compro- 

ise between accuracy and cost for a given combustion applica- 

ion, especially for a new geometric configuration or new working 
onditions. 

. 
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The concept of using a one-dimensional cylinder to represent a 

iffusion flame for the RTE solution has been recently proposed 

y Wu et al. [10] , based on the physical observation that the 

igh-temperature regions in a flame have a dominant influence 

n radiation emission, while radiation absorption decays exponen- 

ially with increasing optical thickness. Therefore, a model was in- 

roduced to approximate the flame as an infinitely long cylinder 

ith only radial variation of species concentrations and tempera- 

ure, a configuration for which the analytical solution of the RTE 

an be derived and easily evaluated [11] . This allows taking into 

ccount non-local effects in the calculation of the radiative ab- 

orption; as such, the model is hereafter referred to as the non- 

ocal model for radiation. It has been demonstrated [10] that this 

ne-dimensional model can accurately capture the radiation re- 

bsorption in a small-scale n-heptane turbulent diffusion flame for 

ooting and non-sooting conditions. 

The objective of the present study is to demonstrate the feasi- 

ility of using the non-local model to provide radiation modeling 

ecommendations for combustion systems. The model is first pre- 

ented in Section 2 , where it is shown that it can be used alongside

ny treatment—gray or non-gray—for the radiative properties of 

he medium. Section 3 is concerned with the validation of the non- 

ocal model, which is done by comparing its predictions for the ra- 

iative heat source and radiative absorption with those obtained 

or realistic, multidimensional flames. Arguments for the physical 

ustification of the model are also given in Section 3 . Following 

hat, the applicability of the model is illustrated by three exam- 

les in Section 4 : case 1, consisting of flames under pressurized 

onditions; case 2, studying extinction limits for reduced oxygen 

onditions; and case 3, focusing on radiation modeling in hydrogen 

ombustion. Based on the results of these cases, Section 5 provides 

 general discussion about which conditions the gray medium as- 

umption is, and is not, sufficient for modeling the radiative trans- 

er. Conclusions are finally drawn in Section 6 . 

. Radiation modeling in combustion 

In simulations of combustion systems, coupling between ther- 

al radiation and the energy equation is achieved through the vol- 

metric radiative heat source S r , which gives a balance between 

he local radiative energy absorbed and emitted per unit volume 

s [7] 

 r = 

∫ ∞ 

0 

( κηG η − 4 πκηI bη) d η. (1) 

ere, η is the wavenumber; κη is the spectral absorption coeffi- 

ient, a property of the medium that is typically dependent on 

he wavenumber, temperature, pressure, and medium composition; 

 bη is the spectral blackbody radiative intensity, determined from 

lanck’s law; and G η is the incident spectral radiation, defined as 

he integration of the local spectral radiative intensity I η over all 

olid angles �, G η = 

∫ 
4 π I ηd �. 

The determination of the spectral intensity requires the solu- 

ion of the radiative transfer equation (RTE). For typical combus- 

ion products without radiation scattering, the RTE reduces to 

d I η

d s 
= −κηI η + κηI bη, (2) 

here s is the coordinate along the path of radiation propagation. 

n principle, this equation involves five dimensions (three spatial 

nd two directional coordinates), thus solving it can be computa- 

ionally expensive. In the present study, this is carried out by con- 

idering an idealized cylindrical configuration, for which an analyt- 

cal solution of the RTE is available [11] , as described in Section 2.1 .

An additional challenge in modeling radiative transfer concerns 

he integration over the wavenumber spectrum in Eq. (1) . As long 
2 
s sufficiently detailed information of κη is available, this inte- 

ral can be evaluated with a high degree of accuracy. However, 

or common gaseous combustion products, κη displays a highly ir- 

egular dependence on η, characterized by millions of absorption 

ines, which makes the line-by-line (LBL) solution of the radiation 

eld extremely costly and prohibitive for most practical applica- 

ions. This gives rise to models that ultimately aim to perform the 

pectral integration in a more computationally efficient manner. 

If the participating medium is assumed to be gray, spectral vari- 

tions of the absorption coefficient are neglected, so κη = κ for any 

. Hence, Eqs. (1) and (2) can be simplified to 

 r = κG − 4 πκ I b , (3) 

d I 

d s 
= −κ I + κ I b , (4) 

here I b = 

∫ ∞ 

0 I bηd η, G = 

∫ 
4 π I d �, and the gray absorption coeffi- 

ient κ is usually taken as the Planck-mean absorption coefficient 

P = 

∫ ∞ 

0 κηI bηd η/I b . An advantage of the gray medium approach is 

hat the RTE needs to be solved only once for each optical path, 

hich greatly reduces the computational cost of determining the 

adiation field. However, it is well-recognized that a gray medium 

pproximation often yields large errors in the prediction of radia- 

ive heat sources and heat fluxes, especially when gas radiation is 

ominant [12–15] . 

To capture the spectral dependence of the radiative properties, 

everal non-gray spectral models are available in the literature [7–

] . In the present study, the weighted-sum-of-gray-gases (WSGG) 

odel is chosen for this purpose. The WSGG model represents the 

on-gray medium as a small set of gray gases that occupy a fixed, 

on-contiguous portion of the spectrum. Each gas j is assigned an 

bsorption coefficient κ j , independent of the wavenumber, and a 

eighting coefficient w j , corresponding to the fraction of black- 

ody energy lying within the spectral regions �η j occupied by the 

as. Integrating Eq. (2) over �η j yields [16] 

d I j 

d s 
= −κ j I j + κ j w j I b , (5) 

hich can be solved individually for each gas j to determine the 

artial radiative intensity I j . Once this is conducted for all J gray 

ases in the model, the radiative heat source is computed as 

 r = 

J ∑ 

j=1 

( κ j G j − 4 πκ j w j I b ) . (6) 

ith G j = 

∫ 
4 π I j d �. 

The dependence of the WSGG coefficients w j and κ j on the 

hermodynamic state for each gas j is obtained here from the cor- 

elations of Bordbar et al. [17] for the atmospheric heptane and 

ethane flames, and of Bordbar et al. [18] for the high-pressure 

ames. These correlations are applicable to H 2 O - CO 2 mixtures with 

ole fraction ratios varying between 0.01 and 4.0, which encom- 

asses the conditions examined in the present study. Because the 

orrelations of [17,18] are applicable to a pure- H 2 O participating 

edium, the H 2 O WSGG correlations of Coelho and França [19] are 

sed for the hydrogen flame instead. 

.1. The one-dimensional, non-local model 

In the non-local model, the radiative heat transfer is assumed 

o take place in a one-dimensional cylindrical configuration that 

s constructed from appropriate laminar flamelet profiles, as illus- 

rated in Fig. 1 (a). The fuel and air streams are respectively located 

nside and outside the stoichiometric radial position r = r st (con- 

gurations that represent other types of diffusion flames and pre- 

ixed flames can be set up using corresponding flamelets). There 

re no variations of the properties along the azimuthal and axial 



G.C. Fraga, B. Wu, M. Ihme et al. Combustion and Flame 255 (2023) 112907 

Fig. 1. (a): Schematic of the geometrical configuration constructed in the non-local model, superimposed by the iso-contours of temperature along a cross-section. (b) and 

(c): Profiles of temperature and CO 2 mole fraction in the physical and mixture fraction spaces. 
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irections. Mapping between the composition ( Z) and physical ( r) 

paces is given by 

(Z) = 

∫ Z ′ = Z 

Z ′ 
∣∣

r=0 =1 

√ 

2 D 

χ
d Z ′ , (7) 

here D and χ are the thermal diffusivity and the scalar dissi- 

ation rate evaluated at position Z ′ in the mixture fraction space, 

espectively. By construction, the mixture fraction at the cylinder 

order, r = R , is equal to zero. An example of the mapping of the

emperature and CO 2 mole fraction between mixture fraction and 

hysical spaces is provided in Fig. 1 (b) and (c). A discussion on 

he effects of varying the radius of the cylinder is provided in Ap- 

endix A. 

The RTE, with scattering neglected, may be expressed in a gen- 

ral form as 

d I 

d s 
= −aI + aS b , (8) 

here for a gray medium, for a non-gray medium in the frame- 

ork of the WSGG model, and for the RTE in spectral form the 

oefficients a and S b can be written as 

ray medium: I → I, a → κ, S b → I b (9) 

SGG model: I → I j , a → κ j , S b → w j I b , (10) 

pectral form: I → I η, a → κη, S b → I bη. (11) 

quation (8) integrated along s yields 

 = I w 

exp (−τs ) + 

∫ τs 

0 

S b exp [ −(τs − τ ′ 
s )] d τ ′ 

s . (12) 

here I w 

is the radiative intensity at the cylinder border, which 

s taken to be zero in the present analyses (since at the outer 

ylinder surface the air stream is cold and lacks participating 

pecies). In Eq. (12) , the s -space has been transformed into τs - 

pace, the determination of which is the central challenge of the 

ne-dimensional non-local model, as shown below. The derivation 
3 
resented next, which is carried out in terms of Eq. (12) , holds 

rue for either gray or non-gray media by selecting appropriate a 

nd S b . 

The radiative intensity (and ultimately, the incident radiation) 

s solved from Eq. (12) for a cylindrical configuration with radius 

 , as illustrated in Fig. 2 . The temperature and radiative properties 

ary only in the radial direction, T = T (r) , a = a (r) and S b = S b (r) .

t any point P , the radiative intensity traveling along direction s 

s denoted I(r P , θ, ψ) , where r P is the distance of P to the cylin-

er axis, θ is the angle that the vector s forms with the axis, 

nd ψ is the angle (measured in a plane normal to the cylin- 

er axis) between s and the vector that connects P to the axis. 

n this framework, τs in Eq. (12) is the optical thickness mea- 

ured along s from the cylinder border P 0 to P . Hence, denot- 

ng τ and τ0 as the optical thicknesses measured from the cylin- 

er axis to P and to P 0 respectively (both in the r − ψ plane, 

ee Fig. 2 ), from trigonometric relations it can be established that 

s = ( τ cos ψ + 

√ 

τ0 
2 − τ 2 sin 

2 ψ ) / sin θ , where τ = 

∫ r P 
0 

a (r ) d r and 

0 = 

∫ R 
0 a (r ) d r . 

Consider now a point P ′ located somewhere along s , charac- 

erized by an angle ψ 

′ and a radial position r P ′ . An optical thick- 

ess τ ′ can be defined in a similar manner to τ , τ ′ = 

∫ r 
P ′ 

0 
a (r ) d r ,

rom which expressions for τ ′ 
s (which is analogous to τs , but for 

oint P ′ ), τs − τ ′ 
s and d τ ′ 

s can be obtained. Substituting these into 

q. (12) yields the following equations for I in terms of τ , τ ′ and 

0 only: for −π/ 2 ≤ ψ < π/ 2 , 

 = 

∫ τ0 

τ | sin ψ | 
S b 

τ ′ /τ
sin θ

√ 

( τ ′ /τ ) 
2 − sin 

2 ψ 

× exp [ 
1 

sin θ
( τ cos ψ + 

√ 

τ ′ 2 − τ 2 sin 

2 ψ )] d τ ′ 

+ 

∫ τ

τ | sin ψ | 
S b 

τ ′ /τ
sin θ

√ 

( τ ′ /τ ) 
2 − sin 

2 ψ 

× exp [ 
1 

( τ cos ψ −
√ 

τ ′ 2 − τ 2 sin 

2 ψ )] d τ ′ ; (13) 
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Fig. 2. Coordinate systems used in the derivation of the non-local model (top and 

side views). 
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nd, for π/ 2 ≤ ψ < 3 π/ 2 , 

 = 

∫ τ0 

τ
S b 

τ ′ /τ
sin θ

√ 

( τ ′ /τ ) 
2 − sin 

2 ψ 

× exp [ 
1 

sin θ
( τ cos ψ + 

√ 

τ ′ 2 − τ 2 sin 

2 ψ )] d τ ′ . (14) 

The incident radiation is then determined by integrating the re- 

ulting I along the ψ and θ directions, 

 = 

∫ π

0 

∫ 2 π

0 

I sin θd ψ d θ . (15) 

his integration is carried out numerically using an in-house pro- 

edure. The numerical code employed in the present study to de- 

ermine the incident radiation is made available at https://github. 

conn.edu/CTF-UConn/CylinderModel.git . The numerical code can 

e used as a standalone program without coupling to any combus- 

ion solver, provided that one-dimensional, flamelet-like solutions 

re given as input. 

.2. Coupling of the model to a combustion solver 

While the non-local model may be used to determine the ra- 

iative absorption through decoupled calculations, as it is done in 

he validation study reported in Section 3.1 , the main utility of the 

odel lies in approximating self-absorption in coupled Computa- 

ional Fluid Dynamics (CFD) simulations of combustion systems. 

n standard coupled thermal radiation-combustion simulations, the 

TE is solved from predetermined composition fields—i.e., temper- 

ture and mole fractions of the participating species—at the start 
4 
f any new iteration or time step. The resulting S r field is then fed

ack as a source term into the energy equation, which is solved 

along all other relevant transport equations) in order to update 

he aforementioned scalars, and the process is repeated until a 

onvergence criterion is met. 

The non-local model has the advantage of not requiring the 

nowledge of the composition fields in the CFD domain for the so- 

ution of the radiation field. Rather, at any given location of the 

FD domain, the model only needs to be provided with the lo- 

al flamelet profile, from which the mapping to the r-space is 

arried out following Eq. (7) , and the local G is computed from 

qs. (13) to (15) . From this, the local (to that particular CFD cell)

elf-absorption and radiative loss are determined. The procedure is 

epeated for each CFD cell to yield the full S r , which, for a cou-

led calculation, is returned into the energy equation as described 

reviously. 

. Validation and physical justification of the non-local model 

.1. Validation 

To demonstrate the accuracy of the one-dimensional non-local 

odel, radiation fields predicted by the model are compared in 

his section to those determined by realistic (in terms of geom- 

try), multidimensional numerical simulations. A modified “San- 

oro” methane/air co-flow diffusion flame is considered; details 

n the geometry and operating conditions are provided in Miguel 

t al. [20] . The baseline simulations for the present analyses were 

arried out [21] in a coupled combustion-radiation laminar flame 

olver, using a 16-species skeletal chemical mechanism [22] and a 

ixture-averaged transport property model. Thermal radiation was 

olved by a forward Photon Monte Carlo method coupled to either 

 gray model (with the Planck-mean absorption coefficient pre- 

abulated from the HITEMP2010 database [23] ) or a LBL spectral 

adiative property model [24] . More information on the simulation 

etup and validation of the numerical results are given in Ref. [21] . 

Essential thermochemical scalar fields, including temperature 

nd concentrations of radiatively participating species, are taken 

rom the results of the multidimensional simulations using a La- 

rangian flamelet extraction method [10,25] and serve as input to 

he non-local model. Radiation is then solved in a decoupled man- 

er to combustion. The upper row of plots in Fig. 3 compares the 

et radiative loss (emission minus absorption, or −S r ) computed 

y the non-local model to that obtained directly from the multi- 

imensional simulation. Radial profiles are shown at three heights 

 above the burner within the flame region (the flame height was 

easured experimentally to be 76 mm). 

The agreement between the model and the simulation is ex- 

ellent for the three heights and for both gray and non-gray so- 

utions (the same gray and non-gray approaches used in the mul- 

idimensional simulations were employed for the calculations with 

he non-local model). Comparisons between the model and the ref- 

rence in terms of the radiative absorption have also been per- 

ormed, and are reported in the bottom rows of Fig. 3 . Because 

mission is dependent only on local quantities and can be eas- 

ly approximated, values of absorption are more significantly influ- 

nced by the simplifying assumptions of the non-local model than 

hose of net loss. Nevertheless, Fig. 3 shows that the model retains 

 good level of accuracy for computing the local absorption across 

ll heights and most radial positions. 

Further validation of the non-local model was presented in 

ef. [10] for a 7.1 cm-diameter heptane pool fire. The measured 

eight of the flame was 34.5 cm, showing a transition between the 

aminar and turbulent regimes. The puffing frequency was deter- 

ined [10] to be 5.87 Hz, and instantaneous contours of the flame 

emperature evidence an asymmetric flame shape. The analysis in 

https://github.uconn.edu/CTF-UConn/CylinderModel.git
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Fig. 3. Comparison of the net radiative loss and radiative absorption obtained from the non-local model and results extracted from an axisymmetric simulation of a stable 

laminar diffusion flame [21] . 
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t

u et al. [10] was similar to the one reported here, with profiles 

f radiative self-absorption extracted from highly-resolved, multi- 

imensional simulations and compared to results of the non-local 

odel. Conditions of radiation with and without considering soot 

ere considered at different flame heights. In general, good agree- 

ent between the non-local model and the multidimensional sim- 

lations was observed. 

.2. Physical justification for the non-local model 

The good performance of the non-local model for the laminar 

nd pool-fire configurations, despite of its very simple represen- 

ation of flame as a one-dimensional cylinder, may be explained 

y the characteristics of the radiative emission and absorption in 

ypical diffusion flames. Firstly, emission depends on the tempera- 

ure raised to the fourth power through the blackbody intensity I b . 

herefore, strong emission in a flame is confined to a narrow re- 

ion in the vicinity of the flame surface. For example, for the lam- 

nar flame considered in Section 3.1 , the temperature drops from 

0 0 0 K to 1400 K within a short distance of 5 mm. Correspond-

ngly, I b (and, to a first approximation, the radiative emission as 

ell) reduces by a factor of four. Therefore, the majority of the 

mission is captured by including in the model the appropriate 

emperature and species concentrations profiles in the flame re- 

ion. 

On the other hand, the radiative intensity decays exponentially 

ith the optical thickness according to Beer’s law [6] and G is di- 

ectly related to the intensity. As long as the optical thickness in 

he inner region of the flame is negligible, the optical thickness 

s well represented by including the flame ring, as is done in the 

odel. The size of the inner radius of this ring is not important 

or determining the optical thickness and the incident radiation, as 

ong as the size of the ring itself is maintained, as demonstrated 

n Appendix A. Thus, it is more convenient to replace the flame 

ing geometry by a cylinder, for which an analytical solution of the 

TE is available. 

From this reasoning, we see that, as long as the major emis- 

ion and absorption contributors are included, the actual geometric 

hape of the flame is less relevant for capturing the radiative ab- 

orption near the high-temperature regions. However, this is con- 

itioned on the assumptions that there is a large temperature in- 
5

omogeneity in a narrow flame front, and that the center of the 

ame (i.e., the region confined inside the flame ring) does not con- 

ribute significantly to the optical thickness. The former may not 

e the case in applications such as MILD combustion, for example; 

nd the latter, for large flames, where the greater length scales in- 

rease the optical thickness at the center of the flame. Testing of 

he non-local model for those scenarios is still required, and care 

ust taken when applying the model to them. 

. Example applications 

The non-local model is used in this section to study three ex- 

mple combustion configurations involving one-dimensional, lam- 

nar, counterflow diffusion flames at different combustion condi- 

ions. All calculations are carried out in the flame simulation tool- 

ox FlameMaster [26] , into which gray and non-gray instances of 

he non-local model are implemented. The τ , θ and φ integrations 

eeded to solve Eqs. 13 –(15) are performed numerically though a 

rapezoidal scheme considering forty-one equally-spaced quadra- 

ure points along each dimension; further refining the discretiza- 

ion did not significantly impact the results. Coupling of radia- 

ion to the energy equation follows the procedure described in 

ection 2.2 . 

For any given value of stoichiometric scalar dissipation rate 

st , FlameMaster solves the one-dimensional, laminar flame struc- 

ure in the Z-space. By varying χst , S-curves of the maximum 

ame temperature T max as a function of the scalar dissipation rate 

re produced. In all cases, the temperatures of the fuel and air 

treams are assumed to be 371 K and 300 K, respectively. Two 

uels are studied, heptane and hydrogen, to represent both tradi- 

ional hydrocarbon-fueled and sustainable hydrogen-fueled appli- 

ations. Combustion of the former is represented by a 33-species 

keletal mechanism [27] ; a 9-species mechanism [28] is employed 

or the latter. Soot formation and soot radiation are not considered 

n any of the calculations. 

.1. Case 1: high-pressure flames 

Combustion within gas turbine combustors and internal com- 

ustion engines often take place under pressurized conditions. 

igher pressures tend to enhance the importance of the radia- 

ive exchange by increasing the optical thickness of the medium 
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Fig. 4. Radiative emission, absorption and net loss for an atmospheric and pressurized heptane flame near (a) the upper and (b) lower extinction limits. Results correspond 

to the non-gray medium, unless explicitly stated. 

Table 1 

Optical thickness and flame width estimates for the atmospheric and high-pressure 

conditions in Fig. 4 . 

Upper extinction Lower extinction 

1 atm 50 atm 1 atm 50 atm 

τ [–] 0.001 0.004 0.15 2.4 

R [cm] 0.1 0.01 11.3 1.9 
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cussed in Section 5 . 
6] . To understand the radiation characteristics under pressurized 

onditions, two heptane flames are considered, one at atmospheric 

ressure and the other at 50 atm. These flames were simulated 

rom the lower (i.e., heat loss-controlled) to the upper (strain rate- 

ontrolled) extinction limits considering gray and non-gray radia- 

ion. In this section, only the radiation field near extinction is dis- 

ussed. 

Figure 4 shows the emission, absorption and net radiative loss 

s a function of the mixture fraction for the two flames at con- 

itions near the upper (corresponding to a stoichiometric scalar 

issipation rate χst ≈ 60 s −1 ) and lower ( χst ≈ 0 . 002 s −1 ) extinc- 

ion limits using the non-gray WSGG model. The net radiative loss 

rom the gray solution is also shown for comparison purposes. The 

ressurized flame displays far greater radiation emission and net 

oss than the atmospheric flame (note that the units of the data in 

ig. 4 for the two pressures are different). As for absorption, while 

t is negligible for both atmospheric and pressurized flames near 

he upper extinction limit—leading to virtually equal emission and 

et loss—that is not the case near the lower extinction limit. This is 

xplained by observing the optical thickness of each flame, which 

or the purposes of this analysis may be defined as τ = 

∫ R 
0 κP d r, 

here the local Planck-mean absorption coefficient is also plotted 

n Fig. 4 . Values of τ for the two pressure and two conditions in

ig. 4 are reported in Table 1 , showing that there is an appreciable

ncrease in the optical thickness (by up to three orders of magni- 

ude) from the upper to the lower extinction limits, which leads to 

n increase in the radiative self-absorption by the flame. 

The optical thickness is directly proportional to the Planck- 

ean absorption coefficient, which is much larger for the 50 atm 

ame (due to the approximately linear relation between κP and the 

artial pressure of the participating species) and near the lower 
6 
xtinction limit (due to the relatively lower temperatures at this 

imit, cf. the S-curves in Figs. 5 and 6 ). The value of τ is also influ-

nced by the total radius R of the physical domain, which is related 

o the flame thickness. Values of R for each condition considered in 

his section are also reported in Table 1 . Near the upper extinction 

imit, the larger strain rate severely reduces the flame thickness 

nd R is small. Conversely, as one approaches the lower extinction 

imit, the flame gets broader and R increases significantly for both 

ow and high-pressure cases. Increasing the pressure reduces the 

ame thickness and hence R , as expected, but this effect is coun- 

eracted by the increase in κP , resulting in a net increase in the 

ptical thickness for pressurized conditions compared to the 1 atm 

ames. The differences in the flame thicknesses also explain why 

elf-absorption is far more important for the 1 atm flame at the 

ower extinction limit than for the 50 atm flame at the upper ex- 

inction limit, even though the Planck-mean absorption coefficient 

f the latter is much larger than that of the former. The present 

ndings regarding the impact that increasing pressure has on the 

ptical thickness and the radiative transfer of the flame are con- 

istent with what is reported in the literature (for instance, see 

29,30] ). 

Figure 4 also compares the net radiative loss predicted by as- 

uming gray (the solid lines with markers) and non-gray media. 

he emission and absorption for the gray calculation are omitted 

or clarity. Minor differences between the gray and non-gray mod- 

ls are observed at 1 atm near the upper extinction limit, with ap- 

roximately 3.5% difference near the region of maximum radiative 

oss. However, the accuracy of the gray assumption is significantly 

oorer for the other configurations considered in Fig. 4 . In gen- 

ral, the gray model has a worse performance for the pressurized 

ame than for the atmospheric flame. In the case of the former, 

he gray assumption overestimates the maximum net radiative loss 

y a factor of 2.2 at the upper extinction limit; at the lower ex- 

inction limit, this factor increases to almost 4.0. These observa- 

ions are consistent with radiation studies in internal combustion 

ngines [31] and gas turbine engines [32] . Nonetheless, it is worth 

oting that any inaccuracy of the gray model is less important for 

he overall calculation of the flame temperature and structure as 

ne approaches the upper extinction limit, due to the smaller con- 

ribution from radiation to the energy equation. This is further dis- 
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Fig. 5. S-curves for the reduced oxygen (atmospheric) flames. 

Fig. 6. S-curves for the hydrogen flame. 
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.2. Case 2: extinction limit under reduced oxygen conditions 

In addition to the radiative loss, the extinction behavior of 

ames is also influenced by reduced oxygen levels, which is a sce- 

ario of great relevance for fire safety [33] . In order to investi- 

ate the interplay between radiation and oxygen dilution, this sec- 

ion examines atmospheric heptane flames burning with three dif- 

erent oxygen concentrations in the oxidizer stream: 20.9% in vol- 

me concentration (standard air), 15.2% and 11.0%. In particular, 

he impact of radiation modeling on the extinction limits is studied 

ere. 

Figure 5 shows S-curves for the three flames. Each point along 

he curve represents a one-dimensional counterflow flame solu- 

ion, where T max is the maximum temperature in the domain and 

st is the corresponding stoichiometric scalar dissipation rate for 

hat particular solution. Besides results obtained with the gray and 

on-gray non-local model, the figure also includes S-curves pro- 

uced by neglecting radiative loss and by computing it using the 

ptically thin approximation (OTA). The latter is a common treat- 

ent for radiation in combustion simulations, and consists of fore- 

oing the solution of the RTE by considering only the radiative 

mission term [1] . All flames are subjected to atmospheric pres- 

ure. 

Above a sufficiently large value of χst , the different radiation 

odeling approaches lead to very similar S-curves, and all models 

ield almost identical upper extinction points except for the 11.0% 

 2 case. This indicates that the contribution from thermal radiation 

o the flame structure is mostly negligible at high scalar dissipation 

ates (see also Section 5 ). However, this contribution becomes in- 
7

reasingly important when oxygen concentrations are reduced, and 

herefore an accurate radiation treatment becomes correspondingly 

ore important. For the 11.0% O 2 flame, there is a visible differ- 

nce in the upper extinction limit predicted by the no radiation, 

ray and non-gray calculations. 

As χst decreases, the error of neglecting radiation becomes in- 

reasingly larger for all oxygen concentrations. The OTA and the 

ray model predict similar shapes for the S-curve, even at small 

toichiometric scalar dissipation rates, which is further evidence of 

he limitations of the gray model in accurately capturing the ra- 

iation field near the lower extinction limit. As shown in Fig. 4 , 

he gray solution near the lower extinction limit at 1 atm over- 

stimates the total radiative loss and underestimates absorption, 

hich brings its results closer to those of the OTA calculation, 

here no self-absorption is accounted for. 

.3. Case 3: hydrogen flames 

The final combustion scenario compares the previously dis- 

ussed atmospheric heptane/standard air flame in Sections 4.1 and 

.2 to an atmospheric hydrogen/air counterflow diffusion flame. A 

nique feature of hydrogen combustion is that CO 2 , which is of- 

en the strongest contributor to radiation emission and absorption 

n engine combustion [31] , is not present. Therefore, with the re- 

ent interest in hydrogen-powered gas turbine engine combustion, 

t is important to understand how radiation characteristics change 

n such combustion systems, and whether existing radiation mod- 

ling approaches are still valid in hydrogen-powered combustors. 

The S-curve for the hydrogen flame as computed by different 

adiation treatments is reported in Fig. 6 , and shows the same 

rends as the S-curves of the heptane flames in Fig. 5 . However, 

he departure between the gray and non-gray solutions near the 

ower extinction limit is smaller for the hydrogen flame than it is 

or the flames in Fig. 5 . For comparison, the difference in the stoi- 

hiometric scalar dissipation rate at the lower extinction point for 

he hydrogen flame is no more than 0 . 0 0 02 s −1 , less than a third 

f the corresponding difference for the 20.9% O 2 heptane flame. 

Figure 7 plots the profiles of the radiative emission, absorption 

nd the net radiative loss for the heptane and hydrogen flames for 

st = 1 s −1 at the upper branch of the S-curve, which corresponds 

pproximately to the largest T max value (and, therefore, largest ra- 

iative loss) of both flames. The radiative loss is larger for the 

eptane flame than for the hydrogen one; this trend is observed 

hroughout the upper branch of the S-curve, as evidenced by the 

act that the T max is greater for the former flame (compare the left- 

ost plot of Figs. 5 and 6 ). Self-absorption is also larger for the 

eptane flame due to the presence of CO 2 , although it still is quite 

mall for χst = 1 s −1 . Because of the marginal contribution of ab- 

orption for the hydrogen flame, the net radiative loss predicted by 

he gray model (plotted as circles in Fig. 7 ) is comparable to that 
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Fig. 7. Net radiative losses for the heptane and hydrogen flames ( χst ≈ 1 . 0 s −1 ). 

o

fl

f

w

T

l

a

s

s

m

i

d

i

h

fl

t

s

f

5

o

o

e

h

m

r

u

t

t

r

g

g

s

g

t

e

d

c

s

t

m

t

g

o

t

t

t

b

S

T  

g

p

t

o  

m

w

c

o

n

i  

w

n

g

3

l

c

t

[

d

r

u

t

F

t

f

T

e

e  

e

r

t

w

i

m

fl

g

s

s

t

(

fl

s

c

t

p

r

e

fi

m

w

f the non-gray model; the same is not observed for the heptane 

ame. The good agreement between gray and non-gray solutions 

or the hydrogen flame has been observed throughout the S-curve, 

ith exception of a small region near the lower extinction limit. 

his indicates that the requirement for spectral modeling may be 

ess stringent for hydrogen flames compared to hydrocarbon ones, 

nd a gray medium approach (or even the OTA) may suffice in 

ome cases. Similar findings have been reported in the literature, 

ee, e.g., Refs. [4,29] . 

Note also that, differently from the heptane flame, the Planck- 

ean absorption coefficient of the hydrogen flame, also plotted 

n Fig. 7 , varies little with the mixture fraction. This likely occurs 

ue to the lack of CO 2 in the flame, which is a strongly absorb- 

ng species that appears both in the lean and rich regions of the 

eptane flame, as shown by the two peaks in the κP plot for that 

ame. The relatively flat distribution of the Planck-mean absorp- 

ion coefficient with respect to Z for the hydrogen flame further 

uggests that simpler spectral radiation models may be adequate 

or H 2 combustion. 

. Discussions 

When employing classical RTE solution methods (e.g., discrete 

rdinates method and spherical harmonics), or when using the 

ne-dimensional non-local model introduced in this paper, the op- 

rations related to the solution of Eq. (2) for the radiative intensity 

ave by far the largest share of the cost associated to the deter- 

ination of the radiation field. In contrast, the calculation of the 

adiative properties of the medium has a negligible cost, since it 

sually involve the computation of simple functions or interpola- 

ions of data from look-up tables. Therefore, the number of times 

hat the RTE needs to be solved is, to a good approximation, di- 

ectly related to the overall cost of the radiation solver; i.e., the 

ray medium approach, that requires that the RTE be solved a sin- 

le time along each optical path at any given call to the radiation 

olver, requires one fourth of the cost of the non-gray, four-gray 

as WSGG model employed in the present study (or one fifth if 

he transparent windows are to be considered, as it would be nec- 

ssary to compute radiative heat fluxes in enclosures formed by 

ifferently-heated walls, for example). This imposes a significant 

onstraint on the choice of a non-gray radiation model, since more 

ophisticated models as a rule entail even more consecutive solu- 
8 
ions of the RTE—in the limit of the most accurate spectral treat- 

ent available, the LBL integration method requires hundreds of 

housands to millions of RTE solutions for each optical path. 

The issue of computational cost is the main reason why the 

ray medium assumption (or the OTA, which foregoes the solution 

f the RTE completely) is common in coupled combustion calcula- 

ions. These simplified radiation models are sufficient for optically 

hin flame conditions, as it was verified in Sections 4.1 and 4.2 for 

he atmospheric heptane flame near the upper extinction limit 

urning at standard-air or reduced oxygen concentrations, and in 

ection 4.3 for the hydrogen flame throughout most of its S-curve. 

his is further illustrated in Fig. 8 (a) and (b), where the error of the

ray, non-local model solution (relative to the non-gray one) in the 

rediction of the maximum temperature is plotted as a function of 

he stoichiometric scalar dissipation rate across the upper branch 

f the S-curve for all cases considered in Section 4 . For the afore-

entioned conditions, T max computed assuming a gray medium is 

ithin 5% of the result obtained by the non-gray approach. The ac- 

uracy of the OTA is similar to that of the gray solution for these 

ptically thin flame scenarios, as noted previously. 

It should be noted, however, that the gray solution is generally 

ot capable of accurately approximating the radiation field even 

n the optically thin region. This is evidenced by Fig. 8 (c) and (d),

hich depict the error of that solution for the domain-integrated 

et radiative loss Q net = −2 π
∫ R 

0 S r r d r. With exception of the hydro- 

en flame, whose error in the prediction of Q net is approximately 

% near the upper extinction limit, the domain-integrated radiative 

oss is overestimated by at least 20% for all other flames. This is 

onsistent with what is widely reported in the literature regarding 

he accuracy of the gray assumption for modeling gaseous media 

6] . Nevertheless, the large error of the gray solution in the pre- 

iction of the radiation field is not translated into comparable er- 

ors in the prediction of scalars such as the temperature near the 

pper extinction limit because radiation itself is not important in 

hat region of the S-curve, cf. the radiant fraction plots reported in 

ig. 8 (e) and (f). 

As χst decreases and the flame nears its lower extinction point, 

he importance of radiation increases significantly, with the radiant 

raction surpassing 0.7 for the high-pressure and hydrogen flames. 

he optical thickness also increases, driven mainly by the broad- 

ning of the flame. Therefore, the gray solution leads to significant 

rrors in the calculation of T max , as much as 30% close to the lower

xtinction limit. For the reasons discussed in Section 4.3 , the accu- 

acy of the gray model for the hydrogen flame tends to be better 

han that for the heptane flame at comparable conditions. 

Note, however, that Fig. 8 only compares regions of the S-curve 

here both gray and non-gray models produce a solution, and thus 

t does not capture the effect that the choice of spectral treat- 

ent has on the extinction point. This is particularly important for 

ames under reduced oxygen concentrations, where the use of a 

ray model predicts that extinction occurs at a significantly larger 

toichiometric scalar dissipation rate (cf. Fig. 5 ). In the most critical 

cenario, for the heptane flame burning at 11.0% oxygen concen- 

ration, extinction occurs at χst = 0 . 022 s −1 for the gray solution 

and 0 . 021 s −1 for the OTA), whereas for the non-gray solution the 

ame persists all the way to χst = 0 . 007 s −1 . 

Using the non-local model, recommendations on spectral model 

election may be drawn from simple simulations such as the ones 

arried out in Section 4 , as long as one provides a description of 

he combustion conditions of interest—e.g., fuel and oxidizer com- 

ositions, pressure, and size of the burner. In addition, for non- 

adiation experts, the model may simplify the selection of an ad- 

quate treatment for radiation. In Section 4 , it was shown that 

ndings regarding the radiation characteristics of different flames 

ade on the basis of the non-local model agree with previous 

orks in the literature. However, whereas those traditional inves- 



G.C. Fraga, B. Wu, M. Ihme et al. Combustion and Flame 255 (2023) 112907 

Fig. 8. Errors of the gray solution, relative to the non-gray one, in the predictions of maximum temperature (a,b) and domain-integrated radiative loss (c,d), and radiant 

fraction of the flame (e,f), across the upper branch of the S-curve for the cases considered in Section 4 . 
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igations of radiation modeling in combustion systems required 

xpensive multidimensional calculations, the non-local model is 

 straightforward and computationally efficient approach to reach 

imilar conclusions. 

Finally, it should be noted that the non-local model has only 

een employed for conical-shaped diffusion flames so far. For 

ames that significantly deviate from a cylindrical or conical topol- 

gy, the model might require further development, although lo- 

al perturbations from these shapes are already permissible to 

ome degree. Moreover, testing with the model has been limited 

o small-scale flames, and extension to large-scale flames requires 

urther study. Lastly, the non-local model has been prescribed with 

calar profiles from either laminar or highly-resolved turbulent 

imulations. Accuracy of the model in situations where only low- 

esolution data are available still requires further studies. 

. Conclusions 

A one-dimensional non-local model for computing radiative 

elf-absorption in flames was derived in this study and used to 

rovide radiation modeling recommendations for combustion ap- 

lications. The model approximates the flame structure as an in- 

nitely long cylinder where properties only vary along the radial 

irection. Flamelet solutions in the composition space are then 

apped into the physical space, from which the radiative absorp- 

ion and the net radiative loss may be determined analytically. By 

electing appropriate flamelets, the non-local model can be used to 

epresent non-premixed and premixed flames under various work- 

ng conditions. 

The model was first validated for a laminar methane/air jet 

ame and a turbulent heptane pool fire. Radial profiles of tem- 

erature and species concentrations at different heights were ex- 

racted from fully-coupled, multidimensional simulations of these 

ames and used as input to the non-local model. Good agreement 

n the predicted net radiative heat loss and the self-absorption was 

bserved between the non-local model and the reference multidi- 

ensional simulation. 

Next, the non-local model was applied in three different cases 

o illustrate how it can be employed to provide radiation modeling 

ecommendations for combustion simulations. First, atmospheric 
9 
nd pressurized heptane/air flames were compared, and the re- 

ults of the model demonstrated the increased significance of ra- 

iation self-absorption at the higher pressure due to the increase 

n optical thickness. In addition, accounting for non-gray effects 

as shown to be critical particularly at high pressures. Second, a 

re suppression scenario with reduced oxygen content was con- 

idered. Comparisons of the S-curve showed that the choice of the 

adiation model modifies the lower extinction limit, and the need 

or an accurate spectral radiation treatment becomes more signifi- 

ant as the oxygen concentration decreases. Finally, a hydrogen/air 

ame was studied. The absence of carbon dioxide was found to 

educe the net radiative loss and the flame self-absorption, and 

o reduce the variations of the Planck-mean absorption coefficient 

ith respect to the mixture fraction. Compared to heptane flames 

t similar conditions, the optical thickness of hydrogen flames was 

maller and the importance of non-gray radiation was also re- 

uced, indicating that the radiation modeling requirements are po- 

entially less stringent for these flames. 

The findings reported in the present paper are consistent with 

bservations in the literature from multidimensional radiation- 

ombustion simulations in more realistic geometries. This shows 

he potential of the one-dimensional non-local model as an ef- 

ective and computationally inexpensive tool for selecting radia- 

ion modeling approaches for combustion applications. Notice also 

hat, because the non-local model is capable of accurately approx- 

mating the radiative absorption in realistic flames based solely on 

amelet data, it is an attractive option for including self-absorption 

ffects in flamelet-generated manifold models. This point will be 

xplored in a future study. 
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