Data assimilation using high-speed measurements and LES to examine local extinction events in turbulent flames
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Abstract

Data assimilation techniques are investigated to determine how high-speed experimental measurements can be infused into a combustion simulation with the goal of capturing transient combustion events and isolating model deficiencies. To this end, an ensemble Kalman filter (EnKF) is employed to assimilate simultaneous measurements from tomographic PIV and OH-PLIF into a combustion LES of a turbulent DME jet flame, taking into consideration experimental uncertainties and modeling errors. It is shown that by assimilating experimental data, EnKF improves the prediction of the extinction and reignition dynamics observed in this flame. Subsequently, the capability of the assimilation method in evaluating the model performance is examined by considering an assimilation sequence. It is shown that the combustion model investigated (namely a flamelet/progress variable model) exhibits a tendency to relax towards a more reactive state, indicating a deficiency in quantitatively predicting the extent of extinction and reignition with this particular model.
© 2018 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

With the development of high-fidelity modeling capabilities and the increasing availability of computational resources, large-eddy simulation (LES) techniques have been demonstrated to provide improved statistical descriptions of scalar mixing, heat release, and pollutant formation in simulations of turbulent reacting flows. However, the ability of current combustion simulations to accurately describe transient combustion processes is limited for several reasons. First, these flows are inherently chaotic, so that solution trajectories diverge in time due to the exponential growth of...
small perturbations [1,2]. Apart from numerical errors that are introduced through the discretization, these perturbations also arise from uncertainties in boundary conditions or incomplete specifications of the initial state. Second, physical models for the representation of turbulence/chemistry interaction, turbulent scalar fluxes, and subgrid contributions rely on model approximations, which limit their applicability to specific combustion regimes. Finally, incomplete understanding at a fundamental level introduces model deficiencies in accurately capturing particular combustion-physical mechanisms and precursor events.

Recent advances in the development of multidimensional high-speed measurement diagnostics have contributed to the improved understanding of combustion processes [3]. These measurements provide quantitative information about instantaneous velocity fields, temperature, and species at acquisition rates and spatial resolutions required to resolve relevant turbulent scales. This enables the examination of dynamically unsteady combustion processes, including flame-structure analysis of highly turbulent premixed flames [4], the characterization of extinction and reignition processes in non-premixed flames [5–8], and lean blowout dynamics in gas-turbine combustors [9], among others. Although these measurements have been used in evaluating combustion models, this has been largely limited to comparisons of statistical results. As such, the modeling community has not taken full advantage of the plethora of high repetition-rate measurements for analyzing the model performance or improving the model accuracy.

Data assimilation (DA) provides opportunities to integrate measurements into numerical simulations [10], and has been used extensively to produce initial conditions for weather prediction models and to provide representations of the spatio-temporally evolving atmospheric state [11]. These assimilation techniques are used to obtain an estimate of the state of a complex, spatio-temporally evolving system based on observations and a model of the dynamics of the system [12]. Data assimilation can spread information from observations in space and time to unobserved state quantities, filter the effect of random observation noise from state estimates, provide estimates of observation and model errors, and determine unknown or uncertain model parameters. Different DA-techniques have been developed [13,14] that can be categorized into variational techniques such as nudging, adjoint methods, and 3D/4D-Var, and statistical techniques such as optimal interpolation and the class of Kalman-filtering methods. While variational techniques rely on optimal control theory to minimize a deterministic cost function, statistical techniques incorporate stochastic information in the form of probability distributions of model uncertainties and observation errors. Because of the advantage of incorporating quantities not contained in the solution vector, the applicability to large-scale problems, and the robust evaluation of the error covariance, the ensemble Kalman filter is selected for data assimilation in the present work.

While data assimilation is a mature technique in the atmospheric sciences, this method has found only limited application to engineering research areas [15–18]. Evaluating the feasibility of using this technique for combustion applications is the objective of this research. Specifically, we investigate how data assimilation can be used to integrate measurements with simulations. To this end, high-speed high-resolution experimental data obtained for a turbulent partially-premixed flame [7,19] is assimilated to evaluate the performance of an LES combustion model in improving the short-term prediction of extinction and reignition events. For this, we consider a flamelet-based combustion model in which all thermochemical quantities are parameterized in terms of mixture fraction and a reaction progress variable. The experimental data set provides high spatially and temporally resolved simultaneous measurements from tomographic PIV (TPIV) and planar OH-LIF in the shear layer of the jet. Our first objective is to determine how experimental measurements of quantities not contained in the state vector (such as OH, heat-release, or chemiluminescence data) can be infused into the numerical model. With this, the second objective is to examine the impact of assimilated measurements on improving short-term predictions of the OH-LIF signal and the velocity field under consideration of experimental uncertainties and spatial data-locality. By considering a flamelet/progress variable (FPV) combustion model, the third objective is to employ DA to identify limitations of this model in predicting local extinction and reignition events.

The remainder of this paper has the following structure. The mathematical models and the data assimilation technique are discussed in Section 2. The experimental configuration and computational setup are presented in Section 3. Simulation results are examined in Section 4, and the paper finishes by drawing conclusions about the utility of using data assimilation for combustion simulations.

2. Mathematical models

2.1. Governing equations and mathematical model

The present work is concerned with LES of a turbulent reacting flow, and the FPV-model [20,21] is used to evaluate the thermochemical state. The LES utilizes a fully compressible formulation, solving the Favre-filtered conservation equations for mass, momentum, and energy.
The subgrid-scale turbulence/chemistry interaction is accounted for using a presumed PDF-model [20,21], so that all thermochemical quantities are parameterized in terms of $\tilde{Z}$, $\tilde{Z}_{\text{v}}$, and $\tilde{C}$, requiring the solution of corresponding transport equations. With this, the system of governing equations can be written in operator form as
\begin{equation}
\mathbf{T}\mathbf{D}_{\mathbf{i}}\phi = \mathcal{M}(\phi),
\end{equation}
where $\mathbf{T}_{\mathbf{i}}$ denotes the substantial derivative, $\mathcal{M}$ represents the right-hand-side of the governing equations and $\phi = (\tilde{\phi}, \tilde{u}, \tilde{c}, \tilde{Z}, \tilde{Z}_{\text{v}}, \tilde{C})^T$ is the LES state vector, with $\rho$ being the density, $u$ the velocity vector, and $e$ the specific total energy. Further details on the model and the numerical implementation can be found in [22]. In the current work, an un-normalized progress variable is utilized and defined as $C = Y_{\text{CO}} + Y_{\text{CO}} + Y_{\text{H}_2} + Y_{\text{H}_2\text{O}}$ [23]. To assimilate OH measurements into the simulation, we compute a quantitative OH-LIF signal, $S_{\text{OH}}$, following the approach in [24]. This signal is normalized by the mean peak value at $x/D = 20$. The OH-LIF signal is then precalculated and evaluated from the chemistry table as $S_{\text{OH}}(\tilde{Z}, \tilde{Z}_{\text{v}}, \tilde{C})$.

To further assess the FPV-model, we also consider an equilibrium flamelet model (EFM), which only contains a single equilibrium flamelet so that the thermochemical state is fully specified by $\tilde{Z}$ and $\tilde{Z}_{\text{v}}$.

### 2.2. Data assimilation and ensemble Kalman filter

In this work, DA is employed to integrate measurements into simulations. Fundamentally, given a set of measurements of the system over a time interval, DA determines the state-space trajectory that best fits the observations in a maximum likelihood sense.

In this work, we consider the ensemble Kalman filter (EnKF), which estimates the state vector of the $k$th ensemble member, $\phi_k^e(t)$, by updating its prior estimate $\phi_k^e(t)$ with information from a perturbed observation vector $\phi_k^e(t)$ through the following analysis step [10]
\begin{equation}
\phi_k^e(t) = \phi_k^e(t) + \mathbf{K}[\psi_k(t) - \mathcal{H}(\phi_k^e(t))],
\end{equation}
where the term in square brackets is the innovation, $\mathcal{H}(\phi_k^e(t))$ is the observation operator, which maps the prior state vector into the vector of observables, and the observation vector combines the measurements and observation errors that are sampled from a normal distribution with expectation $\mathbf{0}$ and covariance matrix $\mathbf{R}(t)$. Equation (2) is solved for an ensemble with $k = 1, \ldots, N$, where $N$ is the number of ensemble members. In the present work, we consider simultaneous, high-resolution measurements of the 3D velocity field and OH-PLIF signals, so that the observation vector is defined as $\psi = (u^\text{exp}, S_{\text{OH}}^\text{exp})^T$. Following the assimilation step, the state vector is advanced in time via Eq. (1) with initial conditions $\phi_k^e(t)$. The Kalman gain matrix, $\mathbf{K}$, is given by
\begin{equation}
\mathbf{K} = \mathbf{P}(\mathbf{H}^T\mathbf{R}^{-1} + \mathbf{H})^{-1},
\end{equation}
where $\mathbf{P}$ is the background error covariance matrix, $\mathbf{R}$ is the observation covariance error, and $\mathbf{H}$ is the Jacobian of the observation operator with respect to the state vector, $\mathbf{H} = \partial \mathcal{H}(\phi)/\partial \phi$, defined as
\begin{equation}
\mathbf{H} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.
\end{equation}

In the current EnKF approach, the density and $\tilde{Z}_{\text{v}}$ are not updated through Eq. (2), which is done to prevent the possibility of negative densities and artificially high variances; instead these quantities are advanced by their respective governing equations. The specific total energy is updated via Eq. (2) through the $\mathbf{P}$ matrix, determined as $\mathbf{P} = (N - 1)^{-1} \sum_{k=1}^{N} (\phi_k - \langle \phi \rangle)(\phi_k - \langle \phi \rangle)^T$, where $\langle \phi \rangle$ is the mean of all ensembles.

The observation error $\mathbf{R}$ is assumed to be known and consists of different sources of errors. In the present work, errors associated with measurement noise, thermophoretic diffusion and volume reconstruction errors, have been determined from experiments at approximately 5% [7]. Additional errors due to beam steering are estimated to be below 5% [8]. Finally, uncertainties due to the inherent spatial and temporal averaging of PIV and the apparent transport of ghost particles are taken as 5%. Based on these estimates, the overall uncertainty for the velocity components is estimated at 9%. The uncertainty in the OH measurements is estimated at 10%.

### 3. Experiments and computational setup

#### 3.1. Experimental configuration and data acquisition

The experimental configuration considered in this work is the piloted jet burner operated with a dimethyl ether (DME)/air mixture (Flame D) [19] issuing from a nozzle with diameter $D = 7.45$ mm at a mean exit velocity of $U_e = 45.9$ m/s, resulting in a jet exit Reynolds number of approximately 29,300. The flame was stabilized by an 18.2 mm diameter annular pilot flame, and the entire burner was surrounded by an air coflow with an exit velocity of 0.9 m/s.

Detailed descriptions of the OH-PLIF and TPIV systems including velocity uncertainty estimates are available in Refs. [7,8], and a brief overview is given here. The OH-PLIF system used a 10-kHz repetition rate Nd:YAG-pumped dye laser. The OH-PLIF signal was recorded using
an intensified high-speed CMOS camera with a projected pixel size of $37 \times 37 \mu m^2$. The TPIV system consisted of a diode-pumped dual-head Nd:YAG laser and a set of four high-speed CMOS cameras. Measurements were performed at a repetition rate of 10 kHz. The center of the imaged region was located 20 diameters downstream of the nozzle exit, and the dimension of the probe volume is $11.4 \times 16.9 \times 3.3 \text{ mm}^3$ (axial, radial, depth) and contains $128 \times 189 \times 38$ vectors with $90 \mu m$ spacing.

3.2. Computational setup

The computational domain of size $77D \times 13D \times 2\pi$ is discretized using an unstructured hexahedral mesh with approximately four million cells. The mesh is refined near the nozzle, in the shear layer and in the measurement region, which is centered at $(x/D, r/D, \theta) = (20, 1.5, 0)$ with corresponding dimensions of the 3D measurement volume.

The assimilation step, Eq. (3), is inexpensive compared to computing the LES, so that the overall cost scales approximately linearly with the number of ensembles. In the current work, the background error covariance matrix, $P$, is calculated from twelve ensemble members (that is $N = 12$), and each ensemble was initialized from solutions of a separate simulation at sufficiently decorrelated time instances. By considering an LES ensemble, a representative statistical estimate of the LES dynamics is obtained. The ensemble size is limited by computational resources, and similar numbers have been used in previous EnKF simulations [25]. Each ensemble member is advanced independently for a duration of 0.1 ms, after which time the experimental data is assimilated using the EnKF algorithm described in Section 2.2. During the data assimilation step, EnKF-localization is applied to improve stability of the algorithm and to eliminate spurious correlations due to sampling errors [25]. It should be noted that as the DA-results are constructed, taking into account experiments and an LES-ensemble, the result is no longer a statistically independent sample.

4. Results

4.1. Flow field analysis

Before evaluating the impact of the EnKF algorithm on the time-resolved evolution of the velocity field and OH-LIF signal, it is important to ensure that the LES-model captures statistical flow-field quantities. For this, statistical results for temperature, mixture fraction, axial velocity and OH-signal are collected from LES calculations. Comparisons of radial profiles for mean and root-mean-square (rms) of temperature, mixture fraction, axial velocity, and OH-LIF signal at $x/D = 20$ from simulations and experiments are presented in Fig. 1. These results show that the predictions from the LES utilizing the FPV combustion model are in good agreement with measurements, and in good correspondence with previous simulations [24, 27]. The present simulation produces a narrower OH-LIF signal compared to the experimental measurements but correctly predicts the peak location. Given that the LES is able to reproduce the statistical flame behavior at $x/D = 20$ motivates the question of whether the FPV model is able to capture the localized extinction and reignition observed in this flame with the help of DA.

4.2. Data assimilation

Following the comparisons of statistical results, we proceed by investigating the ability of the current simulation to predict extinction and reignition. In addition, the impact of data assimilation, through EnKF, is scrutinized to determine if improvements in the transient prediction of axial velocity and OH signal can be achieved. This information can potentially be employed in isolating deficiencies in the current modeling approach and in understanding underlying phenomena responsible for extinction and reignition. For this, we employ the EnKF-technique to locally assimilate time-resolved measurements of the 3D velocity field (from TPIV) and OH-LIF signal (from OH-PLIF) into the LES.

4.2.1. Time-resolved velocity measurements

Accurately reproducing the instantaneous velocity field is crucial to capture strain rate variations, which are a main mechanism for local extinction [8]. Time-resolved axial velocity predictions at a fixed point in the measurement window obtained with and without DA are compared to the experimental data to determine if the DA-method captures this instantaneous behavior. These results
are presented in Fig. 2 (top), showing axial velocity from the baseline simulations (without DA), which represents a single (stochastic) LES representation of the transient jet behavior, and velocity obtained from EnKF. It can be seen that the trajectories without DA diverge from the experimental data within less than 0.5 ms (the characteristic convective time is \( \tau = D/U_J = 0.16\) ms), and the baseline simulation predicts a period of higher axial velocity followed by a period of lower velocity when compared to the measurements. It should be noted, that the baseline LES is not expected to be able to reproduce the exact transient behavior observed in Fig. 2 as LES represents a single ensemble of a stochastic process – instead it provides a reference to assess the impact that DA has on the predictions. In comparison, the twelve members of the EnKF provide a significantly better agreement with the measurements. The impact of the assimilation step is evident as there is an appreciable change in the ensemble-averaged velocity after EnKF is applied, with the ensemble-mean moving significantly closer to the experimental data. To illustrate the evolution of individual ensemble members, we show the rms of the ensemble by the gray band and trajectories of three representative members, indicating the range of velocities observed among these separate simulations. The rms is an indication of uncertainties in the numerical predictions. Note that deviations from the measurements are a direct consequence of experimental uncertainties that are considered in the Kalman gain matrix.

4.2.2. Time-resolved OH measurements

To examine the capability of the DA-technique in capturing local extinction or reignition, we consider the temporal evolution of the calculated OH-LIF signal.

The temporal evolution of \( S_{OH} \), along with instantaneous OH-fields for five ensemble members together with the ensemble mean at \( t = 2\) ms are presented in Fig. 2 (bottom) and Fig. 3, respectively. As expected, the OH-signal computed from the baseline simulation shows appreciable qualitative and quantitative differences with the measurements over the course of the assimilation sequence. By assimilating measurements into simulations, the LES-calculations are in better agreement with transient OH measurements. It should be noted that even after the introduction of DA, differences between the ensemble mean and the experimental data still exist due to uncertainties in the measurements and model errors. Compared to the axial velocity predictions, the rms obtained from the ensemble members for the OH-LIF signal is much higher and changes introduced through EnKF are larger. This is a result of the consideration of experimental uncertainties in the gain matrix and the coupling of OH-data to the solution state vector through the combustion model. Instantaneous OH-LIF signal fields for five ensembles and the ensemble mean, shown in Fig. 3 at \( t = 2\) ms, illustrate the variability among the ensemble members after the assimilation step. Each ensemble shares the same major flow characteristics, such as the extent of local extinction and location of the peak OH-signal. However, variations between ensembles are present throughout the assimilation window with significant variation near the centerline and in the lower half of the assimilation window.

4.2.3. Extinction and reignition dynamics

Apart from understanding the impact of EnKF on the local flow-field evolution, we are interested in evaluating the ability of the combustion model in capturing the spatio-temporal dynamics of extinction and reignition events. To assess the effectiveness of the simulation in incorporating
measurements, we compute the mean axial velocity and OH-LIF signal by averaging over the measurement volume (denoted by \{ \cdot \}) Comparisons of the temporal evolution of this mean quantity from measurements, baseline simulation, and data assimilation are illustrated in Fig. 4 (top graphs). These results show that EnKF is successfully assimilating experimental data, thereby reducing the difference between computational results and measurements.

We proceed by examining instantaneous flowfield results for OH-LIF measurements and axial velocity obtained from the baseline simulation and from one of the ensemble members. These instantaneous results are compared with measured OH-PLIF images to determine how well each simulation reproduces the local flowfield and extinction dynamics. A sequence of six experimental OH-PLIF observations, separated by \( \Delta t = 0.4 \) ms, is presented in Fig. 4 (bottom). Panels on the left illustrate the OH-LIF signal, and panels on the right show the instantaneous axial velocity field in the region of the measurement window. The sequence is chosen as it contains a local extinction event, which is followed by successful reignition.

At the start of the assimilation sequence, the baseline simulation produces a flame with a dramatically different flame structure as compared to the experimental data. When the experimental data is assimilated into the simulation the resulting flame structure shows better agreement with the OH-PLIF measurements. However, even after DA, differences can be observed near the flame edge in the lower right corner which we attribute to uncertainties in measurements and model deficiencies that are considered within the DA framework.

As the sequence progresses the impact of DA becomes more apparent. At all times the baseline simulation produces a flame shape which does not match the experimental observations and contains no local extinction, whereas the EnKF simulation captures the local formation of flame holes and flame recovery. A similar level of improvement is also observed for the axial velocity predictions with the introduction of DA. Compared to the baseline case, the EnKF simulations predict higher velocities past a radial distance of \( r/D = 1.5 \), which are in better agreement with the experimental data at each observation.

4.2.4. Model response and model evaluation

We close our discussion by examining the feedback of the measurements on the combustion model (via the independent state variables \( \hat{Z} \) and \( \hat{C} \)) through the Kalman gain. To this end, we consider the local extinction event at \( t = 2 \) ms.
Figure 5 shows the corresponding response of the combustion model during the assimilation step. As seen from the conditional results, the baseline simulation predicts conditions that are near the equilibrium composition, without significant evidence of extinction. In contrast, during the assimilation sequence, shown in the second and third rows of Fig. 5, EnKF locally corrects the mixture fraction and progress variable to better approximate the observations (see arrows). We examine Eq. (3) to understand how information about OH-PLIF measurements are assimilated into the combustion model alone. For this, we compute the H matrix from the combustion model as $H = \left[ \frac{\partial F_{OH}}{\partial c}, \frac{\partial F_{OH}}{\partial \phi} \right]$. By considering only one ensemble, this problem can be represented by a Kalman filter. With this, the update of the state-vector for the combustion model through the Kalman gain is evaluated as:

$$
\left( \frac{d\tilde{Z}}{dt} \right) = \frac{1}{\Delta} \left( \frac{\partial F_{OH}}{\partial \phi} \right) \left[ \frac{\partial F_{OH}}{F_{OH}} \right] \left[ \frac{z_{\text{exp}} - F_{OH}(\tilde{Z}, \tilde{C})}{\Delta} \right],
$$

where $\Delta = \left( \frac{\partial F_{OH}}{\partial \phi} \right)^2 + \left( \frac{\partial F_{OH}}{\partial c} \right)^2 + r/p$ and $r/p$ is the ratio between observation error and background error. Equation (5) shows that the innovation directly propagates differences between measurements and simulations to the state vector, and Eq. (5) reduces to a gradient descent method. To represent extinction events, observed at $t = 2$ ms, the Kalman gain locally forces a shift to lower values of mixture fraction and progress variable to counteract the high reactivity predicted by the FPV-combustion model (see arrows in Fig. 5). Although it is known that the FPV model underpredicts extinction [28] and more advanced models can be employed, DA provides the unique opportunity for directly interrogating the instantaneous model response when exposed to data, thereby examining the model plausibility. Specifically, for this case we show that the FPV-model is mimicking local extinction by enhancing the scalar segregation and reduced reactivity. In addition, the intermittent trajectory of the mean OH-LIF signal in Fig. 4 indicates the tendency of the FPV-model to underpredict extinction, which is represented by a rapid relaxation of the FPV-model towards a more reactive state after the assimilation step.

Further assessment of the FPV-model is obtained by considering an equilibrium flamelet model (EFM), which is constructed from the equilibrium flamelet solution. A comparison of solutions between FPV and EFM is illustrated in Fig. 4 (top graphs), showing larger changes in the mean OH-signal and mean axial velocity for the EFM. This is due to EFM being unable to fully capture the extinction physics present in the current flow. The large update during the assimilation step and subsequently rapid relaxation toward its prior state can be seen for $t > 3$ ms, where the FPV-model results are much closer to the experimental data. In contrast, a smaller update is observed during the assimilation step for the FPV-model, indicating that the FPV-model provides an improved representation of the local extinction and reignition event. While this analysis illustrates the capability of employing DA for model evaluations, further work is needed to take full advantage of this method for model improvements.

## 5. Conclusions

In the present study, DA is utilized to assimilate data acquired from simultaneous high-speed measurements of a partially-premixed turbulent DME flame into LES. To this end, an ensemble Kalman filter, consisting of twelve ensemble members, is employed. In this LES, the combustion is represented by a flamelet/progress variable model. It is shown that the ensemble Kalman filter is able to incorporate different types of experimental measurements, commonly used in combustion diagnostics (such as TPIV, OH-PLIF), into a high-fidelity combustion simulation. The assimilation of experimental data is found to qualitatively improve the short-term prediction of the OH-LIF signal and velocity and the major characteristic observed during a local extinction sequence is recovered through the EnKF-method. However, quantitative differences in predicting the extinction intensity are observed.

The analysis of the response of the FPV-combustion model through the Kalman gain filter is investigated during an assimilation step. Through this analysis, it is shown that the innovation is propagated to the combustion state vector via the Kalman gain matrix, and is physically reflected by increased scalar mixing. The inherent assumptions of the steady-flamelet model are
causal in underpredicting the extinction strength, which is reflected by the tendency of the model to relax too fast to a more reactive state.
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