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Gradient-based optimization is used to reliably and
optimally induce ignition in three examples of laminar
non-premixed mixture configurations. Using time-
integrated heat release as a cost functional, the
non-convex optimization problem identified optimal
energy source locations that coincide with the
stoichiometric local mixture fraction surface for short
optimization horizons, while for longer horizons, the
hydrodynamics plays an increasingly important role
and a balance between flow and chemistry features
determines non-trivial optimal ignition locations.
Rather than identifying a single optimal ignition
location, the results of this study show that there may
be several equally good ignition locations in a given
flow configuration.

1. Introduction
As part of efforts to reduce emissions and improve
efficiency of combustion systems, engineers are con-
sidering alternative fuel sources and operation under
lean conditions—using lower amounts of fuel. This has
led to an increased interest in ensuring reliable ignition
of the fuel-air mixture. The ignition of a mixture of fuel
and air requires energy to trigger a cascade of chemical
reactions that constitute the combustion process. This
triggering can be provided externally by a localized
energy source such as a laser or a spark, in which case,
it is referred to as ‘forced’ ignition, or it can be realized
by the mixture itself through the presence of high
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temperature gases, in which case it is known as auto-ignition. The process of forced ignition
of a turbulent mixture can generally be divided into three stages [1]. In the first stage, kernel
generation, the energy source leads to a localized flame kernel. In the second stage, flame
expansion, the flame front propagates and spreads through the rest of the unburnt fluid. In the
third stage, flame stabilization, the flame achieves a (statistically) steady and stable configuration.

Numerous studies have examined the factors that affect these stages of the ignition process [1].
In turbulent non-premixed mixtures, Birch et al. [2] related the probability of kernel generation to
the fluctuations in local flammable mixture concentration. In later studies, it was shown that the
probability of all three stages being successful is not necessarily equivalent to the probability of
kernel generation, which itself is not necessarily related to the flammability limits of the flow [3].
These results emphasize that the probability of ignition depends on many more factors than just
the local mixture fraction profiles, which determine the flammability limits of the flow.

This stochastic nature of ignition has since been represented using ignition probability maps—
these maps represent the probability of successful ignition by carrying out a large number of
individual ignition trials and by observing the final flame configuration. Ahmed et al. [4–6]
determined ignition probability maps for a variety of canonical configurations and showed that
the local strain rate, convection velocity, spark energy, spark size and flow configuration all play
a part in determining successful ignition.

These experimental approaches are not suitable for use in design of combustion systems
or to understand the details of flame generation and propagation. This limitation has led to
an increasing number of numerical studies of ignition in turbulent flows. Direct numerical
simulations of ignition in turbulent mixtures have shown that the local turbulence intensity and
mixture fraction gradients have a strong influence on the early stages of ignition [7,8]. More
recently, large eddy simulations have been used to successfully reproduce ignition sequences
in flows of increasing complexity and industrial relevance [9–18]. For the purpose of design,
there have been many studies investigating low-order models capable of predicting ignition
probabilities using time-averaged and unsteady non-reacting flow fields [19–24], exhibiting
various degrees of success over different flow configurations.

Given the high sensitivity observed in experiments and the large number of degrees of
freedom in the system, understanding the effect of the different factors on ignition can be quite
cumbersome, requiring large numbers of parametric studies. One approach to overcome this
challenge is to use ideas from optimal control theory. This involves formulating a constrained
optimization problem for a suitable cost functional of interest and using the adjoint operator to
obtain sensitivity information efficiently in systems with a large number of degrees of freedom.
This general approach has been used, for example, to optimize aircraft wing design [25], to
understand and control instabilities in flows [26–28], to investigate transition to turbulence [29],
to conduct sensitivity studies and optimization of flames [30–33], and to explore and manipulate
thermoacoustic instabilities [34,35].

In the context of ignition, Capecelatro et al. [36–38] used an adjoint-based method to study
parametric sensitivity of ignition in turbulent non-premixed mixing layers and used the adjoint
gradient as part of an optimization algorithm to obtain a minimum ignition energy spark kernel.
Their results showed that local turbulent fluctuations strongly affect the sensitivity to the location
of the ignitor. This sensitivity to ignition location has also been reported in laminar flames [39],
and this observation forms the motivation for this paper.

Rather than studying a turbulent flow that is highly unsteady and features small-scale
local fluctuations, we study laminar flows in which we can control the spatial and temporal
unsteadiness. Similar to Capecelatro et al., we investigate the possibility of using sensitivity
information provided by the adjoint as part of an optimization algorithm to find the ‘best’ place to
ignite a gaseous mixture of fuel and oxidizer. We focus on non-premixed flows, as the competition
between diffusion and reaction is more likely to produce localized optimals.

In §2, we describe the governing equations and formulate the nonlinear optimization problem
in terms of the cost functional of interest and the relevant constraints. In §3, we briefly describe the
numerical implementation. In §4, we validate our approach on a steady laminar jet [40] and then
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apply it to study an unsteady forced and unsteady swirling jet. These cases are characterized
by increasingly complex flow features. Finally, in §5, we offer some conclusions and identify
directions for future work.

2. Mathematical formulation

(a) Governing equations
We use the reacting low Mach number equations [41] to describe the motion of a fluid in a
cylindrical domain Ω , using cylindrical coordinates (x, r, θ ). The fluid in the domain has velocity
u = (ux, ur, uθ ), density ρ, pressure p and temperature Θ . The low Mach number approximation
decomposes the pressure into the thermodynamic pressure p0, which is assumed constant, and
the hydrodynamic pressure p1, which is allowed to vary and enforces the velocity divergence
constraint. These equations allow for large-amplitude density variations due to composition
and temperature, while filtering out acoustic waves [42]. This reduces the computational cost of
solving these equations compared to the fully compressible equations. In non-dimensional form,
the governing equations can be written as

∂ρ

∂t
+ ∇ · (ρu) = 0,

∂(ρu)
∂t

+ ∇ · (ρuu) = −∇p1 + 1
S1Re

∇ · τ ,

ρ

(
∂Z
∂t

+ u · ∇Z
)

= 1
S1ReSc

∇2Z,

ρ

(
∂Θ

∂t
+ u · ∇Θ

)
= 1

S1RePr
∇2Θ + ω̇ + Ė,

ρ[(S1 − 1)Z + 1][(S2 − 1)Θ + 1] = p0,

(2.1)

where τ = [∇u + (∇u)T] − 2
3 (∇ · u)I is the non-isotropic component of the rate-of-strain tensor, ω̇

represents the non-dimensional rate of heat release rate due to chemical reaction and Ė represents
an external energy source. The mixing between fuel and oxidizer is described by the mixture
fraction Z, which behaves as a passive scalar, and takes a value of zero in pure oxidizer, and
a value of one in pure fuel [43]. We have neglected body forces and the effects of buoyancy,
assumed Fourier’s Law of conduction and that the dynamic viscosity, thermal conductivity, mass
diffusivity and specific heat capacity are uniform throughout the flow. The Prandtl number, Pr,
and Schmidt number, Sc, then describe the ratio of the diffusivity of temperature and species,
respectively, to the diffusivity of momentum.

The flow variables have been non-dimensionalized by using the values of the fuel jet diameter,
fuel jet centreline velocity and oxidizer density as reference values. The thermodynamic pressure
p0 can be set to 1 without loss of generality. The ratio of the oxidizer density to fuel density
defines the density ratio parameter, S1. The Reynolds number, Re, however, is defined in terms
of the fuel density. This definition introduces a 1/S1 factor in front of the viscous terms in
equation (2.1). The non-dimensional temperature is defined as Θ = (T∗ − T0)/(Tf − T0), where
T∗ (K) is the dimensional temperature, Tf is the dimensional adiabatic flame temperature and T0
is the dimensional ambient oxidizer temperature. The ratio of the adiabatic flame temperature to
the ambient temperature defines the temperature ratio parameter S2. The conservation equations
are supplemented by an equation of state, specified by the ideal gas law. The equation of state can
be used together with the equation of continuity to obtain an expression for the divergence of the
velocity field

− ∇ · u = K2

S1ReSc
∇2Z + K1

(
1

S1RePr
∇2Θ + Daω̇ + Ė

)
, (2.2)
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where K1 = (S2 − 1)[(S1 − 1)Z + 1] and K2 = (S1 − 1) [(S2 − 1)Θ + 1]. This expression shows that,
in the absence of acoustic waves, non-zero divergence arises from the heat release and the
diffusion of mass and energy.

(b) Reaction chemistry
For this investigation, we model the reaction chemistry using the simplest form capable of
capturing the essential physics of the problem. We assume that the fuel and oxidizer react through
a simple one-step global reversible reaction

fuel + s(oxidizer) � products, (2.3)

where s is the mass stoichiometric ratio of the reaction. Using a standard Arrhenius Law, the
dimensional rate of fuel consumption for an irreversible reaction between 1 mole of fuel and νO

moles of oxidizer is given by

ω̇∗
F = A∗T∗β1

(
ρ∗YF

W∗
F

)(
ρ∗YO

W∗
O

)νO

exp
(

−T∗
a

T∗

)
, (2.4)

where Yk and W∗
k represent the mass fraction and molecular weight of species k, A∗ is the

dimensional reaction rate constant, β1 is the temperature exponent of the reaction and T∗
a is the

dimensional activation energy of the reaction. The dimensional rate of heat release is then given
by

ω̇∗
T = Q̇∗ω̇∗

F, (2.5)

where Q̇∗ is the dimensional heat released per unit mass of fuel consumed. For simplicity, we
assume that νO = 1 and β1 = 0. Following Williams [44], the non-dimensional rate of heat release
can be written as

ω̇= ρ2(YFYO − κY2
P) exp

(
−β
α

)
exp

[ −β(1 −Θ)
1 − α(1 −Θ)

]
, (2.6)

where β ≡ αTa/Tf is the Zeldovich number that is related to the activation temperature of the
reaction, α≡ (Tf − T0)/Tf is the heat release parameter, and κ is an equilibrium constant that is
used to model the reversible nature of the reaction as done in previous studies [45].

By using the non-dimensionalization for the temperature that we have, the unity Lewis
number assumption means that the non-dimensional temperature and product mass fraction are
identical, i.e. YP =Θ . Using this relationship together with the definition of the mixture fraction

Z = sYF − YO + 1
s + 1

, (2.7)

and conservation of species
YF + YO + YP = 1, (2.8)

the non-dimensional reaction rate in (2.1) is then given by

ω̇= Daρ2
{(

Z − Θ

s + 1

)(
1 − Z − sΘ

s + 1

)
− κΘ2

}
exp

(
−β
α

)
exp

[ −β(1 −Θ)
1 − α(1 −Θ)

]
, (2.9)

where the Damköhler number Da represents the ratio of the chemical to the hydrodynamic time
scale.

In this paper, we will use this reaction chemistry as a simple model for a methane–air mixture.
For this fuel-oxidizer combination, the density ratio and mass stoichiometric ratio are given by
S1 = 1.84, s = 4.0 and Pr = Sc = 1.0. Following [45], the equilibrium constant is nominally set to
κ = 0.01.

The adiabatic flame temperature and heat release parameter are set using the parameter S2.
Assuming a dimensional oxidizer temperature of 300 K, we use a value of S2 = 7.0 to give an
adiabatic flame temperature of 2100 K. The Zeldovich number β determines the stiffness of the
problem and the mesh resolution required to resolve the flame. Higher values of β lead to a stiffer
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Figure 1. The non-dimensional reaction rate (ω̇/Da) (2.9) as a function of the mixture fraction and non-dimensional
temperature. The thick black line indicates the equilibrium surface, ω̇= 0.

problem and require a higher resolution. Typical hydrocarbon flames have a value of β = 18–20—
however, the computational requirements for this would be too high. In this study, we use a
value of β = 3—this leads to flames that are thicker than in reality. For given values of α and β,
the flame speed is controlled by the Damköhler number. For each of the cases we investigate, we
set the Damköhler number to produce a flame speed of the order of the laminar flame speed of
methane in air at stoichiometric conditions (around 0.3 m s−1). Given that transport properties
are assumed constant in this study, the nonlinear heat release and subsequent flame propagation
that result from this simplified chemistry is sufficient as an approximate model for a methane-air
flame.

Figure 1 shows contours of the non-dimensional reaction rate obtained for our choice of
parameters. The stoichiometric mixture fraction is Zst = 1/(s + 1) = 0.2, and the maximum heat
release is obtained for rich mixture fractions of around Z ≈ 0.3.

(c) Ignition model
In the context of ignition modelling, the LMN equations cannot capture the breakdown of the
fluid into a plasma following energy deposition from an electric spark plug or a laser, or the
subsequent pressure waves resulting from the expansion of the plasma to produce an ignition
flame kernel. These processes occur over time scales that are much faster than the propagation of
the flame, and are neglected here.

We consider two ways of igniting the flow, both of which have been used in previous studies.
The first, and simplest, way is through the initial condition on the temperature field. We can
consider a small pocket of hot gas [39], described by a Gaussian function with axial (xs) and
radial (rs) locations, radius (sr) and amplitude (A), as an ignition kernel:

Θ0(x, t = 0) = A exp

(
− (x − xs)2 + (r − rs)2

s2
r

)
. (2.10)

The second, and more general approach, is for ignition to be initiated through the source
term in the energy equation, Ė(x, t). Following previous studies [7,8,38], we define the energy
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source as a Gaussian function, parametrized by its axial (xs) and radial (rs) locations, radius (sr),
amplitude (A), time (ts) and duration (st):

Ė(x, t) = A exp

(
− (t − ts)2

s2
t

)
exp

(
− (x − xs)2 + (r − rs)2

s2
r

)
. (2.11)

Previous studies [7] have shown that a minimum source size and amplitude is needed for
successful ignition. Increasing size, increasing amplitude and duration of the energy source
naturally promote ignition [38]. In this study, therefore, for a given problem, we keep the duration,
amplitude and radius constant, and allow the location of the energy source to vary. This set of
parameters is labelled g = [xs, rs]T.

(d) Variational framework
The governing equations, equation (2.1), written in the compact form

∂q
∂t

− N (q) = 0 (2.12)

describe the evolution of a state vector q(x, t) ≡ [m, Z,Θ , ρ]T, where m = ρu is the fluid
momentum, starting from an initial condition q(x, t = 0) = q0(x), and subject to the source term
Ė(g)(x, t). We wish to find the parameters g that maximize a cost functional J . In the general case,
these parameters may be design variables or shape parameters. In our case, these parameters
are the location of the energy source. The cost functional should be an appropriate measure
of successful ignition. In this study, we consider the time-averaged temperature and the time-
averaged heat release rate as measures of successful ignition. They have been shown to be suitable
for optimization over short times following ignition [38]. The optimization problem is thus to
find the location of the energy source that maximizes the heat release or temperature over a time
period. The cost functionals are given by

JT = 1
2

∫ t=τ

t=0

∫
Ω

ψ(x, t)Θ2(x, t) dV dt, (2.13)

Jω =
∫ t=τ

t=0

∫
Ω

ψ(x, t)ω̇(x, t) dV dt, (2.14)

where dV is a normalized volume element of the domain Ω and ψ is a masking function that can
be specified to restrict the cost functional to a subset of the spatial domain and temporal evolution.
In this study, we only consider the case where ψ = 1 but this can be varied in the future if needed.
The cost functional is constrained by the governing equations, equation (2.1), and by the initial
condition q0. The optimization problem can then be posed as the augmented Lagrangian

L=J (q) −
〈
q+(x, t),

∂q
∂t

− N (q)
〉
− [q+

0 , q(x, 0) − q0], (2.15)

where the inner products are defined as

〈a, b〉 =
∫ t=τ

t=0

∫
Ω

aTb dV dt,

[a, b] =
∫
Ω

aTb dV. (2.16)

The adjoint variables q+(x, t) ≡ [m+
i , Z+, Θ+, ρ+]T act as Lagrange multipliers and enforce the

constraints described by the governing equations. A necessary condition for a local maximum
of the cost functional is that δJ = 0. In the constrained problem, this is achieved by setting first
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variations with respect to all variables to zero. Setting first variations with respect to q to zero
produces a set of equations that describes the evolution of the adjoint variables

− ∂q+

∂t
=
(
∂N
∂q

)T
q+ + ∂J

∂q
. (2.17)

The last term on the right-hand side corresponds to forcing terms for the adjoint equations arising
from the derivative of the cost functional with respect to the state q. Rather than deriving these
equations algebraically, we implement the terms using a discrete-adjoint approach that involves
taking the transpose of the discretized linear operator L = ∂N /∂q. Taking variations with respect
to the parameters gives

δL
δg

=
∫ τ

0

∫
Ω

∂J
∂g

−
(
∂N
∂g

)T
q+ dV dt. (2.18)

The first term on the right-hand side is zero because the cost functionals we choose have no
explicit dependence on g. The second term on the right-hand side only involves derivatives of
Ė with respect to the parameters, which can be derived analytically. The gradient of the cost
functional with respect to the parameters is then given by

∇gJ =
∫ τ

0

∫
Ω

∂Q̇
∂g
Θ+ dV dt. (2.19)

Similarly, when considering the initial condition as the ignition source, the gradient of the cost
functional with respect to ignition location is given by

∇g0J =
∫
Ω

∂Θ0

∂g0
Θ+ dV. (2.20)

These gradients can be used with a suitable gradient-based optimization algorithm to arrive at an
optimal ignition source location g(opt).

It is, of course, possible to extend the formalism described above to consider different cost
functionals and parameters. In some cases, it might be necessary to add an additional constraint
to the augmented Lagrangian. If, for example, we wished to find the optimal energy source spatial
distribution rather than just its location, we would need to add an additional term constraining
some norm of the energy source in order to regularize the problem and ensure solutions remain
bounded.

3. Numerical method
We use an axisymmetric direct numerical simulation code [46] to solve the governing equations.
The axisymmetric equations (detailed in appendix A) are discretized in space using a sixth-order
compact finite difference scheme. In the streamwise direction, the grid points have uniform mesh
spacing, while in the radial direction, the grid points are concentrated around the centreline
and the lateral boundaries. A classical fourth-order Runge–Kutta scheme is used to march the
discretized equations forward in time. A pressure-projection scheme is used to enforce the
non-zero divergence of the momentum. The Poisson equation is solved using a discrete-cosine
transform in the axial direction and, subsequently, a tridiagonal matrix algorithm in the radial
direction. Homogeneous Neumann boundary conditions are set on the pressure at the streamwise
inlet and outlet boundaries, while homogeneous Dirichlet boundary conditions are set on the
pressure at the lateral boundaries.

Along the lateral boundary, we use a viscous traction-free boundary condition (τ · n = 0) for
the momentum in order to allow entrainment of fluid and set the scalar fields to be zero (Θ = 0
and Z = 0). At the outlet boundary, we use a convective boundary condition for the momentum,
temperature and mixture fraction (∂q/∂t + U∂q/∂x = 0). These boundary conditions model flow
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into a semi-infinite domain in the downstream and radial directions. At the inlet boundary, we
set the velocity and mixture fraction profiles to have top-hat profiles [47], mimicking a jet of fuel
exiting from a round nozzle into quiescent oxidizer. The temperature profile at the inlet is set to
be uniform and equal to the free-stream. These are expressed numerically as

Zin = 0.5 + 0.5 tanh(0.25st(0.5|r|−1 − 2|r|)),
ux,in = (1 − uc)Zin + uc,

ur,in = 0,

uθ ,in = 2Sr exp(−(2|r|/0.9)4),

Θin = 0,

(3.1)

where st = 12.5 is the non-dimensional shear layer thickness, uc = 0.01 is a small co-flow velocity
added for numerical stability [41] and S is a non-dimensional swirl number, set to zero for the
non-swirling cases.

The discrete-adjoint system is implemented by first linearizing the code that solves the
nonlinear governing equations, and, subsequently, treating each procedure as a matrix-vector
product and deriving its transpose. This is similar to the process of automatic differentiation,
but instead, we do it by hand. Further details about this differentiation can be found in [48].
Homogeneous Dirichlet boundary conditions are applied at all boundaries for the linearized code
and its discrete adjoint.

The negative time derivative in equation (2.17) means that the adjoint equations have to be
solved backward in time. The terms on the right-hand side of the adjoint equations involve the
state variables, q(x, t), and therefore, require the forward solution at each time step. During the
forward solution, the state variables at each time step and intermediate Runge–Kutta step are
stored in memory for use during the adjoint solution. The use of simplified chemistry and the
mixture fraction avoids excessive memory requirements in this regard.

The adjoint code is verified by ensuring that the dot-product relationship between the
linearized code and the discrete adjoint code, for random input state vectors q1 and q2, is satisfied
to 10−15 for more than a hundred time-steps,

qT
2 Lq1 = qT

1 LTq2. (3.2)

The accuracy of the gradient for the nonlinear code is checked by calculating the gradient ∇rsJω
from the adjoint and comparing it to the gradient calculated by a first-order forward finite
difference scheme for the laminar jet in §4a. Using a Taylor series expansion, it can be shown
that the error in the adjoint gradient should scale linearly with the perturbation δrs

ε≡
∣∣∣∣J (q, rs + δrs) − J (q0, rs)

rs
− ∇rsJ

∣∣∣∣=O(|δrs|). (3.3)

Figure 2 shows this quantity for ignition using an initial condition and ignition using an energy
source. In both cases, the error exhibits the expected behaviour over a range of 10−3 < δrs < 10−1.
For values higher than this range, nonlinear effects are dominant. For values lower than this
range, the error levels off due to the finite precision of the forward differencing scheme—similar
to the behaviour seen in previous studies with discrete adjoints. In our study, therefore, we will
only consider step sizes within this range.

For the optimization, we use the adjoint gradient as part of a steepest ascent algorithm. The
optimal step size in each iteration is calculated using a backtracking strategy. Starting from a step-
size of 0.1, the cost function is evaluated with the new ignition location. If the cost function does
not show a sufficient increase as defined by Armijo–Goldstein condition, the step size is reduced
by a factor of two-third until this condition is satisfied. The optimization terminates if the step-size
is below 10−3.
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Figure 2. The error in the adjoint gradient for the laminar jet in §4a for ignition using an initial condition (crosses) and ignition
using an energy source (circles). The solid line shows linear scaling. (Online version in colour.)

4. Results

(a) A steady laminar jet
We now apply the framework described in the previous section to study an axisymmetric jet of
methane exiting into a cylindrical domain filled with air. We use the jet diameter, D, and jet axial
velocity as reference scales and consider flow at Re = 200 with Da = 1.0 × 105. We use a grid with
255 × 513 points for a cylindrical domain measuring 10.0 × 10.0 jet diameters in the radial and
axial directions, respectively. We find this choice of parameters to produce results that are well
converged and well-resolved based on previous simulations [46].

Before we proceed with optimizing the ignition placement, we find it useful to simulate the
ignition process. We obtain a non-reacting flow by setting Da = 0 initially. Subsequently, we
‘ignite’ the flow at the location (xs, rs) = (1.0, 0.5) and observe how the flame develops (figure 3).
We compare igniting the flow using an initial condition on the temperature field with igniting
the flow using an external energy source, considering two source term amplitude profiles, source
A with (A, ts, st) = (10.0, 0.05, 0.2), and source B, with (A, ts, st) = (5.0, 0.3, 0.1). In figure 4,
we plot the instantaneous values of the volume-averaged temperature field and heat release rate
obtained using the two different ignition sources and two different ignition methods. The cost
functionals, JT and Jω, correspond to the area underneath these curves. The different ignition
methods produce similar curves. We note that the thermal energy and heat release rate rise rapidly
and then level off and achieve a steady state. Comparing these curves with figure 3, we note that
the initial rapid rise corresponds to the flame growing through the flow (figure 3a,b). Once the
flame has grown through the entire numerical domain (around t = 10), the thermal energy begins
to level off (figure 3c) and the flame adjusts and stabilizes to reach a steady state (figure 3d).

Using a perfectly stirred reactor model (PSR), Capecelatro et al. [38] showed that integrating the
cost functional over long time durations led to an ill-posed optimization problem because of the
discontinuous boundary separating successful and failed ignition. Robust sensitivity gradients
could be obtained, however, by only evaluating the cost function over a finite duration following
ignition. In applying this to ignition in a turbulent mixing layer, they also avoided the exponential
growth that is typically found in adjoints in chaotic flows. In this study, although the flows are
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Figure 3. (a–d) Temporal evolution of the temperature field (top) and axial velocity field (bottom) during the ignition process
for ignition using an initial condition. The black line corresponds to the stoichiometric surface Zst = 0.2. The white circles
represent the ignition location. (Online version in colour.)

laminar and the adjoint does not grow exponentially, long integration times would still lead
to an ill-posed problem. We, therefore, optimize over finite time spans corresponding to the
initial growth of the flame kernel to reach a significant size. A non-dimensional time unit of 1
corresponds to the convective time scale—the time taken for a scalar at the jet centreline to be
advected one jet diameter downstream. For the Damköhler numbers that we consider here (104–
105), this is much larger than the chemical time scale. We find that optimizing over a time τ ∼O(1)
gives sufficient time for the hydrodynamics to affect the flame kernel. For reference, it takes 10
time units for the flame to grow through the computational domain that we consider (as shown
in figure 3), and we typically consider optimization horizons 10−2 ≤ τ ≤ 10.

The sensitivity to ignition is determined by the adjoint temperature field. In figure 5, we plot
the evolution of the temperature and adjoint temperature fields for source A for an optimization
time τ = 1.0, while optimizing for Jω. At each point in time, the adjoint field identifies the most
sensitive regions in the flow. These are the regions where a small change produces the largest
effect on the cost functional. Although they are not shown here, the results using source B or the
initial condition for ignition show the same features as in figure 5. The same goes for cases where
JT was used as the cost functional.

We note that, at intermediate times at which the flame is growing, the adjoint fields have
large magnitudes around the flame front. This makes physical sense because the reaction rates
and thermal gradients are high in these locations. The adjoint temperature field at t = 0 provides
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information on the sensitivity of the initial condition. We note that this field is not as localized
as the initial condition itself. It identifies regions downstream and radially outward that are
influential compared with the original ignition location.

In figure 6, we compare the adjoint temperature field at t = 0 for optimization times of τ = 1.0,
τ = 5.0 and τ = 10.0. We note that longer optimization times lead to more spatially elongated
structures in the adjoint temperature. These structures are aligned against the mean shear and are
reminiscent of the Orr mechanism that is responsible for non-modal perturbation growth in shear
flows [49]. This is indicative of the hydrodynamics playing a more important role in determining
the heat release over longer times.
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Table 1. Parameters for optimization study of ignition in a steady laminar jet in figure 7.

symbol ignition method cost functional optimization time initial spark position

circles energy source Jω 0.1 0.5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

crosses energy source Jω 0.5 1.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

squares energy source Jω 1.0 1.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

plusses energy source JT 0.5 1.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dots initial condition Jω 0.1 1.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

A cursory interpretation of this field is to deduce that moving the ignition source to a region
of positive sensitivity will increase the cost functional, whereas moving the ignition source to a
region of negative sensitivity will decrease the cost functional. A more quantitative interpretation
can be obtained by calculating the gradient in equation (2.19) or equation (2.20). This is an
integral quantity, summed over the optimization period. To find an optimal ignition location,
we use the adjoint gradient as part of an iterative optimization algorithm. A standard steepest
ascent or conjugate gradient algorithm did not converge efficiently because of the inherent bias in
the gradient vector—the radial component is much larger than the axial component. In other
words, the mixture fraction and flow properties vary weakly in the axial direction but vary
strongly in the radial direction. We follow an alternative optimization strategy where we fix
the axial position and find the optimal radial position at each axial location. The results of this
optimization procedure are shown in figure 7, for different ignition methods, cost functionals and
optimization times. We find that, for each axial location, the optimal radial position lies close to
the stoichiometric mixture fraction surface, but on the rich side, around Z ≈ 0.3—corresponding
to the maximum reaction rate in figure 1.

Changing the cost functional, initial source location, ignition method and optimization time
produces optimal locations that agree to the order of 10−2. Using JT as the cost functional causes
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the optimization procedure to diverge for short optimization times of τ = 0.1 when initialized
anywhere (not shown) and for xs ⊆ [1.0, 2.0] in the figure shown when initialized outside the jet.
This motivates us to use the integrated heat release Jω as the cost functional for the rest of this
study as it proves to be more robust. Although ignition by the initial condition is a valid approach,
we will use ignition by an energy source term for the rest of this study, because it is more general
and can be applied straightforwardly to unsteady flows.

This simple test case demonstrates the validity and robustness of our optimization approach.

(b) An unsteady forced jet
It is well known that the local strain rate has a strong effect on ignition, even in laminar flows
[39]. In the previous section, the jet was fairly uniform in the axial direction, and the effect of the
local strain rate on the optimal ignition locations was negligible. In order to include the effects
of strain, we consider a jet of methane at Re = 400 with harmonic forcing at the inlet boundary.
We use a grid with 255 × 513 points for a cylindrical domain measuring 10.0 × 10.0 jet diameters
in the radial and axial directions, respectively. The inlet velocity is now given by ux(x = 0, t) =
(1 + Af sin(2πωf t))ux,in(r). Figure 8a shows the flow through one period of forcing, for forcing
amplitude Af = 0.5 and forcing frequency ωf = 0.5. There is a significant roll-up of the shear layer
via a Kelvin–Helmholtz instability up to about two jet diameters downstream of the inlet plane.
A characteristic time for this flow is the period T = 1/ωf = 2.0.
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In non-premixed combustion, the scalar dissipation rate, χ = ‖∇Z‖2, plays an important role
and is known to be correlated to the strain rate [43], with ∇Z = [∂Z/∂x, ∂Z/∂r]T in this geometry.
This offers a natural alternative for understanding the local flow characteristics. Figure 8b shows
the scalar dissipation rate for the forced methane jet. Regions of high scalar dissipation rate
correspond to regions of sharp velocity gradients on the rich side of the stoichiometric surface.

We now use our gradient-based optimization framework to identify ignition locations that
maximize heat release over a period of time. For this flow configuration, we set Da = 5.0 × 104

to match the flame speed of a methane–air flame. In order to understand the effect of different
factors on ignition, we vary the initial ignition location and optimization time. Figure 9a shows
the results of optimizing the location of a constant high-amplitude (A = 20) energy source over
a time τ = 0.02, which corresponds to one hundredth of a period. The initial ignition locations
correspond to a source in a region of high scalar dissipation rate and rich mixture fraction at the
upstream (0.32, 0.45) and downstream (1.17, 0.64) edge of the Kelvin–Helmholtz (K-H) vortex, a
source in a region outside the jet shear layer (1.0, 1.0), and a source in the centre of the K-H vortex
(0.82, 0.52), which is a region of low scalar dissipation rate and rich mixture fraction. For each of
these initial conditions, we find that the optimization algorithm converges towards points that
are near Z ≈ 0.3 and that have a lower scalar dissipation rate. This preferred mixture fraction
corresponds to the maximum heat release from the reaction chemistry in figure 1. For this short
optimization time, we find that the algorithm converges towards the first point where it finds an
optimal mixture fraction, even if the scalar dissipation rate is moderately high there—for each of
the initial conditions, this leads to a different local optimum.

Figure 9b–d shows the results of optimizing the location of an energy source with (A, ts,st) =
(20.0, 0.025T, 0.01T) over successively longer horizons, τ = 1.0,(0.5T), τ = 2.0 (T) and τ = 10.0 (5T),
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respectively. We find that the initial conditions tend to converge to the same optimal location
in some cases. This is clearly seen when considering the two cases that converge upstream for
τ = 0.5 T (figure 9b) and the two cases that converge downstream for τ = 5T (figure 9d). These
two local optima, one at (0.6, 0.6) and one at (1.7, 0.7), are identified for multiple initial conditions
or over multiple optimization times. This suggests that these local optima have some degree of
robustness.

For the longer time periods, the optimal locations lie in regions where the scalar dissipation
rate is low. This shows that the effects of the scalar dissipation rate become more important over
longer time spans as the flame kernel has more time to be affected by the hydrodynamics. For
short times, the mixture fraction has a stronger influence because it determines the heat release
directly through equation (2.9).

(c) An unsteady swirling jet
We now apply the optimization strategy to a more complex and unsteady flow configuration:
a swirling jet experiencing vortex breakdown. Swirl is often used in combustion applications to
improve mixing between fuel and air and to stabilize the flame [50]. At sufficiently high values
of swirl, a swirling jet experiences vortex breakdown. This is characterized by the formation of a
region of recirculating flow near the jet axis. The recirculation zone can take many forms, which
include a steady bubble, an unsteady bubble and an unsteady cone. A spiral instability often
develops around the recirculation zone.

In this section, we consider an axisymmetric swirling jet of methane experiencing vortex
breakdown. We use the jet diameter, D, and jet axial velocity as reference scales and consider
flow at Re = 500 with Da = 4.0 × 104 for the reacting flow. We use a grid with 255 × 513 points
for a cylindrical domain measuring 10.0 × 10.0 jet diameters in the radial and axial directions,
respectively. Figure 10 shows the evolution of the non-reacting jet, as an unsteady conical
recirculation zone forms, with vortices shed downstream. The flow diverges sharply downstream
of the inlet, and a large region of recirculating fluid develops near the jet axis.

Just as in the previous section, we run our optimization algorithm for various initial ignition
locations and optimization times. Figure 11a shows the results of the optimization for a constant
high amplitude energy source A = 50 for a short horizon τ = 0.02. Each initial condition converges
to a local optimum with a mixture fraction that is roughly optimal. It is interesting to note that
several initial conditions converge to the same local optimal around (1.2, 0.9). Cases initialized



16

royalsocietypublishing.org/journal/rspa
Proc.R.Soc.A477:20200472

...........................................................

1 2 3

t = 0.02
(a)

t = 0.2
(b)

t = 2.0
(c)

t = 4.0
(d)

0

2

1

3

1 2 30

2

1

3

1 2 30

2

1

3

1 2 30

2

1

3

x

r

10

20

30

40

x

r

10

20

30

40

x

r

10

20

30

40

x

r

10

20

30

40

Figure 11. Optimized ignition locations starting from various initial conditions for different optimization times, for a constant
energy source with A= 50 for (a) τ = 0.02, and an energy source with (A, ts, st)= (20.0, 0.05, 0.02) for (b) τ = 0.2, (c)
τ = 2 and (d) τ = 4. The white dots represent intermediate steps during the optimization, and the white circles represent
identified local optima. The black lines represent contours of mixture fraction. The stoichiometric surface corresponds to Zst =
0.2. The colour scale represents contours of scalar dissipation rate. (Online version in colour.)

in regions of pure oxidizer tend to converge to the closest location with optimal mixture
fraction. These features are reproduced when optimizing the location of an energy source with
parameters (A, ts, st) = (20.0, 0.05, 0.02) for longer optimization times of τ = 0.2 (figure 11b),
τ = 2.0 (figure 11c), and τ = 4.0 (figure 11d) where the hydrodynamics have more time to act. For
this flow, we find that many of the local optimal locations identified are robust with respect to
increases in the optimization time. This is particularly true for the local optimals located in the
shear layer that are identified from initial conditions outside the jet. The local optimal in the near
recirculation zone shows small variations with optimization time, but remains a robust feature.
By contrast, the local optimal identified further downstream shows considerable variation with
optimization time—this is because the flow further downstream exhibits more unsteadiness. By
comparing the values of the cost functionals resulting from each of the different local optima
identified, we can select the local optimal at (1.2, 0.9) as the preferred ignition location.

5. Conclusion
In this paper, we have developed and applied a gradient-based optimization procedure with
the aim of identifying optimal placement of an ignition source in a non-premixed mixture. The
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time-averaged heat release rate has been selected as a cost functional to indicate the success of
ignition. We have used direct numerical simulations of the low Mach number Navier–Stokes
equations with single-step reaction chemistry, together with a discrete adjoint formalism, to
obtain sensitivity gradients of the cost functional with respect to the spatial location of an
ignition source. The ignition source is modelled as a Gaussian source term in the energy
equation.

We validated this approach by applying it to study ignition of an axisymmetric methane jet. We
found that the optimal ignition locations track the stoichiometric mixture fraction surface in the
flow, and tend to lie on the rich side of the mixture—close to the mixture fraction that maximizes
heat release in our reaction chemistry model.

We then applied the optimization algorithm to study ignition of an unsteady forced
methane jet and an unsteady swirling methane jet experiencing conical vortex breakdown. The
optimization is strongly non-convex, and, as a consequence, multiple local optima are identified
for different initial conditions. For short optimization times, different initial conditions converge
towards locations with optimal mixture fraction within their local basin of attraction. For longer
optimization times, the basins of attraction of different initial conditions converge towards
the same local optima; these local optima correspond to regions with low scalar dissipation
rate.

The results show that, for optimizing over a short horizon (much smaller than the convective
time scale), the local mixture fraction is the only governing factor. The optimal ignition location
corresponds to a mixture fraction that maximizes heat release (according to the reaction chemistry
model), even if the local scalar dissipation rate is moderately high. This is due to the fact
that the hydrodynamics do not have sufficient time to affect the heat release. For longer time
horizons (around the order of the convective time scale or more), the hydrodynamics become
more influential as the flame kernel has time to respond to the flow. Consequently, the local
scalar dissipation rate and local mixture fraction are both important, and the optimal ignition
source is one which maximizes heat release according to the reaction chemistry and, at the
same time, allows the flame kernel to continue growing as it is advected and diffused by
the flow.

Even when using a simple model of reaction chemistry, the complex interplay between the
hydrodynamics and the chemistry leads to the identification of non-trivial optimal ignition
locations. This interplay is expected to become even more complex as the effects of more realistic
chemistry models are considered. Adjoint-based methods will provide a significant advantage in
this case, as the effect of multiple reactions and species can be computed efficiently. This work is
currently being pursued.

With regard to our original aim of identifying the ‘best’ location to ignite a non-premixed
mixture, we conclude that, in practice, there is no single ‘best’ location—rather, there may exist
many locations that are equally advantageous. Gradient-based optimization can be used to find
a location that is better than an initial guess, but the robustness of this location needs to be
established over different optimization horizons.
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Appendix A. Governing equations in axisymmetric coordinates
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