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Abstract

Microfabricated magnetic traps (“microtraps”) for ultracold atoms allow the creation of complex, precisely-controlled, and sharply-varying potentials that hold great promise for a variety of new quantum devices for atomic matter waves. We present two experiments that examine the capabilities and also the fundamental limits of microtraps.

In the first experiment, we investigate the stability of magnetically trapped Bose-Einstein condensates and thermal clouds near the transition temperature at distances of 0.5-10 microns from a microfabricated silicon chip. Near a copper film, the trap lifetime is limited by spin flips due to the coupling of the atoms’ electronic spins to magnetic field fluctuations produced by the thermal motion of electrons in the copper (Johnson noise). We present a simple formula that can account for this observed loss process with no free parameters. A dielectric surface has no adverse effect on the trapped atoms until they are brought so close to the surface that the attractive Casimir-Polder potential reduces the trap depth, which leads to loss of atoms.

In the second experiment, we implement sensitive atom detection for atoms in the microtrap through the use of a medium-finesse, macroscopic optical resonator integrated with the chip. As detection methods, we employ both fluorescence into the cavity and atom-induced reduction in cavity transmission. In fluorescence, we register 2.0 photon counts per atom, which allows us to detect single atoms with 75% efficiency in 250 µs. In absorption, we measure transmission attenuation of 3.3% per atom, which allows us to count small numbers of atoms with a resolution of about 1 atom. We also demonstrate shot-noise-limited atom preparation down to 1 atom.
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Chapter 1

Introduction

One of the most intensive directions of atomic physics research following the achievement of Bose-Einstein condensation (BEC) in a gas of neutral atoms \([1, 2, 3]\) has been the implementation of quantum atom optics devices that would take advantage of the macroscopic-wave-like nature of BECs. The atom laser \([4, 5, 6, 7]\) is perhaps the most prominent such device, but there are many others that have received experimental and theoretical attention. A research area that has attracted a lot of interest as a promising means for implementing such devices is magnetic traps produced by microfabricated structures ("microtraps") patterned on chips.

More generally, one way to describe the mission of atomic physics is that it seeks to achieve maximal quantum control over every atomic degree of freedom, both internal and external. To that end, advances in laser sources continue to improve our ability to manipulate atoms’ internal states, while laser and evaporative cooling have made possible near-total control of atomic kinetic energy. Full control over atomic position and motion requires potentials that vary abruptly on the length scale of the atoms’ effective size, given by the de Broglie wavelength, which typically equals around \(1 \mu\text{m}\) for ultracold atoms at temperatures around \(1 \mu\text{K}\). For magnetically trapped atoms, the sharpness of the potential is given by the magnetic field gradient; since the gradient produced by a conducting wire varies with the inverse square of the distance from the wire, potentials suitable for fine manipulation of atomic position can be created at small distances from miniaturized conductors. Furthermore, in order to
be useful for atom manipulation, these potentials must be not only sharply varying but also precisely known and controlled, which requires that the parameters of the conductors that generate them be likewise precisely controlled. Modern microfabrication techniques allow just this kind of control over the position, size, and shape of conductors deposited on substrates. In addition, the large gradients that can be achieved in microtraps allow high initial trapped atom densities, which corresponds to short thermalization times and therefore allow fast evaporative cooling and BEC production. Microtraps on chips thus offer the capability to produce tight, complex, and precisely controlled magnetic potentials that hold promise for a wide array of quantum atom optics devices.

The first microtrap application to receive intense study was atom waveguides [8, 9, 10]. Magnetic traps generated using straight and parallel current-carrying wires combined with uniform offset fields produce confinement in the plane perpendicular to the wires while the direction along the wires remains unconfined; this is precisely the geometry of a magnetic waveguide. Thus, microtrap waveguides are straightforward to implement, and, furthermore, they are an important component of many more advanced applications, such as guided atoms interferometers (which also require the implementation of beam splitters [11]).

Following the achievement of Bose-Einstein condensation in a microtrap [12, 13, 14], guided atom interferometry in microtraps has received a lot of experimental attention, and, while many serious problems have been encountered, there have recently been several important successes in this area [15, 16, 17, 18].

In addition to trapped atom interferometry, there has been significant work done in BEC Josephson junctions [5, 19] and atomic Fabry-Perot resonators [20, 21] in microtraps. Also, the tight confinement offered by microtraps allows access to one-dimensional physics, such as the creation of a Tonks-Girardeau gas [22, 23, 24, 25, 26], where the interatomic interaction in the presence of confinement leads to a one-dimensional gas of “fermionized” impenetrable bosons [27, 28].

There are, however, both technical and fundamental limits to the miniaturization achievable on a chip. Early experiments observed condensate fragmentation [14, 29, 30], heating [12, 30], and reduced trap lifetime [30]. These effects turned out to
be technical, with the fragmentation being explained by spatial variations of the longitudinal magnetic field near a current-carrying conductor due to [31], while the heating and loss were due to stray radiofrequency fields and could be eliminated by careful electronic design and shielding [14]. But more fundamental limits were also seen, with an observation of loss due to spin flips induced by thermal currents in mesoscopic conductors close to the atoms [32, 33], in good agreement with theory [34, 35].

This dissertation describes experiments that extended the study of surface effects on the stability of ultracold atoms and BECs [36]. Our microtrap design has the advantage of allowing us, through the use of sensitive atom loss processes, to very precisely determine the position of atoms (with respect to the chip surface) that corresponds to a given applied magnetic field. This allows us to measure trapped atom lifetimes down to very short distances (less than a micron) from the surface with excellent distance resolution. Furthermore, we are able to move the trap to position the atoms near either a conducting or a dielectric surface, and measure loss effects from both. We find that the distance dependence of the atom loss as the trap approached a conductor is quantitatively explained by thermal magnetic field fluctuations arising from Johnson-noise-induced currents [34, 35]. Near a dielectric surface, we observe no loss until we approach close enough that the attractive Casimir-Polder potential [37, 38] from the surface begins to limit the trap depth. The loss can be quantitatively modeled by a one-dimensional evaporation model.

Many proposed or existing microtrap experiments would greatly benefit from being able to detect small numbers of atoms or single atoms, either because the miniaturization necessary to conduct them limits the atom number used or because they require measurement of atom statistics and correlations at the single-atom level. The detection of single atoms on a chip is thus an important technical problem in the field [39, 40].

The dissertation discusses our implementation of a sensitive atom detector on the atom chip, which we do by integrating a medium-finesse macroscopic optical resonator around the microtrap [41]. As first discussed by Purcell, atomic emission into and optical depth within a resonator can be greatly enhanced compared to free space
[42], which allows us to observe measurable signals for very small atom numbers. We are able to detect single atoms with high efficiency using cavity-aided fluorescence detection and to count small numbers of atoms with very good resolution using both fluorescence and absorption detection. We are also able to use statistical analysis to show that we achieve shot-noise-limited atom preparation down to one atom.

In Chapter 2, I describe the experimental apparatus used in the surface-effects experiments. Chapter 3 discusses the loading of atoms into the magnetic microtrap on the chip and the evaporation to BEC, and introduces some of the theory of Bose-Einstein condensation. Chapter 4 describes our experiments on the measurement of surface effects, from the precise positioning of atoms near the chip to the measurement and modeling of loss near conducting and dielectric surfaces. Chapter 5 begins with a discussion of resonator physics and a motivation for integrating an optical cavity with our chip, and then goes on to describe the modifications made to our atom chip apparatus in order to accommodate the cavity, as well as the physical implementation of the cavity itself. Finally, in Chapter 6, I discuss our experiments on cavity-aided sensitive atom detection on the atom chip. I begin with a theoretical analysis of the fundamental limits for fluorescence and absorption imaging, then present our results for fluorescence detection for small atom numbers and for single atoms, followed by the results for absorption detection for small atom numbers, and conclude with a comparison between fluorescence and absorption detection in light of both the theoretical analysis and our experimental results. Chapter 7 includes a summary and conclusion, as well as a brief discussion of planned future work.
Chapter 2

Experimental Setup

2.1 Apparatus Overview

Ultracold atom experiments generally require a laser system, a vacuum system, an atom source, coils to generate magnetic fields, and an imaging system. There has been a great deal of technological development in all these areas, so that there now exist a variety of methods to implement each of these experimental subsystems, with different approaches possessing different, and often complementary strengths. The particular implementation chosen can therefore be customized to the needs of the experiment, be it in terms of laser power, vacuum quality, atom number, experiment cycling time, optical access, or many other such parameters.

This chapter describes the experimental apparatus used in our experiments and also discusses some of the considerations and trade-offs involved in our decisions to implement things in a particular way. The apparatus has always been a work-in-progress, and we have made changes and improvements as we have learned more about its capabilities and limitations and have refined our understanding of the various problems we’ve tried to address. The laser system in particular has undergone several major and minor overhauls over the years, and in its description I discuss some the issues we have encountered.
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2.2 Diode Laser System

2.2.1 Laser Parameters

Our experiment uses external-cavity grating feedback diode lasers ("grating lasers") [43] operating on the $^{87}\text{Rb} \, D_2 \, (5^2S_{1/2} \rightarrow 5^2P_{3/2})$ transition at a wavelength of 780.2 nm. Such lasers provide stability, frequency tunability, and linewidths in the 1-1.5 MHz range, narrow compared to the $\Gamma = 2\pi \times 6.1$ MHz natural linewidth of the $^{87}\text{Rb} \, D_2$ line.

The grating laser design is as follows: the laser diode is mounted in a holder which is attached to a temperature-stabilized aluminum plate. A threaded mount for the collimating lens is glued to the laser diode holder so that the collimator is centered on the laser beam. The grating is glued to a piezoelectric transducer (PZT) which is glued to a kinematic lens mount attached to the same aluminum plate several centimeters away from the laser diode. The grating is positioned in a Littrow configuration, with the first-order diffraction going back to the laser diode (see Fig. 2.1).

Figure 2.1: Schematic of initial design for grating-feedback diode lasers used in the experiment. The grating’s first-order diffraction is sent back to the laser while the zeroth-order reflection is transmitted out. The red lines show the laser output and feedback.
The kinematic mount allows one to both tune the frequency of the laser and optimize the feedback from the grating in order to maximize laser stability. Fine-tuning of the frequency is achieved by changing the laser current and simultaneously changing the cavity length by applying a voltage to the PZT. The frequency can also be tuned by varying the temperature of the laser diode, which changes the length of the diode chip’s internal laser cavity, but this method is much slower and less robust, and therefore is avoided when possible.

The relevant trade-off when considering which grating to use is that between higher feedback, which allows for more stable single-mode operation, and higher output power. We have found that a 1200 lines/mm holographic grating with first-order diffraction of 28% and loss of 17% satisfies both the stability and power requirements of our experiment [44].

An important limitation of the linewidth of grating lasers is mechanical vibrations that modulate the external cavity. To address this issue, we have developed a modified grating laser design, in which the piece that holds the laser diode and collimator is screwed to the piece that holds the grating, with rubber in between to damp out mechanical vibrations.

Another issue that has an impact on the stability of diode lasers is the competition between modes of the external (grating) cavity and the laser diode chip’s internal modes. The presence of the internal modes sets a preferred laser frequency region that is significantly narrower than the diode’s gain profile, which limits the extent to which the laser frequency can be tuned by the grating. In addition, occasional mode-hopping between internal chip modes limits the stability of the laser, though this can be minimized by careful alignment of the grating feedback combined with optimizing the tuning current so that the internal and external cavities tune together. Problems arising from the presence of internal chip modes can be solved by using diodes that have an anti-reflection (AR) coating applied to the output facet, so that they no longer have internal chip resonant modes. For lasers that use AR-coated diodes, we have been able to use the grating to tune the frequency over a range of 20 nm, compared to 3-4 nm for non-AR-coated lasers.

Our grating lasers put out 15-30 mW, sufficient for all the laser applications in our
experiment with the exception of the magneto-optical trap (MOT), which requires significantly more power. In order to generate sufficient power for the MOT, we use “slave” lasers, which are diode lasers without external gratings that are injected with a small amount of laser light coming from a “master” grating laser. The injection is achieved by coupling several mW of the master laser’s output in through the polarizing beam splitter in the middle of a two-stage optical isolator at the output of the slave laser. The injected light seeds the gain of the slave lasers so that they lase at the exact frequency of the master. To monitor the relative frequencies of the master and slave lasers, small fractions of the beams are picked off and passed through a modulating Fabry-Perot cavity, with a photodiode monitoring the output. Outside the injection region, as the current of the slave is tuned, the frequency tunes with it; when the injection region is reached, the Fabry-Perot transmission peak from the slave overlaps the peak from the master and does not tune with current.

In addition to not having grating-related losses, slave lasers can use lower-quality laser diodes, which are available at higher output power than high-quality diodes. Thus we are able to build slave lasers that put out in excess of 100 mW.

2.2.2 Laser Frequency Stabilization

To stabilize the frequency of our grating lasers we use a two-tier active stabilization chain. A reference laser is locked to a Rb atomic transition via a vapor cell. Beams from the other grating lasers, the “MOT master” and the “repumper,” are overlapped with beams picked off from the reference laser in fibers coupled to fast photodiodes, which measure the beat note between the reference laser and the other lasers. The beat note frequencies are used to generate the feedback signal that is converted into a laser diode current and a corresponding PZT voltage in order to stabilize the MOT master and repumper laser frequencies and tune them in real time with respect to the reference laser.

Thermal motion of atoms at room temperature leads to a broadening of spectral lines via the Doppler effect, and the Doppler-broadened linewidth of about 500 MHz is two orders of magnitude larger than the Rb natural linewidth. Thus, in order to
use room-temperature vapor to lock a laser more tightly than the natural linewidth, it is necessary to implement a Doppler-free locking scheme. In our case, the reference laser is locked to the $|F = 3, m_F = 3\rangle \rightarrow |F' = 4, m_F' = 4\rangle$ transition of the D$_2$ line in $^{85}\text{Rb}$ ($^{85}\text{Rb}$ and $^{87}\text{Rb}$ coexist in our vapor cell and this transition turns out to be the most convenient) using a Doppler-free polarization spectroscopy lock [45]. In this locking scheme, a linearly polarized probe beam is sent through a room-temperature vapor cell with a counterpropagating circularly polarized pump beam derived from the same laser. At the frequency where both beams are resonant with the same set of atoms (the zero-velocity atoms if both beams are resonant with the same transition), the two circularly polarized components of the probe see different amounts of atomic saturation due to the presence of the pump, which will both rotate the probe’s polarization axis and make it elliptically polarized in a frequency-dependent way. If the probe light coming out of the sample is measured after a linear polarizer that is close to perpendicular with the initial probe polarization, the result will be a dispersive line shape centered on the transition frequency. This signal can then be directly converted into a voltage used in a negative feedback loop to stabilize the reference laser current and PZT voltage so as to make the laser frequency resonant with the atomic transition. To improve the lock, we mount a permanent magnet near the vapor cell, which defines a quantization axis that optimizes our signal and makes the lock insensitive to stray magnetic fields.

The portion of the reference laser light that is not used for the polarization spectroscopy lock is split up between the beat note locks for the MOT master and repumper lasers. The two locks are very similar – the beat note signal from a fast photodiode is amplified, divided down in frequency to less than 300 kHz, and fed into a phase-locked loop (PLL) integrated circuit. The PLL’s internal voltage-controlled oscillator (VCO) locks to the beat note frequency, and the VCO control voltage is then proportional to the difference between the beat note frequency and the free-running VCO frequency. By adding an offset to this voltage and feeding it back to the laser frequency control via the laser current and PZT voltage we can tune the laser to a frequency set by the offset voltage. Changing the offset voltage allows us to tune the lasers in real time by more than a GHz, with the maximum speed of tuning
given by the time constant of the feedback loop.

To illustrate the frequencies involved, the $^{87}\text{Rb} \ D_2$ transition level diagram with the frequencies of the MOT and repumper lasers is shown in Fig. 2.2. The reference laser wavelength is 780.244 nm, which puts it 1.1 GHz to the blue of the MOT frequency and 5.5 GHz to the red of the repumper frequency. Our digital frequency dividers do not work well above about 2 GHz, so the repumper lock has an additional step of taking the beat note and mixing it with a 6.8 GHz signal from a stable microwave oscillator, so that the difference frequency of 1.3 GHz is then low enough to be divided down. Note that the frequency difference between the MOT and repumper lasers is slightly less than the 6.8 GHz hyperfine splitting because they couple to different excited states.

In order to minimize mechanical vibrations, the lasers are placed on rubber pads and mounted on the optics table using nylon screws. The entire laser system is also enclosed in a plexiglass box in order to reduce temperature drifts, air currents, and sound pickup.

The lasers are switched using acousto-optical modulators (AOMs) that can turn on and off in less than 1 $\mu$s and provide an attenuation of $>60$ dB in the first order, in combination with mechanical shutters that take $\approx 1$ ms to open and close. The AOMs are Isomet 1205C-1 modulators that we drive at a fixed frequency of 80 MHz using Isomet 232A-1 drivers; in order to maximize attenuation, we modify the drivers by putting in an external radiofrequency (RF) switch between the driver’s oscillator and its amplifier.

All the lasers that interact with the atoms are coupled into polarization-maintaining single-mode fibers. This both allows us to decouple the alignment of the beams on the fiber input and output sides and gives us clean circular Gaussian beams to work with. The trade-off is that the coupling efficiency for the fibers is around 50%, but we have sufficient laser power available to overcome this limitation.
Figure 2.2: Hyperfine structure of the $^{87}\text{Rb}$ D$_2$ transition showing the levels used and frequencies for the MOT and repumper lasers. $^{87}\text{Rb}$ has a nuclear spin of $I = 3/2$. The $g_F$ factor refers to the Zeeman shift of the energy levels at low magnetic field [46].
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2.3 Vacuum System and Magneto-Optical Trap

The $^{87}\text{Rb}$ atoms used in our experiment are collected and cooled in a MOT inside a vacuum chamber. A schematic of the main vacuum chamber showing the position of the MOT beams and the atom chip is shown in Fig. 2.3. The main vacuum chamber has 10 ports, with the large front and back ports and the six small lateral ports having anti-reflection coated windows, the bottom port used to attach an auxiliary lower chamber on which the vacuum pumps are mounted, and the top port used to attach the assembly that carries the atom chip and the vacuum electrical feedthroughs. The custom-made vacuum chamber and the vacuum components were purchased from MDC and assembled using ConFlat (CF) flanges and single-use copper gaskets.

The vacuum chamber is continuously pumped by an ion pump (Varian VacIon Plus 75, run at 3 kV) and, when necessary, by a titanium sublimation pump (Varian 916-0017), which maintain a base pressure of a few $10^{-10}$ mbar. The lower vacuum chamber also has a valved-off Kwik-Flange connector, which allows the attachment of a turbomolecular pump that is used to pump the vacuum system down from atmospheric pressure to the $10^{-5}$ mbar threshold where the ion pump can be used.

The atoms source used in our experiment is Rb getters mounted several centimeters away from the center of the main vacuum chamber, which emit Rb gas when they are heated by a current. We typically use getter currents in the range of 5-5.8 A, and each getter lasts for many hundreds of hours of continuous use.

The single-chamber design of the experiment and also the presence of the Rb getters fairly close to the trapping region limit the pressure we can achieve, and therefore the lifetime of the atoms. We have been able to observe magnetic trap lifetimes of up to 10 s in the center of the vacuum chamber and up to 4 s in the region close to the atom chip. While these lifetimes are short compared to some other ultracold atom experiments, they are sufficiently long that they are not a serious limitation for the kinds of experiments we have done and are interested in doing.

The MOT is located in the center of the vacuum chamber. There are three laser beams employed, two diagonal and nearly perpendicular to each other, in the $y$-$z$
Figure 2.3: Schematic of the main 10-port vacuum chamber and the MOT beams. A third MOT beam comes out of the page, along $x$, centered on the intersection of the other two. The vacuum chamber is 30 cm high with view ports ranging from 4 cm to 12.5 cm in diameter. The chamber is pumped from below. The chip is located above the MOT, mounted upside-down on a hollow cylinder attached to the chamber’s top flange and water-cooled.
plane, and one horizontal, along \( x \), all with diameter of 2.5 cm and each retroreflected to produce a total of six beams incident on the MOT region. The MOT light is circularly polarized, and the retroreflection mirrors have \( \frac{1}{4} \) wave plates mounted on them, so that the retroreflected beams have the same circular polarization with respect to their direction of propagation as the original ones. Each of the three MOT beams has approximately 15 mW of laser light coming from the MOT slave lasers in it, and one of them (the one along \( x \)) also has about 2 mW of repumper light.

The magnetic field gradients necessary for the MOT are generated by a pair of 93-turn solenoid coils wound around the front and back ports of the main vacuum chamber and used in the anti-Helmholtz configuration, with currents flowing in opposite directions. The coils are wound with hollow metal tubing to allow for cooling water to flow through the center of the wire.

The zero of the field generated by the MOT coils, which is where atoms are collected and cooled, is located in the center of the region of overlap of the MOT beams. The MOT laser is tuned on the order of one natural linewidth \( \Gamma \) to the red of the \( |F = 2 \rangle \rightarrow |F' = 3 \rangle \) transition in \(^{87}\text{Rb}\), and the circularly polarized MOT light incident on the atoms both cools them through polarization gradient cooling and, in combination with the magnetic field gradient produced by the MOT coils, provides the restoring force that traps them at the magnetic field zero. The Doppler shifts, light shifts, and Zeeman shifts in a MOT tune the atom closer to resonance with the laser beam that will cool it or push it toward the magnetic field zero.

While the MOT laser is resonant with the \( |F = 2 \rangle \rightarrow |F' = 3 \rangle \) transition, it is powerful enough to cause occasional (once about every \( 10^4 \) scattering events) off-resonant excitations on the \( |F = 2 \rangle \rightarrow |F' = 2 \rangle \) transition, which can cause the atoms to decay to the \( |F = 1 \rangle \) ground hyperfine manifold, which is not trapped by the MOT. To counter this effect, the repumper laser tuned to the \( |F = 1 \rangle \rightarrow |F' = 2 \rangle \) transition is used. Any atoms that decay to the \( |F = 1 \rangle \) ground state are thus quickly pumped back to the \( |F = 2 \rangle \) ground state via the \( |F' = 2 \rangle \) excited state, so they remain trapped.

In addition to the MOT coils, there is another pair of 53-turn water-cooled coils wound around the top and bottom ports of the main vacuum chamber used in the
Helmholtz configuration, with currents flowing in the same direction, to generate a spatially constant magnetic field in the vertical direction. These coils, called the “transfer” coils, can be used to displace the magnetic field zero generated by the MOT coils by several centimeters, which is necessary for loading the magnetic microtrap.

Finally, there is a set of six non-water-cooled coils mounted in a cube around the main vacuum chamber that is used to create constant offset fields in all three directions. These coils, referred to in pairs as the $X$-, $Y$-, and $Z$-bias coils, can both cancel stray magnetic fields and displace the magnetic field zero by several millimeters in any direction.

2.4 Atom Chip

2.4.1 Chip Mount and Auxiliary Coils

A diagram of the chip mounting system can be seen in Fig. 2.4. The atom chip is glued to a copper chip carrier using vacuum-compatible epoxy. The chip carrier is screwed to the “top piece”, a copper cylinder that is welded to a steel CF flange so that it can be attached to the main vacuum chamber. The top piece is hollow, with a threaded opening at the top used to attach tubing carrying cooling water.

The top piece also incorporates an auxiliary magnetic coil, the “intermediate” coil, which consists of 77 circular turns of Kapton-coated copper wire. The chip carrier itself incorporates another auxiliary coil, called “$Q5$,” a 6-turn coil located 2 mm above the chip’s surface. $Q5$ is elongated along $y$, which is the weak confinement direction of the microtrap, with an aspect ratio of about 3.5:1. Together, the intermediate and $Q5$ coils allow us to adiabatically load the atoms from a large magnetic trap generated by the MOT coils into a microtrap generated by the microfabricated wires on the chip.

The chip used in our initial series of experiments is patterned on a 300 $\mu$m-thick silicon substrate coated with a 1 $\mu$m-thick electrically insulating Si$_3$N$_4$ layer. The Cu conductors are 2.15±0.20 $\mu$m thick, fabricated by photolithography and wet etching and coated with a 100 nm Au layer in order to allow wire bonding to gold-coated
Figure 2.4: Vacuum chamber top piece and atom chip carrier. The top piece, which is attached to a CF flange, is hollow and has pipe thread at the top to allow for water cooling. The atom chip is glued to the chip carrier, which is then screwed to the top piece. The intermediate and $Q5$ coils assist with loading atoms into the microtrap. The holder for the microtrap imaging lens is mounted on the chip carrier.
contact pads on the chip carrier. Kapton-coated copper wires are soldered to the contact pads with flux-free vacuum-compatible solder and then soldered and crimped to connectors attached to a Macor piece mounted near the chip. Another set of Kapton-coated copper wires goes from the connectors on the Macor piece to vacuum feedthroughs.

### 2.4.2 Chip Current Coils

The layout of the chip is shown in Fig. 2.5. The radial (also referred to as “transverse” or “quadrupole”) confinement is generated using a 2-wire geometry by one of several nested rectangular conducting loops in conjunction with a bias field perpendicular to the chip surface. The primary loop used in this experiment is $Q_2$, which has conductors that are 2 $\mu$m thick and 20 $\mu$m wide with centers separated by 100 $\mu$m. The axial (also referred to as “longitudinal” or “Ioffe-Pritchard”) confinement is generated by a 25 $\mu$m-thick, 150 $\mu$m-wide gold ribbon wire-bonded between two pads located on opposite sides of the radial-confinement-generating loops and running 155 $\mu$m above the chip surface, parallel to it. There are several such ribbons, and our initial intention was to trap atoms between two of them, but it turned out that they were spaced too closely for us to be able to load between two of them, and we ended up trapping the atoms outside of the outermost one (in the $y$-direction), labeled $I_{+3}$, and using the external $y$ gradient generated by the MOT coils to confine them on the other side.

In addition to $Q_2$, there are two larger chip quadrupole loops, which, while utilized during preparatory stages, are not used in the experiments described below. $Q_3$ has conductors that are 300 $\mu$m apart (center-to-center) and 150 $\mu$m wide, while $Q_4$ has conductors that are 1 mm apart and 500 $\mu$m wide. The loops are nested so that $Q_2$ is inside $Q_3$, which is inside $Q_4$. Also, there is an even smaller loop, $Q_1$, which has conductors that are 30 $\mu$m apart and 10 $\mu$m wide, which was damaged so that the current path was cut; $Q_1$ carries no current, but is used as a conducting surface for measurements described in Chapter 4.

The maximum current limits of the chip wires were determined outside of the vacuum chamber by monitoring the wires’ resistance when current flowed through them.
Figure 2.5: (a) Photograph of the atom chip mounted on the chip carrier. (b) The mask used to create the chip wires; conductors are shown in blue. (c) Schematic of the central section of the chip, marked by the dashed box in (b), showing the trapping wires and the location of the chip microtrap. The conductors on the chip’s surface, which include the quadrupole wires and the pads for bonding the Ioffe-Pritchard wires are in blue; the Ioffe-Pritchard ribbons are in yellow. The quadrupole loop and Ioffe-Pritchard ribbon primarily used in the experiments are labeled $Q_2$ and $I_{+3}$, respectively, and the directions of current flow through them are indicated.
The resistivity of copper has an approximately linear dependence on temperature in the range of temperatures encountered in our experiment, with a 40% increase in resistivity when the temperature rises from 300 K to 400 K [47]. During preliminary tests outside of the vacuum chamber, \( Q_2 \), the primary quadrupole wire used, heated up by 100 K in steady state when a current of 1 A was flowed through it. Since \( Q_2 \)'s duty cycle in our experiment was always less than 50%, 1 A was determined to be a safe maximum current, even when taking into account worse heat dissipation in vacuum compared with air. The maximum safe current for the Ioffe-Pritchard ribbon was determined to be in excess of 2 A.

The 1 A current in \( Q_2 \) corresponds to a current density of \( 2.5 \times 10^6 \) A/cm\(^2\), an extremely large current density in ordinary contexts. The ability of the chip conductors to sustain such high current densities is due to their excellent thermal coupling to the substrate, which is aided by having wires with a low and wide cross section.

It should be noted that the heat dissipation on this chip decreased significantly over the three-year period of the chip’s use. We attribute this to the deterioration of the epoxy used to glue the chip to the chip carrier, possibly accelerated by excessive heating of the chip carrier on one occasion when the current-regulating circuit malfunctioned. When we removed the chip carrier from our vacuum chamber at the end of its use cycle, the chip came away from the carrier with very little effort, which confirms the deterioration of the epoxy.

2.5 Imaging

The imaging in our experiment is performed by two complementary methods – an amplified photodiode for imaging the atom cloud far away from the chip, and a CCD camera for imaging atoms trapped near the chip surface.

The photodiode, which has two gain settings for output voltage as a function of incident optical power, 1 kV/W and 10 kV/W and a time resolution of 700 \( \mu \)s, measures light collected by a large lens placed directly outside one of the vacuum chamber’s side ports, with a mirror between the lens and the photodiode to optimize imaging at different trap positions. The photodiode signal is calibrated using atomic
fluorescence on resonance at intensities much higher than saturation intensity combined with a calculation of the photodiode’s effective solid angle. Specifically, given an effective solid angle $4\pi\alpha$ and a transition with wavelength $\lambda$ and natural linewidth $\Gamma$, the optical power incident on the photodiode when the transition is fully saturated will be $P = N\alpha(\Gamma/2)(hc/\lambda)$, where $N$ is the atom number.

The camera we use is an Apogee AP260E cooled CCD camera, with an imaging area of 10.2×10.2 mm containing $512^2$ pixels and quantum efficiency of 37% at 780 nm. A schematic of the CCD absorption imaging can be seen in Fig. 2.6. A collimated imaging beam, whose size can be varied by changing the collimation, comes in parallel to the chip surface and is partially absorbed by the atoms. The dark-field image is focused and magnified by 3 lenses, the first of which is in vacuum right next to the chip, and the last of which is on a 1D translation stage oriented along the beam path.

The in-vacuum lens is a low-aberration graded-index glass lens (Gradium from
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LightPath Technologies, f/#=2.5) with a focal length of 2.2 cm mounted on the chip carrier, ~2.4 cm from the center of the chip, vertically centered on the chip surface.

We have used several different configurations for the later two focusing lenses and camera, depending on what imaging magnification we wanted.

In order to minimize the amount of stray light that enters the CCD, we put a band-pass filter in front of the CCD and enclose the imaging path between the CCD and the final focusing lens in a tube made from black plastic cloth. For many of the measurements, we also turn off the room lights.

The camera absorption imaging is performed by taking two images, a signal image that contains the atoms and a background image taken several hundred ms later, when the atoms are gone from the imaging region. The absorption signal extracted from comparing the two images is converted into an atom number after taking into account magnification, background dark counts, and fluctuations in imaging beam intensity between the signal and background shots. Magnification is measured by looking at positions of wire bonds in the camera image and using the known distances between them, which were precisely determined by the fabrication process. The dark count rate, which accounts for both the intrinsic dark count of the camera and any stray room light that enters the camera, is determined by looking at the camera signal with the imaging beam turned off. The shot-to-shot fluctuations in imaging beam intensity are measured by looking at a region of the image which is inside the imaging beam but has no atoms in it and comparing the measured intensity in that region between the signal and background shots.

The attenuation of a beam due to the presence of $N$ atoms is given by $I = I_0 e^{-Nd}$, where $I_0$ is the intensity without atoms and $d$ is the optical depth of a single atom. Solving for the number of atoms gives $N = -\frac{1}{d} \ln \frac{I}{I_0} = \frac{1}{d} \ln \frac{I_0}{I}$. The atom signal in a pixel for our camera imaging is thus calculated as:

$$N = \frac{A}{\sigma} \ln \left( \frac{I_{B,1} - I_{D,1}}{I_{B,2} - I_{D,2}} \times \frac{I_2 - I_{D,2}}{I_1 - I_{D,1}} \right),$$

(2.1)

where $I_D$ is the measured average dark count rate per pixel, $I_B$ is the average non-dark counts per pixel in the region without atoms, $I$ is the number of counts in
the pixel in question, and the subscripts 1 and 2 refer to the signal and background images, respectively. The conversion constant $A/\sigma$ is the ratio between the area imaged onto each pixel, which can be determined from the magnification, and the effective scattering cross section for the atoms, given by $\frac{1}{3}\times\sigma_{\text{max}}$, where $\sigma_{\text{max}} = \frac{3}{2\pi}\lambda^2$ is the maximum scattering cross section for the transition and the factor of $\frac{1}{3}$ accounts for the fact that we’re imaging with mostly $\pi$ light. The uncertainty in the calibration is due mostly to uncertainty in this Clebsch-Gordan/polarization reduction factor, which may be wrong by as much as 50% but is only an absolute calibration effect, while we are primarily interested in relative atom number measurements.

Due to diffraction from the chip surface, we were not able to obtain high-quality CCD absorption images closer than about 100 $\mu$m from the chip, though we were able to see distorted images down to less than 50 $\mu$m away.
Chapter 3

Microtrap Loading and Evaporation to BEC

3.1 Loading the Magnetic Microtrap

After collecting atoms in the MOT for several seconds (typically 5-10 s), we quickly increase the MOT current from 9 A, which corresponds to gradients of 5 G/cm in the \(x\) and \(z\) directions and 10 G/cm along \(y\), to 50 A, which increases the gradients by the same factor; at the same time, the MOT laser frequency is detuned from 12 MHz to the red of the transition to 36 MHz to the red. This combination of increasing magnetic field gradient and laser detuning produces a “compressed MOT” [48], which allows higher densities in the MOT. The compressed MOT has a much lower loading rate, so loading into a normal MOT for a long time, and then compressing it for a very short time (30-50 ms) allows us to achieve both large numbers and high densities. In addition, we increase the transfer coil current when we compress the MOT, which moves the MOT vertically from the center of the MOT beams to their upper edge, closest to the chip.

Once the atoms are compressed, we extinguish the MOT light and pump the atoms into the magnetically trappable (low-field seeking) \(|F = 2, m_F = 2\rangle\) ground state (in the MOT, the atoms occupy a mixture of magnetic sublevels). The optical pumping is done by coupling in from below a collimated, \(\sigma^+\)-polarized beam which is derived
from the MOT master laser and tuned to the $|F = 2\rangle \rightarrow |F' = 2\rangle$ transition. At the same time, we ramp up the current in $Q5$, the coil embedded in the chip carrier, to displace the magnetic field zero downward too quickly for the atoms to follow, so that the atoms experience a uniform nonzero magnetic field that helps define the quantization axis for the pumping beam polarization. The advantage of pumping on the $|F = 2\rangle \rightarrow |F' = 2\rangle$ transition instead of the $|F = 2\rangle \rightarrow |F' = 3\rangle$ transition, which would also transfer the atoms into the $|F = 2, m_F = 2\rangle$ ground state, is that $|F = 2, m_F = 2\rangle$ is a dark state – once the atoms are pumped there, they no longer have an excited state to make a $\sigma^+$ transition to, so they stop scattering, and being heated by, pump photons. However, using this transition also means that, while being optically pumped, the atoms can decay into the $|F = 1\rangle$ hyperfine ground state manifold, in which case they need to be repumped back. Thus the repumper laser needs to be on during optical pumping; we use the repumper light mixed in one of the MOT beams. The optical pumping transitions are shown in Fig. 3.1.
The optical pumping sequence takes 200-400 $\mu$s, and we end up loading as much as 65% of the atoms in the MOT into the initial magnetic quadrupole trap formed by the MOT coils (compared to about 15% without optical pumping). Over the next 400 ms, the magnetic trap is adiabatically compressed and deformed into an Ioffe-Pritchard microtrap, which combines a quadrupole trap in the $x$ and $z$ dimensions with an offset field and two endcap gradients in the $y$ direction. The trap is moved toward the chip by simultaneously changing currents in the transfer coil, the intermediate coil, and $Q_5$. At the same time, currents in the Ioffe-Pritchard ribbon, $I_{+3}$, and the $Y$-bias coils, move the magnetic trap minimum in the $y$ direction. When the trap gets close enough to the surface, it is trapped in the $x$-$z$ plane by the $Q_2$ gradient, and the Ioffe-Pritchard trap is formed, with gradients from $I_{+3}$ and the MOT coils serving as the endcaps in the $y$ direction and the current in the $Y$-bias coils determining the offset field in the trap.

The microtrap loading procedure is self-centering – the atoms are forced to follow the magnetic field zero/minimum from the macroscopic magnetic trap into the microtrap. The aspect that needs to be optimized is having sufficient confinement and trap depth along the way to keep all the atoms trapped.

We begin with around $3 \times 10^7$ atoms collected in the MOT after 8 s of loading, which gives us around $2 \times 10^7 |F = 2, m_F = 2\rangle$ atoms in the initial magnetic trap. Of these, we end up loading about 15%, or $3 \times 10^6$ atoms, into the microtrap, with a temperature of 300 $\mu$K and a density of $2 \times 10^{12}$ cm$^{-3}$, which correspond to a phase-space density, given by $n\lambda_{th}^3$, where $n$ is the 3D number density and $\lambda_{th} = \sqrt{\hbar^2/(2\pi mk_BT)}$ is the thermal de Broglie wavelength, of $3 \times 10^{-6}$.

### 3.2 Microtrap Characteristics

The final magnetic trap is located 50 $\mu$m from the chip surface, where the gradient from $Q_2$ is largest, and approximately 400 $\mu$m on the outside of $I_{+3}$ in the $y$ direction. For the experimental $Q_2$ current of 0.6 A, the $x$ and $z$ gradients are 4.9 kG/cm.

The vibration frequency for atoms in a harmonic magnetic trap is given by balancing the magnetic potential energy with the mechanical energy of the oscillation:
\[ \mu_B \Delta B (g_F m_F) = \frac{1}{2} m \omega^2 A^2 \]  
(3.1)

where \( \mu_B = h \times 1.4 \text{ MHz/G} \) is the Bohr magneton, \( \Delta B \) is the difference between the maximum and the minimum magnetic field experienced by the atom, \( g_F \) is the Landé g-factor for the level (for the \( |F = 2, m_F = 2 \rangle \) ground state in \(^{87}\text{Rb}, g_F m_F = 1 \)), \( m \) is the mass of the atom, \( \omega \) is the vibration frequency, and \( A \) is the amplitude of the motion. For motion perpendicular to the trap offset field with a trap gradient \( b_z \) and an offset field \( b_0 \), \( \Delta B = \frac{1}{2} b_z b_0 A^2 \), so the transverse vibration frequency is given by

\[ \omega_z = \sqrt{\frac{\mu_B b_z^2}{b_0 m}}. \]  
(3.2)

For typical offset fields of 1.5 G, the transverse vibration frequencies in our microtrap are \( \omega_x = \omega_z = 2\pi \times 5.1 \text{ kHz} \). For motion along the direction of the trap offset field, \( \Delta B = b''_y A^2 \), so the axial vibration frequency is given by,

\[ \omega_y = \sqrt{\frac{2 \mu_B b''_y}{m}}, \]  
(3.3)

where \( b''_y \) is the magnetic field curvature (which is actually twice the second derivative of the magnetic field). Using a numerical simulation of the magnetic fields produced by our coils, we obtain \( b''_y = 1200 \text{ G/cm}^2 \), which corresponds to an axial vibration frequency of \( \omega_y = 2\pi \times 63 \text{ Hz} \). The aspect ratio of the atom cloud is inversely proportional to the ratio of the corresponding vibration frequencies; in our situation, this leads to a cigar-shaped cloud elongated along \( y \), with an aspect ratio of about 80:1.

Once we evaporatively cool down to a small, cold cloud of atoms, we are able to measure the transverse vibration frequency with high sensitivity by applying a radio-frequency (RF) modulation to \( Q5 \) and observing which RF value induces resonant loss in the trap. A result of this measurement is shown in Fig. 3.2. There are two clear resonance dips, a broad one at a little over 5 kHz and a narrower one around 3.5 kHz. We attribute the broad dip to the vibration frequency of \( |F = 2, m_F = 2 \rangle \) atoms and the narrow one to the vibration frequency of residual \( |F = 2, m_F = 1 \rangle \) atoms.
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Figure 3.2: Measurement of the transverse vibration frequency in the microtrap. Atoms evaporatively cooled to around 5 µK were excited by RF modulation coupled in through \( Q_5 \), and atom number was measured after 500 ms of applied RF.

atoms in our trap, which should be a factor of \( \sqrt{2} \) lower.

Given the microtrap vibration frequencies, the initial-phase space density, and the trap depth of around 10 G, it is possible to estimate the maximum number of atoms that can be loaded into the microtrap. The total number energy states available in the trap can be approximated by

\[
N_E \approx \frac{(\mu B_{\text{max}})^3}{(\hbar \omega_x)(\hbar \omega_y)(\hbar \omega_z)} D
\]  

(3.4)

where \( B_{\text{max}} \) is the trap depth and \( D \) is the phase-space density. Using the numbers for our microtrap, we get \( N_E = 5 \times 10^6 \), which is within a factor of two of our loaded atom number. Thus we believe that the number of atoms loaded into the microtrap is limited by the number of available states.
3.3 Evaporation to BEC

To achieve Bose-Einstein condensation, we employ microwave forced evaporative cooling. Evaporative cooling reduces the temperature of a sample by removing the atoms from the high-temperature tail of the Maxwell-Boltzmann distribution, thus reducing the average kinetic energy per atom for the remaining sample. As the sample cools, the removal threshold is reduced to keep pace, so that the removal of the hot atoms continues until the desired temperature is reached. Ref. [49] provides an excellent overview of the various aspects of evaporative cooling of trapped atoms.

The evaporation process is exponential – atom number, temperature, density, and phase-space density go down exponentially with time, where time is measured in units of the number of elastic collisions an atom experiences (since the density, and therefore the collision rate, increase during the evaporation process, the exponential timescale of evaporation becomes shorter as evaporation goes on). An important dimensionless parameters that characterizes the efficiency of evaporation is

\[
\gamma = -\frac{d(\ln D)}{d(\ln N)}
\]

which is the ratio between the (positive) exponential rate of change of the phase-space density and the (negative) exponential rate of change of the atom number.

Another parameter that characterizes the evaporation process is \( \eta \), which is a measure of how far out on the Maxwell-Boltzmann tail the forced removal of atoms takes place (i.e., for a sample of atoms with average kinetic energy \( k_B T \), atoms with energy above \( \eta k_B T \) are removed). Since the tail of the thermal distribution is a decaying exponential, at high \( \eta \) evaporation removes linearly hotter atoms but exponentially fewer of them per unit time than evaporation at lower \( \eta \). Thus, if there are no other time scales in the experiment, evaporation at high \( \eta \) is always more efficient; in practice, the finite lifetime of atoms in the trap sets an upper limit on the evaporation time, and thus on \( \eta \). At the same time, evaporative cooling relies on thermalization to continually refill the hot tail of the thermal distribution, and the time scale for thermalization is set by the elastic collision rate, \( \Gamma_{el} = n\sigma v\sqrt{2} \), where \( n \) is the 3D number density, \( \sigma \) is the collision cross section, and \( v \) is the atom thermal velocity.
In this way, the collision rate sets a lower limit on the evaporation time.

The compression of the atom cloud due to the microtrap's high transverse confinement provides us with a large initial elastic collision rate, around 1300 s$^{-1}$, while the microtrap's background-limited lifetime of about 3 s means we have to evaporate relatively quickly. Given these limits, we choose to evaporate at $\eta \approx 5-6$.

The mechanism we use for the removal of high-energy atoms is resonant microwave transitions. Atoms trapped in the $|F = 2, m_F = 2\rangle$ hyperfine ground state can make a microwave transition to the $|F = 1, m_F = 1\rangle$ hyperfine ground state, which is high-field seeking, or anti-trapped; these atoms are then lost from the microtrap. By tuning the microwave frequency to the blue of the zero-field $|F = 2, m_F = 2\rangle \rightarrow |F = 1, m_F = 1\rangle$ transition frequency by an amount $\Delta \nu = 1.5\eta k_B T / h$, we can selectively remove only those atoms that can climb the magnetic potential high enough to experience a Zeeman shift that brings them into resonance with the microwaves, which are exactly the atoms with energy $\eta k_B T$ (the factor of 1.5 in the detuning comes from the fact that the $|F = 1, m_F = 1\rangle$ state sees a shift of $\Delta E = -0.5\eta k_B T$ at the same field at which the $|F = 2, m_F = 2\rangle$ state sees a shift of $\Delta E = \eta k_B T$).

We apply the microwaves via a horn placed against one of the vacuum ports, about 10 cm away from the atoms. The frequency is derived from a 100-180 MHz voltage-controlled oscillator mixed with a 100 MHz stable oscillator and then mixed again with a 6.8 GHz microwave source, giving us a tuning range of 6834-6880 MHz (the zero-field microwave transition is at 6834 MHz). The microwave power out of the horn is around 1 W, which corresponds to a microwave Rabi frequency in the microtrap of around 1 kHz, much slower than the decay rate of coherences between the $|F = 2, m_F = 2\rangle$ and $|F = 1, m_F = 1\rangle$ states, which means that once the atoms make a transition to $|F = 1, m_F = 1\rangle$, they leave the trap before they can oscillate back to $|F = 2, m_F = 2\rangle$.

We also use microwave-induced loss to measure the temperature of our atom cloud. We scan the microwave frequency over the energy profile of the cloud over many otherwise identical iterations of the experiment, and use short microwave pulses to selectively remove atoms with a certain Zeeman shift, after which we measure the atom number. By converting microwave frequency to atom energy, we can then make
a spectrum of the energy distribution of the atoms in the cloud, and fit it to extract 
the atom number and temperature and the value of the offset field.

For a cloud with a temperature small compared to Zeeman shift from the trap 
offset field, the magnetic field from an Ioffe-Pritchard trap can be treated as harmonic 
[50]. The potential energy density of states is then given by

\[ \rho_{U'} \equiv \int \delta (U' - U(\mathbf{r})) \, d^3r \sim \int \delta(U' - |\mathbf{r}|^2) \, d^3r \sim \sqrt{U'}, \]  
(3.6)

and the fit function for the microwave spectra, which is the Maxwell-Boltzmann 
distribution weighted by the density of states, is

\[ N(U) = N_0 - A\sqrt{U - U_0} e^{-\frac{U - U_0}{k_B T}}, \]  
(3.7)

where \( N_0 \) is the total atom number, \( U_0 \) is the Zeeman shift at trap bottom, and \( A \) 
is a fit parameter that depends on the strength and duration of the microwave pulse.

When the temperature is comparable to or larger than the Zeeman shift from the 
trap offset field at the bottom of the trap, the trap is linear in the two transverse 
dimensions and harmonic in the axial dimension. We find, however, that the mic-
rowave spectrum can be fit well by a function that assumes linear confinement in all 
dimensions, which corresponds to

\[ \rho_{U'} \sim \int \delta(U' - |\mathbf{r}|) \, d^3r \sim U'^2 \]
\[ N(U) = N_0 - A(U - U_0)^2 e^{-\frac{U - U_0}{k_B T^2}}. \]  
(3.8)

The evaporation process is optimized by dividing it into 300 ms steps during each 
of which the microwave frequency is ramped linearly, with the endpoint chosen to 
yield \( \eta \approx 5-6 \).

The parameters obtained for each step of the evaporation to BEC are shown in 
Table 3.1, and a plot of the phase-space density versus the atom number during 
evaporation is shown in Fig. 3.3. Diffraction from the chip surface attenuates and 
distorts absorption images taken with the CCD camera of clouds in the microtrap
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where we perform the evaporation, 50 µm from the chip surface, so we move the trap to 100 µm away for imaging and measuring atom numbers.

<table>
<thead>
<tr>
<th>Atom Number</th>
<th>T [µK]</th>
<th>Trap Depth [µK]</th>
<th>Density [cm⁻³]</th>
<th>Phase-Space Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.9 × 10⁶</td>
<td>270</td>
<td>1400</td>
<td>4.7 × 10¹²</td>
<td>7.1 × 10⁻⁶</td>
</tr>
<tr>
<td>9.2 × 10⁵</td>
<td>140</td>
<td>770</td>
<td>6.4 × 10¹²</td>
<td>2.6 × 10⁻⁵</td>
</tr>
<tr>
<td>4.85 × 10⁵</td>
<td>78</td>
<td>430</td>
<td>1.1 × 10¹³</td>
<td>1.0 × 10⁻⁴</td>
</tr>
<tr>
<td>2.5 × 10⁵</td>
<td>52</td>
<td>260</td>
<td>1.3 × 10¹³</td>
<td>2.3 × 10⁻⁴</td>
</tr>
<tr>
<td>1.7 × 10⁵</td>
<td>38</td>
<td>190</td>
<td>1.6 × 10¹³</td>
<td>4.6 × 10⁻⁴</td>
</tr>
<tr>
<td>8.5 × 10⁴</td>
<td>26</td>
<td>150</td>
<td>1.5 × 10¹³</td>
<td>7.3 × 10⁻⁴</td>
</tr>
<tr>
<td>5.0 × 10⁴</td>
<td>18</td>
<td>87</td>
<td>1.7 × 10¹³</td>
<td>1.5 × 10⁻³</td>
</tr>
<tr>
<td>4.7 × 10⁴</td>
<td>9.5</td>
<td>63</td>
<td>4.4 × 10¹³</td>
<td>9.8 × 10⁻³</td>
</tr>
<tr>
<td>4.0 × 10⁴</td>
<td>5.0</td>
<td>32</td>
<td>1.0 × 10¹⁴</td>
<td>0.06</td>
</tr>
<tr>
<td>1.45 × 10⁴</td>
<td>3.0</td>
<td>21</td>
<td>8.5 × 10¹³</td>
<td>0.10</td>
</tr>
<tr>
<td>1.05 × 10⁴</td>
<td>2.3</td>
<td>14</td>
<td>8.7 × 10¹³</td>
<td>0.16</td>
</tr>
<tr>
<td>6.0 × 10³</td>
<td>1.1</td>
<td>7.7</td>
<td>1.7 × 10¹⁴</td>
<td>1.0</td>
</tr>
<tr>
<td>4.3 × 10³</td>
<td>0.52</td>
<td>2.0</td>
<td>3.4 × 10¹⁴</td>
<td>5.9</td>
</tr>
</tbody>
</table>

Table 3.1: Relevant parameters during the evaporation process. The exact values can drift significantly day-to-day; the above numbers were compiled over a period of several days when the evaporation ramp was initially optimized. The critical phase-space density for Bose-Einstein condensation is 2.61.

In order to show that we had achieved Bose-Einstein condensation directly (as opposed to indirectly by calculating the phase-space density), we take one-dimensional time-of-flight measurements of our cold atom clouds. To do this, we move the trap to 100 µm from the chip surface and then quickly turn off the current in the Ioffe-Pritchard ribbon, $I_{+3}$, releasing the confinement in the axial direction, and causing the atom cloud to propagate along $y$ under the influence of the gradient from the MOT coils while still trapped in the $x$ and $z$ directions. By taking absorption images of the cloud after several ms of axial expansion, we are able to observe the axial momentum distribution of the cloud and see the formation of the condensate peak, which manifests itself as an inverted parabola on top of the Gaussian thermal distribution. One-dimensional time-of-flight images showing the final stages of the evaporation and the formation of the BEC peak, along with the corresponding fits to the linear density along the axial direction, are shown in Fig. 3.4. The evaporation
Figure 3.3: Phase-space density as a function of atom number during evaporation. The solid line is a fit to $\gamma$, the logarithmic derivative of phase-space density with respect to atom number; we obtain $\gamma = 2.1 \pm 0.2$ for the entire evaporation process.
Figure 3.4: 1D time-of-flight images of the final stages of evaporation to BEC, along with fits to density profiles along center of cloud, Gaussian for thermal distributions (blue) and parabolic for the condensate peak (red). (a) Just before condensation; trap depth=9.5 $\mu$K, $T \approx 1.1$ $\mu$K. (b) Condensate peaks begins to form; trap depth=3.3$\mu$K. (c) Nearly pure BEC; trap depth=2.1 $\mu$K.

process characterized here takes 3.7 s to achieve Bose-Einstein condensation; we were later able to reduce that time to just under 3 s.
Chapter 4

Measurement of Surface Effects

4.1 Precise Positioning of Atoms

4.1.1 Microtrap Field Countours

Our magnetic microtrap is a two-wire trap, where the transverse confinement is generated by counterpropagating currents in two parallel chip wires along with an offset field applied perpendicular to the chip surface. The contours of the magnitude of the magnetic field for such a trap are shown in Fig. 4.1. (It should be noted that the real microtrap in our experiment is not quite this simple, since we have other gradients present than those due to the $Q2$ wires, and these additional gradients slightly distort the magnetic field contour map compared to that shown in Fig. 4.1. We numerically model all of our magnetic-field-generating coils in order to account for this distortion.)

To move the atoms in the transverse ($x$-$z$) plane, bias fields are applied in the $x$ and $z$ directions. In the region between the wires and far away from the chip, these have the intuitively expected effect – an applied magnetic field in the $x$ direction moves the trap in the $x$ direction, and similarly for $z$. Near the chip surface, however, the situation changes, and applying a magnetic field in $x$ can, in some regions, move the trap in $z$, and vice versa.

Fig. 4.2 shows the contours for the two transverse components of the magnetic field, $B_x$ and $B_z$, in the region between the wires and close to the chip. The contours
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Figure 4.1: Contours of the magnitude of the magnetic field for the microtrap in the x-z plane. The trap at \((x = 0 \, \mu m, z = 50 \, \mu m)\) is generated by two counterpropagating currents along \(y\), flowing through the Q2 wires located at \((x = \pm 50 \, \mu m, z = 0 \, \mu m)\), and a uniform bias field along \(z\).

are symmetric about the point \((x = 0 \, \mu m, z = 0 \, \mu m)\), referred to as the “symmetry point” or “origin” (note that due to the finite height of the chip wires, the origin is located about 1 \(\mu m\) away from the chip surface). At \((x \approx 0 \, \mu m, z \approx 15 \, \mu m)\), the \(B_x\) contours are nearly vertical and the \(B_z\) contours are nearly horizontal, but near the chip both sets of contours curve so that at \((x \approx \pm 10 \, \mu m, z \approx 0 \, \mu m)\), the \(B_x\) contours are nearly horizontal (so that a magnetic field along \(x\) will actually move the trap along \(z\)) and the \(B_z\) contours are nearly vertical (so that applying a magnetic field along \(z\) will move the trap along \(x\)).

In addition, since the magnetic field is symmetric about the origin, the magnetic field minimum that produces the microtrap will have a corresponding magnetic field minimum, called the “image trap,” located on the opposite side of the origin, as shown in Fig. 4.2. Usually, the image trap will be located inside the chip; however, if the microtrap is sufficiently close to the origin along \(z\), the image trap can emerge out of the surface.
Figure 4.2: Contours of $B_x$ (dashed) and $B_z$ (solid) produced by the $Q_2$ wires near the chip surface in the region between the two $Q_2$ wires in the absence of any other transverse magnetic field gradients; contour spacing is $\approx 0.4$ G. Note that the symmetry point for the magnetic field contours, $(x = 0, z = 0)$, is located not at the chip surface but $1 \mu$m above it, since that corresponds to the centers of the 2-$\mu$m-high $Q_2$ wires. The $Q_1$ wires, which have no current flowing through them, are 10 $\mu$m wide and 2 $\mu$m high and centered at $x = \pm 15$ $\mu$m. Due to the symmetry of the magnetic field configuration, when the microtrap (red circle) is located above the symmetry point, there is a corresponding magnetic field minimum, or image trap, exactly opposite it (blue circle). The red dotted and dashed arcs represent the measurement trajectories used to determine the magnetic fields needed to put the microtrap on the $\Delta B_x = 0$ and $\Delta B_z = 0$ contours, respectively.
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4.1.2 Calibrating Magnetic Fields at Origin

The existence of the image trap can be used to determine extremely precisely the position of the microtrap produced by a given applied magnetic field. This essentially boils down to determining what values for the homogeneous applied bias fields $B_0^x$ and $B_0^z$ put the trap at the origin, or, equivalently, what value of $B_0^x$ puts the trap along the contour labeled $ΔB_x = 0$ in Fig. 4.2 and what value of $B_0^z$ puts the trap along the contour labeled $ΔB_z = 0$.

The measurement takes advantage of the fact that as the microtrap is brought closer to the origin, and therefore to the image trap, atoms can overcome the barrier between the microtrap and the image trap and end up colliding with the surface. For a transverse gradient $b_t$ and an offset field $B_0$, the magnetic-barrier height’s dependence on the distance $d$ between the microtrap and the image trap is given by $\sqrt{(b_t d)^2 + B_0^2} - B_0$, which can be approximated by $\frac{1}{2}(b_t d)^2/B_0$ for $b_t d \ll B_0$, as is the case here. Combined with the exponential dependence of the tail of the Maxwell-Boltzmann distribution on energy (see Eq. 3.7), this means that the rate of atom loss due to the image trap depends very strongly on $d$. Along a given $B_x$ or $B_z$ contour, $d$ is minimized exactly when that contour crosses the line $ΔB_z = 0$ or $ΔB_x = 0$, respectively. Thus, $B_0^x$ and $B_0^z$, which depend on, and thus account for, both stray fields and unknown offsets due to imperfect alignment or positioning of non-chip magnetic coils, can be determined by maximizing atom loss while scanning $B_x$ and $B_z$ near the origin.

To measure the atom loss as we vary $B_x$ ($B_z$), an atom cloud is prepared with the desired atom number and temperature and the desired value for $B_x$ ($B_z$) is applied when the microtrap is still far from the origin. Then the not-scanned transverse bias field $B_z$ ($B_x$) is ramped to $ΔB_z = 120 \text{ mG}$ ($ΔB_x = 110 \text{ mG}$), a value that places the trap very close to the origin and gives good contrast for the scan given the holding time. The microtrap is then held at that final position for several tens of ms, after which $B_z$ ($B_x$) is ramped back, and the trap is moved far away from the chip and imaged to determine the atom number. The above procedure is then repeated for a slightly different value of $B_x$ ($B_z$), and the process continues until a sufficient number of data points is collected. In this and other such situations, $B_x$ is applied via the
Figure 4.3: Plots of atom number remaining in the microtrap after the trap is held near the origin as a function of (a) $B_x$ to determine $B^0_x$ (corresponding to the dotted red segment in Fig. 4.2) and (b) $B_z$ to determine $B^0_z$ (corresponding to the dashed red segment in Fig. 4.2). Quadratic fits used to extract the points of maximum loss are plotted in red. Sample points with error bars showing the uncertainty of our atom-number measurement are plotted for reference.

X-bias coils, while $B_z$ is applied via Q5, which, compared to the bias coils, can be switched faster (in ms instead of tens of ms) and can produce much larger fields near the chip, necessary since the required range of microtrap motion is over 100 $\mu$m in $z$ and only around 20 $\mu$m in $x$ (a disadvantage to using Q5 in this way, as effectively a bias coil, is that it produces non-negligible gradients that we must carefully keep track of).

The results of the field-to-position calibration measurement are shown in Fig. 4.3. $B^0_x$ is determined with a precision $\delta B^0_x = 4$ mG, and $B^0_z$ is determined with a precision $\delta B^0_z = 10$ mG. In the spatial region near the origin, where the fields applied in addition to $B^0_x$ and $B^0_z$ are small, these uncertainties correspond to a trap position uncertainty of $<50$ nm in the $x$-$z$ plane, much smaller than the condensate transverse size of 300 nm.

4.1.3 Surface Microscopy

To confirm the accuracy of our ability to infer the position of the atoms from the applied magnetic fields, we measure a line of constant half-life of $\tau = 22$ ms near one of the unused conductors located near the chip center, labeled Q1 in Fig. 4.2.
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Specifically, we measure, for a given value of $B_z$, what value of $B_x$ puts the atoms at a distance to the wire that leads to surface-induced loss that reduces their lifetime in the trap to a certain value, in this case 22 ms. We apply a certain $B_x$ far away from the chip, then quickly ramp $B_z$ to the desired value that puts the atoms close to the surface, hold the atoms there for 22 ms, then ramp $B_z$ back and image the atoms. For each value of $B_z$, we iterate this process many times, varying the applied $B_x$ to determine the value that leaves us with half the atom number we start with.

The resulting 22-ms-half-life contour is shown in Fig. 4.4. Using our calibration of $B^0_z$ and $B^0_z$ in combination with a numerical simulation of our applied magnetic field configuration, we are able to map the contour measured in terms of applied transverse magnetic fields onto a set of spatial positions, which we find follows very closely the cross-section of the chip wire at a distance of around 1.5 $\mu$m.

4.2 Lifetime Limits due to Surface-Induced Loss

The ability to know very accurately the position of the atom cloud is used to measure the lifetime $\tau$ of atoms in the microtrap as a function of their distance from a surface, for both dielectric and metallic surfaces. The spatial paths used to perform these measurements are shown in Fig. 4.4. The lifetime measurement is performed by bringing the trap to the desired position and holding it there for a set time, then bringing it back away from the surface and observing the atom number. This procedure is repeated for different holding times, and the resulting atom-number-vs.-holding-time graph is fitted with a decaying exponential to extract the lifetime at that trap position. The combined results of all these lifetime measurements, obtained for samples with a temperature $T = 1 \mu$K and a trap offset field of $B_0 = 0.57$ G, are shown in Fig. 4.5.

As magnetically trapped atoms are brought closer to a dielectric surface, their lifetime remains constant, at around 3.5 s, which is the lifetime limit due to background gas collisions, down to a distance of around 2.5 $\mu$m, independent of cloud temperature in the range between BEC and 3 $\mu$K. For shorter distances, there is a sharp drop in lifetime, the nature of which is examined in more detail in the next
Figure 4.4: Diagram of surface effect measurements. The 22-ms-half-life contour (red) calculated from the magnetic-field-to-position map measured previously very closely follows the outline of the current-free Q1 wire cross-section (gray). The inset shows the corresponding trajectory in applied-transverse-magnetic-field space. The measurement paths for lifetime near a dielectric (black) and near a metal (blue) are also shown. The dielectric-approaching path avoids the origin to prevent coupling to the image trap. Approximate $B_x$ (dotted) and $B_z$ (dashed) contour lines are shown in light gray.
4.2. LIFETIME LIMITS DUE TO SURFACE-INDUCED LOSS

Figure 4.5: Trapped atom lifetime as a function of distance from a dielectric (solid squares) and a metal (open circles) surface, for $T=1 \mu K$ and $B_0=0.57$ G. The distance error bars for the measurement are due to uncertainty in conductor thickness and possible miscalibration of applied magnetic fields away from the origin. The dotted line is the calculated lifetime above the metal due to thermal $B$ fields only; the solid line includes the one-body lifetime of 2.5 s. The open triangles are measurements for a pure condensate above the dielectric.
As atoms are brought closer to a metal surface, they experience a distance-dependent lifetime reduction. This is due to coupling of the electron spin of the trapped atoms to magnetic field fluctuations produced by the thermal motion of electrons in the conductor \[34\]. The AC component of these fluctuations at the frequency that corresponds to the magnetic sublevel splitting due to the trap’s offset magnetic field, \(\omega_t = g_F \mu_B B_0 / \hbar\), can drive resonant transitions (“spin flips”) between magnetic sublevels in the atoms, which can cause them to end up in untrapped magnetic sublevels, at which point they are lost from the magnetic trap.

In the limit that the metal film thickness \(t\) is much smaller than the skin depth \(\delta\) at the transition frequency, \(\delta = \sqrt{2\rho / (\omega_t \mu_0)}\), where \(\rho\) is the resistivity of the metal, Johnson noise throughout the entire conductor thickness contributes to the magnetic field fluctuations, and they are frequency independent. For us, \(t = 2.15 \pm 20 \mu m\) and \(\omega_t = 400 \text{ kHz}\), so \(\delta \approx 120 \mu m \gg t\), which means the analysis of the spin flip process can be done in the magnetostatic approximation.

The spin flip rate \(|F,m\rangle \rightarrow |F,m - 1\rangle\) due to magnetic field fluctuations from a metallic layer of thickness \(t\), temperature \(T\), and resistivity \(\rho\) as a function of the distance \(d\) from the metal is derived in Ref. \[35\] to be

\[
\Gamma_{Fm} = C_{Fm}^2 \frac{3 \mu_B^2 k_B T}{32 \pi \epsilon_0^2 \hbar^2 c^4 \rho} \left[ d (1 + d / t) \right]^{-1},
\]

(4.1)

where \(C_{Fm}^2 = |\langle F, m - 1 | S_- | F, m \rangle|^2\) and \(S_-\) is the electron spin lowering operator. For a wire of finite width \(w\) (in this case, \(w = 10 \mu m\)), we interpolate this formula so that it gives the above expression for \(d \ll w\), while for \(d \gg w\), it gives the result for \(\Gamma_{Fm}\) that we derive from Refs. \[34, 35\] assuming that only thermal currents along the wire contribute to the spin flips. The result is that, compared to the large-distance limit of the thickness-dependent term \((1 + d / t)^{-1} \rightarrow (d / t)^{-1}\), the limit for the width-dependent term is reduced by a factor of 2, so that the interpolated width-dependent term that incorporates both the large-distance and small-distance limits is \((1 + 2d / w)^{-1}\).

By measuring the increase in the resistance of \(Q2\) as the chip heats up during
the experiment we determine \( T = 400 \, \text{K} \), and from that we get \( \rho = \rho_{\text{Cu}(400\,\text{K})} = 2.4 \times 10^{-8} \, \Omega \, \text{m} \). We assume the atoms are lost in a simple 2-step cascade process, \(|2, 2\rangle \rightarrow |2, 1\rangle \rightarrow |2, 0\rangle\) and ignore transitions made in the opposite direction, which allows us to replace \( C_{Fm}^2 \) by \((C_{22}^{-2} + C_{21}^{-2})^{-1} = (4 + \frac{8}{3})^{-1} = 0.15\).

We can then substitute these results as well as the values of physical constants into Eq. 4.1 to get the following expression for the loss rate due to spin flips:

\[
\Gamma_{Fm} = 13 \, \mu\text{m} \, \text{s}^{-1} \times [d(1 + d/t)(1 + 2d/w)]^{-1}.
\] (4.2)

In order to compare this result with our data, we combine the above surface-induced loss rate with the distance-independent one-body loss rate of \( \gamma = 0.4 \, \text{s}^{-1} \) observed at \( d \geq 10 \, \mu\text{m} \). The plots for the expected lifetime due to this loss both with and without including the one-body lifetime and with no fitting parameters are shown in Fig. 4.5, as a solid and dotted line, respectively. The agreement with experimental results is excellent for distances \( d > 3 \, \mu\text{m} \), while for \( d \leq 3 \, \mu\text{m} \) the interpolated formula predicts a longer lifetime than we observe. Initially, we had thought that this discrepancy was due to increased loss at short distances due to patch electric potentials from \(^{87}\text{Rb}\) atoms adsorbed on the surface, as studied in Ref. [51], but a more detailed calculation in Ref. [52] concluded that the presence of a conducting surface was all that was necessary to explain the loss we measured.

Except for the point closest to the metal surface, the trapped atom lifetime \( \tau \) is independent of atom temperature, and a measurement of \( \tau \) as a function of distance performed with an offset field \( B_0 = 1.5 \, \text{G} \), so that the transition frequency is nearly three times larger, yielded a similar distance-dependent loss, consistent with the frequency-independent loss model.

Note that for \( d \gg t \) and \( d \gg w \) (the limit of a thin, narrow wire), the spin-flip rate derived in Eq. 4.2 drops as \( d^{-3} \) and increases linearly with \( t \) and \( w \), while, for \( d \ll t \) and \( d \ll w \) (the limit of an infinite conducting plane), the spin flip rate drops as \( d^{-1} \) and is independent of \( t \) and \( w \). This suggests that, to avoid spin flips, one should try to work at distances large compared to the wire thickness and width; these distances can still be very small on an absolute scale because the excellent heat
dissipation obtainable on atom chips allows one to achieve very large current densities (see Section 2.4.2), and thus relatively large currents can flow through very thin wires.

## 4.3 Casimir-Polder Force near Dielectric

While, as mentioned above, the atom lifetime $\tau$ near a dielectric is constant and independent of temperature for $d > 2.5 \mu m$, at shorter distances, where $\tau$ experiences a sharp drop, it does depend on temperature, with longer lifetimes for colder clouds. The drop in lifetime is very sharp as a function of distance, however, so the lifetime measurement is not the best way to investigate this dependence. Instead, we use a single short holding time of 15 ms and measure the fraction $\chi$ of the initial atom number that survives after that holding time as a function of the distance from the metal surface at which the trap is held. Such a measurement allows us to see the distance dependence of the loss, and we perform the measurement for a BEC and for thermal clouds at 2.1 $\mu K$ and 4.6 $\mu K$ in order to investigate the temperature dependence of the loss process. The results of this measurement are shown in Fig. 4.6.

The colder thermal cloud exhibits loss closer the surface than the hotter one, and a condensate survives even closer in; this result is consistent with surface-induced evaporation [53, 33]. In addition, for all sets of atom parameters all atoms are lost for $d < 1 \mu m$.

If there were no atom-surface interactions, the trap depth would be given by the difference between the value of the magnetic field at the surface and its value at the trap minimum, which is the offset field, and we would expect that some fraction of the condensate, at least, would survive until much closer to the surface than 1 $\mu m$ (recall that the condensate transverse size in $z$ is $\approx 300$ nm). However, there is an attractive Casimir-Polder interaction present [37], which reduces the trap depth and causes the trap to disappear at finite $d$ (see inset in Fig. 4.6).

The Casimir-Polder interaction is the retarded form of the van der Waals interaction. For an atom and a surface, the standard $1/d^3$ van der Waals force is present at small separation, when the fluctuations in dipole moment can travel between the atom and the surface quickly compared to the atom’s response time $\tau_{\text{atom}} = 1/\omega$. 
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Figure 4.6: Surviving fraction after a 15 ms holding time as a function of distance $d$ to a dielectric surface for a BEC (normalized to 900 atoms; solid squares) and for thermal clouds at 2.1 $\mu K$ (normalized to 8100 atoms; open squares) and 4.6 $\mu K$ (normalized to 11500 atoms; open triangles). The solid lines are loss model calculations using the nominal value for the Casimir-Polder coefficient $C_4 = 8.2 \times 10^{-56}$ J m$^4$ while the red dashed lines assume no atom-surface interactions ($C_4 = 0$). The inset shows trapping potentials as a function of $d$ for a trap distance $d = 1.5 \mu m$ for the nominal $C_4$ value (solid line) and for $C_4 = 0$ (dotted line).
where $\omega$ is the angular frequency for the atom’s strongest transition. However, when the separation $d$ becomes so large that the transit time $t = d/c$ between the atom and the surface becomes comparable to $\tau_{atom}$, which happens for $d \geq \lambda/(2\pi) = c/\omega$, the Casimir-Polder potential, given by $V_{CP} = -C_4/d^4$, comes into effect. In the case of $^{87}\text{Rb}$, $\lambda/(2\pi) \approx 200$ nm, so the Casimir-Polder potential describes the atom-surface interaction in the region observed.

Quantitatively, 

$$C_4 = \frac{3\hbar c \alpha}{32\pi^2\epsilon_0} \psi(\epsilon), \quad (4.3)$$

where $\alpha = 5.25 \times 10^{-39}$ F m$^2$ is the $^{87}\text{Rb}$ ground-state polarizability and $\psi(\epsilon) = 0.46 \pm 0.05$ is a dimensionless factor computed in Ref. [54] given the $\text{Si}_3\text{N}_4$ dielectric constant of $\epsilon = 4.0 \pm 0.8$. Putting in numerical values into the above equation gives a nominal value of $C_4 = 8.2 \pm 0.9$ J m$^4$.

We model the measured loss due to surface interactions near a dielectric as a two-step process: an immediate loss of the Boltzmann tail of the atom energy distribution as atoms with energies above the potential barrier lowered by the surface potential are lost from the trap, followed by one-dimensional evaporation that takes place over the $t_0 = 15$ ms during which the atoms are held near the surface in a trap with a transverse frequency of 3.6 kHz. The fraction of atoms remaining after the immediate loss is given by $F = 1 - e^{-\eta}$, where $\eta = U/(k_B T)$ is the ratio between the Casimir-force-limited trap depth $U(d)$ and the atomic thermal energy $k_B T$.

The loss rate for 1D evaporation is

$$\Gamma_l = f(\eta)e^{-\eta}\Gamma_{el}, \quad (4.4)$$

where $\Gamma_{el}$ is the elastic collision rate and $f(\eta)$ is derived in Ref. [55] as

$$f(\eta) = \frac{1}{2\sqrt{2}}(1 - 1/\eta + 3/(2\eta^2)), \quad (4.5)$$

accurate within 5% for $\eta \geq 4$. We account for atom tunneling through the barrier as a correction to $\Gamma_l$ due to additional loss from trapped energy levels during the
holding time, computed using the WKB approximation. For the condensate, we assume the the loss is due to collisions with a residual thermal cloud at $T_c/2$. Given elastic collision times $1/\Gamma_{el}$ of 0.2, 0.9, and 1.5 ms for the condensate, 2.1 $\mu$K, and 4.6 $\mu$K clouds, respectively, we can calculate the remaining atom fraction $\chi_{CP} = F e^{-\Gamma t_0}$.

The results for the calculation of atom loss due to the Casimir-Polder force are plotted in Fig. 4.6, along with a set of loss curves calculated in the absence of any finite-range atom-surface interaction ($C_4 = 0$).

The data plotted in Fig. 4.6 can be interpreted as a measurement of the Casimir-Polder coefficient $C_4$. The dominant source of error in this measurement is the uncertainty of the distance calibration. To make sure that there was no systematic offset in the magnetic field calibration, we performed the same measurement on the opposite side of the symmetry point in the $x$ direction. The results, shown in Fig. 4.7, show that there was no systematic shift between the two sides. Note also that the deviation from zero in the atom fraction observed for points closest to the surface for the BEC in Fig. 4.6 is not duplicated on the other side, where the surviving fraction goes to zero. We thus interpret the nonzero data points close to the surface as due to noise and not a real physical phenomenon like quantum reflection [56].

Given that there is not systematic shift between the two sides, the distance uncertainty is dominated by a $\pm 100$ nm uncertainty due to the $\pm 200$ nm uncertainty in conductor thickness $t$ (see Fig. 4.2). An additional 10% scaling error about the symmetry point distance $d_0 = 1.6 \, \mu$m is due to an estimated 10% calibration uncertainty in the applied magnetic field $\Delta B_x$ away from the origin.

Furthermore, the $C_4$ coefficient used in our calculations is accurate for a Si$_3$N$_4$ infinite half-space, while our chip actually has a 1 $\mu$m Si$_3$N$_4$ layer on a Si substrate, which forms a dielectric waveguide. The correction due to this geometry is estimated using Ref. [57] to be less than 20%. The model calculation is also affected by $\sim 10\%$ uncertainties in atom temperature and trap vibration frequency. Given all these sources of error, if we use the loss model to extract the value of $C_4$ from our measurements, we get a 66% confidence range of between $1.2 \times 10^{-56}$ J m$^4$ and $41 \times 10^{-56}$ J m$^4$, which includes the nominal value of $8.2 \pm 0.9$ J m$^4$.

The good agreement between our measurement and the loss model with no free
Figure 4.7: Calibration loss measurement. (a) Approximate paths for the original loss measurement near dielectric (black dashed line) and the calibration measurement on the other side of the origin in \( x \) (red dashed line). (b) Results for the surviving atom fraction after 15 ms as a function of absolute applied \( \Delta B_x \) for the two measurements and three sets of atom parameters: the original measurement (same as Fig. 4.6) for a BEC (solid black squares) and for thermal clouds at 2.1 \( \mu K \) (open black squares) and 4.6 \( \mu K \) (open black triangles) and the calibration measurement (solid red circles, open red circles, and open red triangles, respectively).

Parameters suggest that the reduction of trap depth due to the Casimir-Polder potential is what limits the lifetime of atoms at small distances \( d \leq 2.5 \mu m \) from the dielectric chip surface. The model fits the data better at large \( \chi \) than at small \( \chi \), which is probably due to the fact that our simple 1D evaporation model breaks down for \( \eta \leq 1 \) and also does not take into account the reduction in atom cloud temperature during evaporation, which is more significant at small \( \chi \). Furthermore, the interaction between a condensate and a background thermal cloud is more complicated than the model accounts for. Nevertheless, our data exclude \( C_4 = 0 \), even if we allow for the largest possible systematic error.

This measurement of the Casimir-Polder potential and the surface microscopy measurement described above show the potential of ultracold atoms to be used as extremely sensitive probes of surface properties. Ultracold atoms are very sensitive to magnetic and electric fields, and since the size of a BEC in a tight trap can be much smaller than an optical wavelength, trapped atom probes can achieve excellent spatial resolution. Indeed, condensates have recently been used as sensitive probes
of surface properties such as short-range electrical potentials arising from polarized absorbates [51], and to achieve a precise measurement of the Casimir-Polder potential out to distances of several $\mu\text{m}$ [58].

4.4 Condensate Splitting

The two-wire trap geometry can be used to magnetically split a condensate in two, which, if it can be done coherently and reproducibly, could have great potential for atom interferometry on a chip. The process by which this splitting is achieved is shown in Fig. 4.8. When the condensate is brought near the surface along the symmetry axis (shown in red and pink in the figure), the transverse quadrupole trap containing the condensate joins with the image trap at the symmetry point to form a transverse hexapole trap, which then splits laterally in the plane of the current-carrying chip wires (in $x$) into two transverse traps, and, if everything is done symmetrically, each of those traps will have a condensate with half of the atoms. If, however, the condensate is brought near the surface off-center, as shown in dark and light blue in Fig. 4.8, it will miss the symmetry point and the original trap will not join with the image trap, so the atoms will remain in one trap. If the original trap comes close to the symmetry point without quite hitting it, so that the separation from the image trap is small, some atoms can couple to the image trap without the two traps overlapping, which will result in asymmetric splitting.

To illustrate the splitting process, we measure the number of atoms that end up in each of the two lateral traps, also called “output traps,” after the incoming trap passes through or near the symmetry point as a function of the distance by which the trap is misaligned from the center. It should be noted that, in a given shot, we can only look at the atoms in one of the two output traps, either the left or the right. This is due to the fact that these two traps are mirror images of each other, and so exist on opposite sides of the symmetry point. Thus, if we ramp $B_x$ so that the trap on the left of center moves away from the chip, the trap on the right will move into the chip and the atoms in it will be lost, and vice versa.

The results obtained for such a measurement, done with an initial condensate of
Figure 4.8: Contour map of $B_x$ (dashed) and $B_z$ (solid) near the chip (same as Fig. 4.2) with paths for condensate splitting near the symmetry point as $B_z$ is changed to bring the trap near the surface. If the trap starts out centered along $x$ (solid red circle) and comes in along the symmetry axis (solid red arrow), then the image trap will join with it at the symmetry point (pink dashed arrow) to form a transverse hexapole trap which will then separate into two traps laterally (solid pink arrows), each of which will have half the initial atom number (solid pink circles). If the trap starts out off-center (solid dark blue circle), it will come in off the symmetry axis (solid dark blue arrow) while the image trap passes on the other side of the symmetry point (dashed light blue arrow) and will never join with it. Thus the initial trap ends up with all the atoms (solid dark blue circle) while the image trap ends up with no atoms (open light blue circle).
4.4. CONDENSATE SPLITTING

Figure 4.9: Fraction of atoms from the initial microtrap that end up in the left output trap (red circles) and the right output trap (black squares) as a function of the initial trap’s $x$ alignment to the symmetry point. The two dashed curves show smooth-step fits to the atom fraction measurements.

900 atoms and a splitting time of 10 ms, are shown in Fig. 4.9. The splitting is extremely sensitive to alignment – if the incoming microtrap is misaligned to the left (right) by as little as 150 nm, all the atoms end up in the left (right) trap, and the trap has to be centered to within about 20 nm to get equal splitting.

The timescale for the splitting is an important experimental parameter. If the splitting is done too quickly, the condensate will be excited, while doing it too slowly causes atoms to be lost in the vicinity of the symmetry point (this loss was exploited in the calibration measurement plotted in Fig. 4.3). The splitting time of 10 ms was chosen so that the loss was small, about 10% at the point of equal splitting (the graph shows that, for equal splitting, each trap ends up with about 45% of the initial total
atom number). This splitting time, however, is not sufficiently long to avoid creating excitations in the condensate that can be seen in the absorption images. This is due to the fact that, when the two transverse quadrupole traps join to form a hexapole trap at the origin, the vibration frequency temporarily becomes very low, which, in combination with the anharmonicity of the hexapole trap, makes it very easy to excite the condensate. One way to address the excitation problem is to perform the splitting farther away from the surface, so that the loss is much slower, which should allow much slower splitting times. A tighter initial trap would also help, by making it harder for atoms to couple to the image trap, which is the primary mechanism for the loss.

In addition to loss during splitting, another limitation is the effect, after splitting, of the Casimir-Polder force due to the proximity of the surface. The two output traps are located more-or-less in the plane of the chip wires, although they are moved about 0.5 μm farther away from the surface by the gradient from the small but macroscopic Q5 coil. Even with the presence of this additional gradient, the output traps are located only about 1.5 μm from the surface, which, as shown in Fig. 4.6, is still within the range of the Casimir-Polder potential (though, for a condensate, it is at the outer limit of that range). Thus, the proximity of the surface could have a disruptive effect on any interference-type experiments performed using the double-well potential that creates the two lateral traps.

While loss due to the proximity of the dielectric chip surface is a limitation of this splitting technique, the splitting can be done far enough from the chip wires themselves to eliminate any Johnson-noise-induced loss. In the splitting example presented here, the nearest edges of the current-carrying Q2 wires are about 35 μm away from the symmetry point, completely outside the range of the Jonson-noise-induced loss (recall that the closer wires whose cross-section can be seen in Fig. 4.8 carry no current and are not used for trapping the atoms).
Chapter 5

Integrating an Optical Cavity with the Chip

5.1 Motivation for Using Cavity

It was first pointed out by Purcell 60 years ago, in regard to radio frequencies, that the spontaneous emission of radiation by an atom is altered when the atom is placed inside a resonator or cavity [42]. In particular, the emission rate $\Gamma_c$ into a cavity of quality factor $Q$ at frequencies resonant with it is enhanced compared to the free-space emission rate $\Gamma_{fs}$ by a factor, known as the “single-atom cooperativity,” given by

$$\eta_c = \frac{\Gamma_c}{\Gamma_{fs}} \frac{3Q\lambda^3}{4\pi^2V^3},$$  \hspace{1cm} (5.1)

where $V$ is the volume of the resonator mode under consideration. This can be interpreted as being due either to the increased density of electromagnetic modes inside the resonator or to the superradiance-like interaction of the oscillating dipole with its image oscillators.

This enhancement is not limited to radio frequencies, and has been observed in both the microwave [59] and optical [60] domains. In the optical case, for a symmetrical confocal resonator of length $L$ with a Gaussian mode of waist $w_0$, the mode
volume is given by \( V = \frac{\pi L w_0^2}{2} \) [59], and the cavity finesse \( \mathcal{F} \), which is the ratio of the cavity free-spectral range, \( \nu_{FSR} = c/(2L) \), to the cavity linewidth, is given by \( \pi/q^2 \), where \( q^2 \ll 1 \) is the single-mirror transmission (and mirror losses are negligibly small). Then, Eq. 5.1 simplifies to

\[
\eta_c = \frac{12\mathcal{F}}{\pi(w_0k)^2},
\]

(5.2)

where \( k = 2\pi/\lambda \). Note that, in the absence of the cavity (if, for example, the cavity mirrors were replaced with collection lenses), the emission into the cavity volume would be given by \( 6/(w_0k)^2 \), so the presence of the cavity mirrors enhances emission by a factor of \( 2\mathcal{F}/\pi \). \( \eta_c \) describes the combined emission into both directions of the cavity; for our experiments, we are often interested in the emission into only one direction of the cavity, which, for a symmetric cavity, is given by

\[
\eta_1 = \frac{\eta_c}{2} = \frac{6\mathcal{F}}{\pi(w_0k)^2}.
\]

(5.3)

From the point of view of the atoms, this enhancement of the resonant scattering rate inside a cavity looks like an increase in the cavity’s effective solid angle, while from the point of view of light in the cavity, it looks like an increased optical depth for the atoms, since the light interacts with each atom many times as it circulates around the cavity.

In the case of more than one atom in a cavity, the enhancement factor for forward scattering into the cavity is increased by a factor equal to the atom number \( N \), for a total scattering rate of \( N^2\eta_c \), due to the constructive interference of photons scattered by many atoms into the same cavity mode.

This increase in the interaction between atoms and intracavity light can be exploited to achieve strong coupling between atoms and light. Strong coupling is achieved when the Rabi flopping rate between atomic excitations and intracavity electric field excitations (photons), given by \( g_c = \sqrt{N\eta_c\Gamma\kappa} \), where \( \Gamma \) is the natural linewidth of the atomic transition and \( \kappa \) is the linewidth of the cavity, becomes greater than either \( \Gamma \) or \( \kappa \). In the regime where \( \Gamma \approx \kappa \), this reduces to \( N\eta_c > 1 \). Generally, high-finesse cavities are required to achieve the strong coupling limit for a single atom,
but having many atoms in the cavity can allow one to achieve strong coupling with relatively low-finesse cavities.

Integrating cavities with chip-based magnetic microtraps is promising for several reasons. The tight confinement achieved in microtraps produces narrow, cigar-shaped atom clouds that are spatially very well suited to being overlapped with narrow cavity modes, which should permit the loading of large numbers of atoms into the volume of a cavity mode with a small waist. Thus, microtraps should facilitate cavity QED experiments with many atoms and quantum communication experiments using atomic ensembles that rely on large optical depths [61].

At the same time, there are many proposed atom chip experiments, such as the implementation of a Tonks-Girardeau gas [22, 23, 62] or an atomic Fabry-Perot interferometer [21] in a magnetic trap, that may greatly benefit from measuring atom statistics and correlations at the single-atom level, which has been achieved for a free-space trap via the use of a cavity [63]. In addition, the preparation and detection of single atoms, which has been achieved in free-space cavity experiments without magnetic traps [64, 65], if implemented in a microtrap setup would constitute an important step toward quantum information processing with neutral atoms, which could take advantage of the tight, complex, precisely controlled, and scalable magnetic traps available on microchips [66]. And, in general, one of the great advantages of atom chip experiments is that they offer tight confinements and control of atoms at small length scales; experiments that push the technological limits of atom chips in these respects may have to work with small atom numbers, which means it is important to be able to detect small atom numbers in magnetic microtraps near surfaces [39, 40]. Since the presence of a cavity can magnify the optical depth, and thus the effective atom number, cavities seem ideally suited to these small-atom-number atom chip applications.
5.2 Cavity on a Chip

5.2.1 Modified Chip Design

The optical cavity is integrated into a setup that uses a new chip, modified from the version used for the surface effects experiments and incorporating new ideas which derived from that work. Measurements done with our original chip show that a two-wire trap could be used to split a Bose-Einstein condensate far away from the current-carrying chip wires, so that Johnson noise from the conductors was not a problem (see Figs. 4.8 and 4.9). However, this splitting occurs in the plane of the trapping wires, close to the chip surface, and thus it is susceptible to Casimir-Polder forces from the dielectric chip surface. To solve this problem, we modified our new chip by etching away the dielectric surface around the metal chip wires after they are deposited, so that the chip wires end up being raised above the rest of the chip surface on ridges of dielectric. The plane of the chip wire centers is thus moved farther from the chip surface.

The removal of dielectric is accomplished by using a slightly different chip substrate. Whereas our first chip used a substrate with 1 $\mu$m of Si$_3$N$_4$ insulator on top of Si, the new chip uses a substrate with a 3-$\mu$m Si layer on top of a 0.2-$\mu$m SiO$_2$ insulating layer on top of bulk Si. After the metal wires are deposited, they are used as a mask when the Si is etched down to the SiO$_2$ layer around them, which leaves the wires raised on 3-$\mu$m ridges of Si, so that the plane of the chip wires is far enough from the surface to be immune to the disruptive effects from the Casimir-Polder force.

The layout of the chip wires is also altered in the new design, which is shown in Fig. 5.1. The second-largest chip coil, $Q_3$, is eliminated, while $Q_2$ is modified so that it has a larger loop on the end, for possible use as an additional trap. Furthermore, in order to accommodate the cavity mode near the chip, the Ioffe-Pritchard ribbons are raised to pass 500 $\mu$m away from the chip, compared to 155 $\mu$m away for the old chip. Atoms are once again confined axially by a combination of the gradient from a Ioffe-Pritchard ribbon, $I_{+1}$ and the MOT gradient; however, in order to couple to the cavity, atoms are trapped about 200 $\mu$m away from the chip surface, and because of this larger distance and also due to its lower resistance and therefore lower heating,
we use $Q_4$, not $Q_2$, to provide the transverse confinement.

### 5.2.2 Physical Implementation of Cavity

The cavity is formed by two identical high-reflectivity, low-loss mirrors mounted on opposite sides of the chip. The mirrors are curved, with radius of curvature $R_c = 2.5$ cm, and the cavity is designed to be slightly longer than confocal so that different transverse modes can be resolved. The mirrors are manufactured by Research Electro-Optics and have maximum reflectivity/minimum transmission at a wavelength of 850 nm. Single-mirror transmission at 780 nm is measured to be about $5 \pm 2 \times 10^{-4}$, with loss expected to be much smaller than that.

One of the mirrors is glued with Torr-Seal vacuum epoxy to a long, thin-walled, cylindrical ceramic piezoelectric transducer (PZT) to allow the cavity length to be tuned with an applied voltage range of several hundred volts. The other mirror is glued to a short PZT, which is not used in the experiment because we were not able to solder leads to it. The PZTs with mirrors attached are glued to stainless steel mounts which are then screwed to the chip carrier with vented screws in such a way that the cavity waist lies about 200 $\mu$m above the chip surface. Fig. 5.2 shows a schematic of how the cavity was mounted on the chip carrier. Note that since one of the mirrors is very close to the chip while the other is separated from it by the length of the long PZT, the center of the cavity is located close to the chip’s edge.

The cavity is aligned by hand, through an iterative procedure of coupling light into the cavity and seeing how good the alignment is, slightly loosening one of the screws that hold the mirror mounts in place, adjusting that mount to improve the alignment, tightening the screws, checking the alignment again, etc. The cavity mode threads the space between the Ioffe-Pritchard ribbons and the chip surface, which allows us to use scatter light from either the chip’s surface or the Ioffe-Pritchard ribbons to align the cavity in the vertical ($z$) direction. A razor blade attached to a micrometer stage is used during cavity alignment to block part of the cavity mode in order to characterize the spatial profile of the cavity mode and determine from it the distance of the mode from the chip surface, and also to see the horizontal ($x$) centering of
Figure 5.1: (a) Photograph of the new atom chip and integrated optical cavity mounted on the chip carrier. (b) The mask used to create the new chip’s wires; conductors are shown in blue. (c) Schematic of the central section of the new chip, marked by the dashed box in (b), showing the trapping wires and the location of the chip microtrap. The conductors on the chip’s surface, which include the quadrupole wires and the pads for bonding the Ioffe-Pritchard ribbons are in blue; the Ioffe-Pritchard ribbons are in yellow. The quadrupole loop and Ioffe-Pritchard ribbon primarily used in the cavity experiments are labeled $Q4$ and $I_{+1}$, respectively, and the directions of current flow through them are indicated.
the cavity mode. The near-confocal nature of the cavity also makes it easier to align, since, for a confocal cavity, small amounts of misalignment, both in angle and position, only displace the mode along the mirror surfaces without degrading it.

The method for coupling light into and out of the cavity is shown in Fig. 5.3. The output of a collimated fiber is passed through a two-lens telescope to expand the beam for optimal mode-matching, then, after a beam-steering mirror, is focused into the cavity’s TEM\(_{00}\) mode by a lens mounted on a 3D translation stage just outside the vacuum chamber. The output of the cavity is coupled into another collimated fiber in an exact mirror-image of the coupling-in setup, except the fiber has a band-pass filter before its input, and the output of that fiber goes to either an avalanche photodiode or to a single-photon counting module. We also use a large-area unamplified photodiode right after the cavity out-coupling lens to quickly measure large, slow cavity output signals.

By adjusting the 3D translation stage that holds the final focusing mirror, the mode-matching can be optimized so that 95% of the cavity transmission comes out in the TEM\(_{00}\) mode.
Figure 5.3: Diagram of the method for coupling laser light into and out of the cavity. A beam comes out of a collimated fiber, is expanded by a telescope to optimize mode-matching, and focused into the cavity by a lens on a 3D translation stage. The output coupling is the mirror image of the input coupling.
The output of the cavity is mode-matched and coupled into a single-mode fiber, which acts as an excellent spatial filter for background light, since only light that comes out of the cavity mode is well-coupled to the fiber mode. A bandpass filter located right in front of the fiber input helps exclude room light. We achieve a coupling efficiency of the cavity output into the single-mode fiber of about 70%.

5.3 Cavity Parameters

While it is advantageous to have the cavity mode as close to the chip surface as possible to maximize the microtrap gradient for atoms within the cavity mode, the distance is limited by the need to have the mode far enough away so that none of it is cut off by the chip’s surface. To compute how close to the surface we can get, we can integrate the intensity over the cross-section of the TEM$_{00}$ mode minus the portion cut off by the chip surface. The normalized intensity profile of a Gaussian mode is given by

\[
I = \frac{2e^{-2r^2/w^2}}{\pi w^2} = \frac{2e^{-2(x^2+y^2)/w^2}}{\pi w^2},
\]  

(5.4)

where $w$ is the mode spot size, so the fractional loss $f_l$ from having the mode cut off by a plane located a distance $d$ from the center is given by:

\[
f_l = 1 - \int_d^\infty \int_{-\infty}^\infty \frac{2e^{-2(x^2+y^2)/w^2}}{\pi w^2} dx \, dy.
\]  

(5.5)

While our cavity is not exactly confocal, it is close enough to confocal to be treated as such for the purposes of this calculation. For a symmetric confocal cavity of length $L = 2.5$ cm, the waist size $w_0$ is given by

\[
w_0 = \sqrt{\frac{L\lambda}{2\pi}} = 57 \, \mu m,
\]  

(5.6)

and the Rayleigh range by $z_R = L/2 = 1.25$ cm. Thus, the mode size at the mirror, which is 1.25 cm from the waist, is given by $w = w_0\sqrt{2} = 81 \, \mu m$. Since one of the mirrors is very close to the edge of the chip, we can use the value of $w = 81 \, \mu m$
to calculate how close to the surface the cavity mode can be. Assuming we want the loss fraction \( f_t \) to be at least an order to magnitude smaller than the single-mirror transmission of \( 5 \times 10^{-4} \), so that the cavity is still transmission-dominated, the mode has to be located at least 160 \( \mu \text{m} \) from the chip. Adding in a healthy margin of error due to the difficulty of determining the distance between the mode and the surface to better than a few tens of \( \mu \text{m} \) gives the 200 \( \mu \text{m} \) distance used.

Once the cavity is inside the vacuum chamber, its length can be tuned by applying a high voltage through a vacuum feedthrough connected across the long PZT that holds one of the cavity mirrors. By applying a voltage range of 0-415 V, the cavity can be scanned nearly linearly over slightly more than two free spectral ranges.

The cavity free-spectral range \( (\nu_{\text{FSR}}) \), which is the frequency difference between successive cavity peaks, is determined by using the MOT master and repumper lasers together. Beams derived from both lasers are coupled into the cavity while it is being scanned by applying a high-voltage triangle wave to the PZT and the lasers are tuned until the transmission peaks from the MOT overlap those of the repumper. Note that the peaks occur when the cavity length \( L \) corresponds to an integer number of half-wavelengths:

\[
L = \frac{n\lambda}{2} = \frac{nc}{2\nu} \tag{5.7}
\]

where \( n \) is an integer, \( c \) is the speed of light, and \( \nu \) is the laser frequency. When the same cavity length produces peaks for two lasers with different frequencies \( \nu_1 \) and \( \nu_2 \), we get

\[
\nu_1 = \frac{n_1c}{2L} \\
\nu_2 = \frac{n_2c}{2L} \\
\nu_2 - \nu_1 = (n_2 - n_1) \frac{c}{2L} \tag{5.8}
\]

which means that the two laser frequencies differ by an integral multiple of \( \nu_{\text{FSR}} = c/(2L) \). By calculating back from the VCO frequencies for the MOT and repumper
beat-note locks, which give $1/8192$ of the beat-note frequency, when the MOT and repumper peaks are overlapped on the cavity transmission spectrum, we obtain a frequency difference between the two lasers of $5632\pm3$ MHz. Since we know that $L$ for our near-confocal cavity is slightly larger than 2.5 cm, $\nu_{FSR}$ must be slightly less than 6 GHz, so our measured frequency difference corresponds to one free spectral range. Given $\nu_{FSR}$ of $5632\pm3$ MHz, we can compute the length of the cavity: $L = c/(2FSR) = 26.62 \pm 0.02$ mm.

We can use the same two-laser method to determine the transverse mode spacing, by overlapping the TEM$_{00}$ mode of the repumper cavity transmission with the TEM$_{02}$ mode of the MOT cavity transmission. The frequency difference should then differ from $\nu_{FSR}$ by one transverse mode spacing. From this measurement, we get a transverse mode spacing of $229\pm3$ MHz. The transverse mode spacing can also be calculated directly from the cavity length, using formulas found in [67]; this calculation yields $232\pm3$ MHz, consistent with our measurement.

Given the length of the cavity, we can also determine more precisely the waist size $w_0$ and Rayleigh range $z_R$ of the TEM$_{00}$ mode. The deviation from confocality is very small, so the values of these parameters are very close to their values for the confocal case. Using the cavity length and results found in [67], we get $w_0 = 56 \mu$m and $z_R = 1.26$ cm.

The finesse $\mathcal{F}$ of the cavity can be calculated from the free-spectral range and the single-mirror transmission, $q^2 = 5\pm2\times10^{-4}$, if we assume cavity losses are negligible, as they should be for these high-quality mirrors: $\mathcal{F} = \pi/q^2 = 7000 \pm 3000$. However, the large uncertainty in $q^2$ leads to a large uncertainty in $\mathcal{F}$. Thus, it makes sense to try to measure the finesse instead, which, given our very precise knowledge of $\nu_{FSR}$, can be done by measuring the cavity linewidth.

The linewidth of the cavity transmission, $\gamma_c$ is measured by first calibrating the PZT voltage scan in terms of frequency by using either the transverse mode spacing or 14.6 MHz sidebands modulated onto the laser by an electro-optical modulator (EOM). This calibration allows us to convert between the time it takes for the cavity to scan over a feature and the frequency width of that feature. From this, we determine the width of the cavity resonance.
The cavity linewidth measurement yields values for $\gamma_c/(2\pi)$ in the range of 0.65-1.2 MHz, depending on the laser used. This is due to the fact that the width of the cavity transmission peak is a convolution of the laser and cavity linewidths. The value of the convoluted linewidth depends on the shape of the laser and cavity resonances; the cavity resonance should be a Lorenzian, but the laser line is some combination of a Lorenzian and a Gaussian. When convoluted, Lorenzian linewidths add linearly, while Gaussian linewidths add in quadrature.

Linewidths for diode grating lasers depend on both the diode used and the grating used, as well as the alignment and stability of the external cavity. It is by using our narrowest laser (the MOT master) and optimizing the feedback by minimizing the lasing threshold that we are able to measure the narrowest cavity transmission resonance linewidth of $2\pi \times 650 \pm 50$ kHz. Given our result from the mirror transmission measurement, it is reasonable to think that this measured linewidth is dominated by the cavity’s intrinsic linewidth, which gives us $\kappa = 2\pi \times 650$ kHz and $F = 2\pi \nu_{FSR}/\kappa = 8600 \pm 700$.

Once we know $F$, we can calculate the single-atom cooperativity $\eta_c$ using Eq. 5.2. An important detail here is that the magnetic microtrap is not located at the cavity waist (which is near the edge of the chip), but is displaced from it by about 5 mm. The mode size at the position of the atoms is then given by

$$w(z) = w_0 \sqrt{1 + \left(\frac{z}{z_R}\right)^2},$$

which gives $w = 60 \mu\text{m}$ for $z = 5$ mm. Combined with the values of $F$ and $k = 2\pi/780$ nm, this yields $\eta_c = 0.14 \pm 0.01$, which means the single-direction cooperativity is $\eta_1 = 0.07$.

### 5.4 Cavity Length Stabilization

The length, and thus the resonance frequency, of the cavity is stabilized to a locked laser using a Pound-Drever-Hall scheme [68, 69]. A simplified layout of how the lock is set up is shown in Fig. 5.4. An electro-optical modulator (EOM) adds 14.6 MHz
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sidebands to the laser beam. If the carrier is nearly resonant with the cavity, the reflected portion at that sideband frequency experiences a large phase shift, while the carrier, not resonant with the cavity, is unshifted. A low-noise avalanche photodiode monitors the reflected beam coming back from the cavity and registers the beat note between the carrier and the sidebands, which is then demodulated by the sideband modulation frequency to give a DC signal proportional to the relative phase between the carrier and the sidebands. Near cavity resonance, this phase shift is proportional to the detuning between the laser carrier frequency and the cavity resonance, and it is used as the error signal for an electronic feedback loop that produces a voltage applied to the cavity PZT to keep the cavity resonant with the laser. This technique can be used to lock the cavity either to the laser carrier frequency, or to one of the sidebands; in both cases, the frequency that is far from cavity resonance serves as a stable phase reference against which the near-resonant frequency is beat in order to extract its phase shift. Locking to a sideband instead of the carrier allows the cavity to be stabilized with much lower intracavity power, since the locking signal depends only on the product of the powers in the two frequencies and thus does not depend on which of the frequencies is resonant with the cavity. Typical optical powers used in the locking beam are about 1 $\mu$W in the carrier and about 1 nW in the sidebands.

When optimized, the cavity lock achieves a stability of $140 \, \text{kHz}/\sqrt{10 \, \text{kHz}}$, measured by monitoring cavity transmission and converting from intensity noise back to frequency noise. Most of our measurements, however, cannot be performed in the presence of the cavity light, since its transmission through the cavity can obscure our experimental signals. An offset can be applied to the cavity tuning signal when the cavity locking light is turned off in order to temporarily stabilize the cavity length. By doing this, we can achieve $<400 \, \text{kHz}$ frequency jitter in the several ms after the locking light is turned off, which is when we perform our measurements.
Figure 5.4: Simplified layout for locking the cavity to a laser using the Pound-Drever-Hall method. The EOM adds sidebands to the laser beam, while the photodiode monitors the beat note between the carrier and sideband beams reflected from the cavity. The beat note is demodulated to produce an error signal proportional to the detuning between the laser and the cavity resonance, which is fed back to the cavity PZT to keep the cavity locked to the laser. Solid red lines are optical paths and dashed black lines are electronic signal paths. Fibers, coupling optics, etc., are omitted for simplicity.
Chapter 6

Cavity-Aided Atom Detection

6.1 General Imaging Analysis

There are, in general, two methods of detecting atoms on resonance, fluorescence and absorption. In fluorescence, the atom scatters incoming laser light from a pump beam, a fraction of which is captured by the imaging optics. In absorption, on the other hand, it is the incoming laser beam itself that is collected and detected by imaging optics, and when atoms scatter light out of it, that shows up as photons missing from the beam; the signal in absorption is a negative one, with less light collected in the presence of atoms than without them.

It is useful to compare the fundamental limits of these two detection methods; in particular, let us for the moment ignore the issue of spatial resolution and analyze only atom-number resolution. For this, let us consider a sample of \( a \) atoms, in a situation where each of them scatters an average of \( m \) photons, with an imaging system that detects a fraction \( \alpha \) of all the photons scattered by the atoms (here we ignore saturation effects, so that doubling the laser power and observing for half the time produces the same observed signal, which allows the analysis to be independent of time). For fluorescence, let us assume that the background, i.e. the signal detected in the absence of atoms, can be neglected, since it is a technical and not a fundamental limitation. The detected signal \( S_f \) will be given by \( S_f = a \alpha m \), with a shot noise given by \( N_f = \sqrt{a \alpha m} \), while the signal that corresponds to one atom, \( s_f^{(1)} \) will be
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\( s_f^{(1)} = \frac{S_f}{a} = \alpha m \). The shot-noise-limited atom number uncertainty for fluorescence imaging will then be given by

\[
\Delta_f a = \frac{N_f}{s_f^{(1)}} = \sqrt{\frac{a}{\alpha m}}.
\] (6.1)

Note that since the signal per atom is constant while the shot noise of the measurement scales as \( \sqrt{a} \), the atom number uncertainty also grows with \( \sqrt{a} \). Thus, in a fluorescence measurement with a negligible background, the atom-number resolution gets worse as the square root of the atom number.

To try to analyze the equivalent absorption measurement, with the same number \( m \) of absorbed and rescattered photons and an absorption beam well-matched to the collection optics, let us consider the imaging scheme in Fig. 6.1, which uses a diffraction-limited imaging system through which is coupled a probe beam with the atoms located at its waist. Note that, in this situation, \( \alpha = \frac{3}{(w_0 k)^2} = \frac{\sigma}{(2\pi w_0^2)} \), where \( \sigma = \frac{3\lambda^2}{(2\pi)} \) is the maximal atomic scattering cross-section, \( \lambda \) is the wavelength of the atomic transition used, \( k = \frac{2\pi}{\lambda} \) is the corresponding wave number, and \( w_0 \) is the beam waist. The fraction of photons absorbed by an atom located at the waist is given by \( I_0\sigma/P \), where \( I_0 \) is the peak probe beam intensity, \( P \) is the probe beam power, and we have assumed \( \sigma \ll w_0 \). For a Gaussian beam profile, defined by \( I(r) = I_0 e^{2r^2/w_0^2} \), \( I_0 = 2P/(\pi w_0^2) \), so the fraction of photons absorbed by an atom is given by \( 2\sigma/(\pi w_0^2) = 12/(w_0 k)^2 = 4\alpha \). If we consider the case where the total absorption is small, so that the absorption beam is not significantly depleted and the absorption signal can be treated as being linear in atom number, then the requirement that each atom absorb and rescatter \( m \) photons means that the total number of incoming probe beam photons must be \( m/(4\alpha) \). The corresponding shot noise is given by \( N_a = \sqrt{m/(4\alpha)} \), while the signal that corresponds to one atom is just \( s_a^{(1)} = m \). Therefore, the shot-noise-limited atom number uncertainty for absorption imaging will be given by

\[
\Delta_a a = \frac{N_a}{s_a^{(1)}} = \sqrt{\frac{1}{4\alpha m}}.
\] (6.2)
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Figure 6.1: Diagram of detection of atoms via fluorescence and absorption. Atoms are either pumped by a resonant pump beam from which they scatter photons into the imaging system (fluorescence), or they block a resonant probe beam coupled through the imaging system and focused at their position and scatter photons out of it into free space (absorption).

This is only a factor of 2 better than the uncertainty for fluorescence imaging for \( a = 1 \), but, unlike the case for fluorescence, the atom number uncertainty for absorption does not depend on \( a \), as long as the low-absorption limit holds.

The above analysis is performed for free-space imaging, but it is not hard to extend it to the case of cavity-aided detection. The effects of a cavity can be modeled by taking the lenses in Fig. 6.1 and replacing them with high-reflectivity mirrors. In the presence of such a cavity, both the emission rate into the cavity, which governs fluorescence imaging, and the effective optical depth of an atom in the cavity, which governs absorption imaging, are enhanced by a factor of \( 2F/\pi \), where \( F \) is the cavity finesse. Another way to think of it is that the collection efficiency of the optics, \( \alpha \), is effectively increased by this factor, which affects both fluorescence and absorption. If, instead of a confocal cavity, where the light passes through the atoms twice on every round trip, we instead considered a ring cavity, where the light passes through the atoms only once on every round trip, this enhancement factor due to the presence of the cavity would be halved, to \( F/\pi \).
6.2 Atom Preparation

To perform atom detection measurements, we initially load $10^5$ atoms into a Ioffe-Pritchard microtrap located 200 $\mu$m from the surface and displaced by about 150 $\mu$m to the side of the cavity axis (in $x$) in order to prevent heating and loss produced by the cavity-length stabilization light. To minimize the effect of the cavity locking light on the atoms while keeping the cavity locked to atomic resonance, we lock the cavity using light one cavity free spectral range, $\nu_{FSR} = 5.6$ GHz, detuned to the blue of atomic resonance. This beam is derived from the repumper, which is ordinarily tuned 6.6 GHz to the blue of the $|F = 2\rangle \rightarrow |F' = 3\rangle$ transition used for measurement (see Fig. 2.2), but is tuned by 1.0 GHz in a few ms when the MOT is turned off and the atoms are loaded into the magnetic trap. The power in the sideband, which is resonant with the cavity, is only about 1 nW, but that is enhanced by a factor of $F/\pi = 2700$ inside the cavity. The enhanced power of a few $\mu$W is sufficiently large that, even at a detuning of 5.6 GHz, the cavity locking light has a measurable destructive effect on the atoms over hundreds of ms.

The microtrap located 200 $\mu$m away from the surface has a transverse gradient of 230 G/cm, which corresponds to transverse vibration frequencies around 300 Hz for typical offset fields, and an axial vibration frequency of 50 Hz. The transverse confinement in the trap is generated by the $Q4$ chip coil (see Fig. 5.1). At a distance of 200 $\mu$m from the surface, the $Q2$ chip coil can produce gradients about twice those of $Q4$ for typical currents, but we do not use it for these experiments due to the large heat load it puts out when used.

When current is run through the chip’s wires, it heats up the chip carrier, which causes it to expand. While the water cooling of the top piece stabilizes the chip carrier’s temperature on long time scales, it is too slow to prevent this heating and expansion during an experimental cycle. Since the cavity mirrors are mounted on the chip carrier, its expansion causes the cavity length to increase, which means that the cavity lock circuit needs to apply a voltage to the cavity PZT to counter this effect and keep the cavity length constant. Because of its smaller cross-section, the resistance of $Q2$ is about an order of magnitude higher than that of $Q4$, so it puts
out significantly more heat for similar currents, which means that the cavity drifts faster and by a larger total amount. It turns out to be much more difficult to keep the cavity locked while there is current flowing in \( Q_2 \) than it is for a current in \( Q_4 \), so we end up only using \( Q_4 \) to create the microtrap (the Ioffe-Pritchard ribbon used to create the axial confinement, \( I_{+1} \), has a much lower resistance than \( Q_4 \) and so does not produce much heat).

Once the atoms are loaded into the microtrap, we use a 400 ms microwave evaporation to remove all but a small number of cold atoms, at a typical temperature of 15 \( \mu \)K. Part of the reason we use this quick and inefficient cut and not the kind of efficient evaporation that we use to achieve BEC is that we want to reduce the heating due to \( Q_4 \) current, but it is also the case that the microtrap is so weak that the low initial density sets a very long timescale for initial evaporation, significantly longer than the one-body lifetime in the microtrap.

### 6.3 Measurement of Cavity Cooperativity \( \eta_1 \)

The main parameter that governs both absorption and fluorescence in the cavity is the single-direction single-atom cooperativity, \( \eta_1 = \frac{6F}{\pi(w_0k)^2} \). While we can calculate the expected cooperativity, \( \eta_1 = 0.07 \), from basic cavity parameters (see Sec. 5.3), it is important to confirm it experimentally. To do this, we measure the tuning of the cavity transmission resonance by the atomic index of refraction for atomic samples large enough that the atom number can be determined by our standard CCD absorption imaging. The off-resonant tuning of the cavity by \( N \) atoms well-localized at the cavity axis is given by

\[
\delta \nu = \frac{\kappa}{2 \Delta} N \eta_1,
\]

where \( \kappa \) is the cavity linewidth, \( \Gamma \) is the linewidth of the atomic transition, and \( \Delta \gg \Gamma \) is the detuning between the laser and the atomic transition. For us, \( \kappa = 2\pi \times 650 \text{ kHz} \) and \( \Gamma = 2\pi \times 6.1 \text{ MHz} \).

Before measuring \( \eta_1 \), it is necessary to determine what applied magnetic fields
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Figure 6.2: Plots of the single-direction cavity cooperativity, $\eta_1$, extracted from a measurement of cavity tuning, $\delta\nu$, as the atoms are moved through the cavity by applied bias fields in the two transverse directions. The red curves show quadratic fits to the measured data. The $B_x$ measurement was performed with a cloud of 5500 atoms, while the $B_z$ measurement was performed with a cloud of 6000 atoms, both at temperatures around 15-20 $\mu$K. The detuning between the laser and the atomic resonance is $\Delta = 15\Gamma$ in both cases.

The $B_x$ measurement was performed with a cloud of 5500 atoms, while the $B_z$ measurement was performed with a cloud of 6000 atoms, both at temperatures around 15-20 $\mu$K. The detuning between the laser and the atomic resonance is $\Delta = 15\Gamma$ in both cases.

put the atoms on the cavity axis, where their coupling to the cavity is maximized. This is also measured using the cavity tuning $\delta\nu$, by varying the applied bias fields $B_x$ and $B_z$ and looking at the cavity tuning for a given atom number. The cavity tuning is measured by scanning over a predetermined range of cavity PZT voltages with and without atoms in the cavity, noting how much the cavity resonance shifts within that scan between the two situations, and converting that time difference into a frequency shift by calibrating the speed of the scan in units of cavity frequency. Once we know $\delta\nu$, we can extract $\eta_1$ using Eq. 6.3. The values for $\eta_1$ obtained from these measurements given the knowledge of the atom number $N$ and the detuning $\Delta$ are shown in Fig. 6.2.

Once we can position the microtrap to optimize the atom-cavity coupling, we can measure $\eta_1$ for clouds of various size that are large enough for us to determine the atom number with absorption imaging. The results are shown in Fig. 6.3.

While the calculated $\eta_1$ for an atom localized on the cavity axis is 0.07, the value we measure is significantly smaller. This is due to the fact that the finite temperature,
and the resulting finite size, of the atom cloud reduce the coupling of the atoms to the cavity. There are two main reduction factors: a geometric factor $g_c$, which reduces the spatial overlap between the atom cloud and the cavity mode because many of the atoms are not located on the cavity axis; and an atom-light coupling reduction factor $C_+$, which reduces the Clebsch-Gordan coefficient for the atoms’ coupling to intracavity $\sigma^+$ light (which is the polarization that produces the maximal $\eta_1$ and is therefore used for this measurement) by smearing out the magnetic quantization axis, since atoms that have enough energy to move away from the trap bottom will experience transverse components of the magnetic field.

It is possible to calculate $g_c$ given the known cavity mode diameter $w$ and a measured transverse root-mean-square size of the atom cloud, $r_{rms}$. Integrating over the normalized transverse atom density distribution weighted by the relative intensity of intracavity light (normalized to 1 on the cavity axis) yields $g_c$:

$$g_c = \int_0^\infty \frac{1}{2\pi r_{rms}^2} e^{-r^2/(2r_{rms}^2)} \times e^{-2r^2/w^2} \times 2\pi r dr = \frac{w^2}{w^2 + 4r_{rms}^2}.$$  \hspace{1cm} (6.4)
For the smaller clouds used in Fig. 6.3, we calculate $g_c$ to be 0.4 after extracting the rms size of the cloud from a measurement similar to that shown in Fig. 6.2 and calculate $C_+$ to be 0.8 by numerically integrating the effective Clebsch-Gordan coefficient over the atom cloud. Given these two factors, we’d expect to measure $\eta_1 \approx 0.022$, which is consistent with what we observe for the smaller atom clouds. For the larger clouds, with $N > 8000$, we observe a lower value of $\eta_1$, which makes sense since those clouds are hotter and therefore larger spatially, and so would have larger reduction factors due to finite cloud size.

6.4 Fluorescence Detection

6.4.1 Atom Number Measurement

For fluorescence detection, we illuminate the atoms from the side with a retroreflected pump beam at an angle of 70° to the cavity axis. In order to simplify retroreflection alignment, the beam is focused down at the planar retroreflection mirror (if it was instead focused at the atoms, we’d have to use a curved mirror or a planar mirror and a lens for retroreflection), which produces a spot size of 250 $\mu$m at the atoms. This is comparable to the distance of the atoms to the chip surface, so some of the beam is cut off by the chip. It is preferable for the fluorescence pump beam to be as close as possible to parallel to the cavity axis, which is also the magnetic field quantization axis, in order to maximize $\sigma^+$ polarization purity. However, the space through which the fluorescence beam can pass unobstructed is very limited, which restricts the angle at which it can come in and also possibly by the edge of the cavity mount and/or the mount for the absorption imaging lens. The retroreflected beam is thus attenuated in intensity compared to the original beam.

To optimize the coupling of the fluorescence pump beam to atoms in the cavity, we use loss of atoms due to scattering of pump light. We put the microtrap at the position where the atoms couple strongest to the cavity, and then shine on a pulse of pump light and observe, via CCD absorption imaging, how many atoms remain in the trap after the pulse as a function of fluorescence beam alignment. In order to
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get good signal-to-noise, we use large and hot atom clouds \(N \sim 100,000\) for this measurement, but that should not affect the result for optimal alignment.

To characterize both the atom number preparation and the number of photon counts detected per atom in fluorescence detection, we illuminate the atoms with a pump beam nearly resonant \(\Delta/\Gamma = 1-3\) with the \(|F = 2\rangle \rightarrow |F' = 3\rangle\) transition and with a peak intensity slightly above saturation intensity \(I_s = 2 \text{ mW/cm}^2\), and count the photons emerging from the cavity within a window of 750 \(\mu\)s using a fiber-coupled single-photon counting module (Perkin-Elmer SPCM-AQR-12-FC counter based on a silicon avalanche photodiode). We do not measure exactly on resonance so that absorption from the atoms doesn’t spoil the cavity finesse. We compile histograms of counts containing 100-250 shots for different RF final settings, which correspond to different average numbers of prepared atoms.

Assuming that the photons emitted by each atom obey Poisson statistics, the following relation can be derived:

\[
\frac{\langle n^2 \rangle}{\langle n \rangle} - 1 = g_{aa} \langle n \rangle + \langle p \rangle, \tag{6.5}
\]

where \(\langle a \rangle\) is the mean atom number for the given histogram, \(\langle p \rangle\) is the mean number of photon counts per atom, \(n = ap\) is the total number of signal photon counts in a given shot, and \(g_{aa} \equiv \frac{\langle a^2 \rangle - \langle a \rangle}{\langle a \rangle^2}\) is the atom-atom correlation function (see Appendix A.1 for the derivation). \(g_{aa}\) should be equal to 1 if the atoms obey Poisson statistics and equal to \((1 + f^2)\) in the presence of (technical) fractional atom number noise of magnitude \(f\) [70]. The values of \((\langle n^2 \rangle/\langle n \rangle) - 1\) can be computed from each histogram independently without any knowledge about \(\langle a \rangle\) or \(\langle p \rangle\), given that we can measure the background count rate independently, and assuming that the background is uncorrelated with the signal. The results plotted against \(\langle n \rangle\), along with a linear fit, are shown in Fig. 6.4. The fit gives a slope of \(g_{aa} = 1.05 \pm 0.02\), which implies that the fractional noise on our signal is \(0.25 \pm 0.10\), and therefore Poissonian fluctuations dominate for the atom numbers we measure; and an intercept of \(\langle p \rangle = 1.9 \pm 0.3\) photon counts per atom. The fact that our atom preparation is shot-noise-limited down to 1 atom is itself a notable achievement, and it means we can perform various
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Figure 6.4: Characterization of atom number fluctuations and detected photons per atom for fluorescence detection. Each data point corresponds to the statistics for one histogram. \( n \) is the total number of signal photons detected. The slope of the fit gives the atom-atom correlation function, \( g_{aa} \), and the y-axis intercept gives the average number of photon counts per atom, \( \langle p \rangle \).

Having confirmed the Poisson statistics of our atom number preparation, we can fit \( \langle a \rangle \) and \( \langle p \rangle \) for each histogram individually, assuming a Poisson distribution of atoms with mean \( \langle a \rangle \), each of which emits a Poisson distribution of photons of which we detect a mean of \( \langle p \rangle \). A typical histogram with fit, and a plot of the combined results of all histogram fits are shown in Fig. 6.5. To a good approximation, the average number of photon counts per atom is independent of atom number, with \( \langle p \rangle = 2.0 \pm 0.2 \) counts/atom, with 0.3 background counts in the 750 \( \mu s \) measurement window, dominated by the dark count rate of the single photon counter (SPCM). An average of the signal time traces yields a \( 1/e \) signal decay time of \( \tau = 150 \) \( \mu s \), likely limited by the atoms’ being pushed out of the cavity mode due to an imbalance
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between the intensities of the original and retroreflected pump beams because of partial obstruction of the retroreflected beam by various mounts around the chip.

6.4.2 Expected Fluorescence Signal

To see if our result for $\langle p \rangle$ makes sense, we can estimate what we would expect $\langle p \rangle$ to be based on known experimental parameters. Since our cavity resonance is much narrower than the atomic line, the cavity collects predominantly the coherently scattered photons, the center peak of the Mollow triplet [71]. The number of photon counts we would expect to detect per atom is thus given by $\langle p \rangle = \frac{\Gamma_{coh}}{\gamma_c} \eta_1 (\kappa/\gamma_c) \times C_+ \times g_c \times f \times q \times l$, where $\Gamma_{coh} = \Gamma/8 = 2\pi \times 760 \text{ kHz}$ is the maximum coherent scattering rate for the transition, $\eta_1 = 0.07$ is the cavity’s intrinsic single-atom cooperativity, $\gamma_c = 2\pi \times 1 \text{ MHz}$ is the average linewidth of the cavity transmission, which is a convolution of the cavity and laser linewidths, $C_+ = 0.3$ is the calculated averaged Clebsch-Gordan coefficient for $\sigma^+$ intracavity light coming from the scattering process (the other polarizations are not resonant with the cavity; $C_+$ is much smaller here than in the measurement of $\eta_1$ described in Section 6.3 because of the large angle between the fluorescence beam and the magnetic quantization axis), $g_c = 0.6$ accounts for the imperfect overlap between the atoms and the cavity mode due to the finite size of the atomic cloud (this is larger than the $g_c = 0.4$ factor obtained in the measurement of $\eta_1$ because the much smaller atom numbers used for the fluorescence measurement are obtained in colder, and therefore spatially smaller, samples), $f = 0.7$ is the coupling efficiency into the single-mode fiber, $q = 0.58$ is the quantum efficiency of the SPCM at 780 nm, and $l = 0.7$ is the signal reduction due to mechanical cavity vibrations, measured independently via cavity transmission. The combination of the above factors predicts $\langle p \rangle = 1.7 \pm 0.9$, close to our measured value.

6.4.3 Single-Atom Detection

Since the scattering time of 150 $\mu$s is significantly shorter than the 750 $\mu$s collection window used above, reducing the measurement time improves the signal-to-noise ratio for small atom numbers, where the noise is dominated by the background and
Figure 6.5: (a) Typical normalized histogram of 150 fluorescence measurements, with Poisson fit to $\langle a \rangle$, the mean number of atoms, and $\langle p \rangle$, the mean number of photon counts per atom (here, $\langle a \rangle = 3.1 \pm 0.4$ and $\langle p \rangle = 1.7 \pm 0.3$). Error bars are Poisson uncertainties given the measurement statistics. (b) Results of such fits to 12 different histograms; error bars correspond to 1 standard deviation in the fits for $\langle a \rangle$ and $\langle p \rangle$. The dashed line shows the combined fit for $\langle p \rangle$ of 2.0 counts/atom.
not the shot noise of the signal counts. Thus, in order to quantify our fluorescence measurement as a single-atom detector, we reduce the measurement window to 250 µs, and use a better SPCM (Perkin-Elmer SPCM-AQR-14-FC), which reduces the background count rate from 400 Hz to 280 Hz. We then take a fluorescence histogram of 200 shots with the minimal atom number that is still easy to distinguish from zero, with the result shown in Fig. 6.6. The Poisson fit to the resulting histogram gives \( \langle a \rangle = 0.85 \pm 0.08 \) and \( \langle p \rangle = 1.4 \pm 0.1 \). The fit is shown in Fig. 6.6 along with two comparison fits to \( \langle a \rangle \) that assume a value for \( \langle p \rangle \) that is either half or twice the best-fit value. Fig 6.6 includes a comparison of a computed normalized histogram produced by background counts to one produced by the signal from one atom.

The result of \( \langle p \rangle = 1.4 \), combined with a measured background of 0.07 counts in 250 µs, means that, if we set our detection threshold to \( \geq 1 \) count, our single-atom detector is characterized by an atom quantum efficiency of 75% and a false detection rate of 7%, at a maximum single-atom count rate of 4 kHz. If we instead choose a threshold of \( \geq 2 \) counts, the atom quantum efficiency drops to 40%, and the false detection rate to 0.2%, at the same fast maximum count rate.

6.5 Absorption Detection

6.5.1 Atom Number Measurement

While the fluorescence measurement makes a good single-atom detector, we expect an absorption measurement to provide better atom number resolution for \( a > 1 \), as derived in Section 6.1. For absorption detection, we couple the probe laser beam into the cavity TEM\(_{00}\) mode on atomic resonance and with an intracavity saturation parameter equal to 0.2, and monitor the resonant transmission through the cavity in with and without atoms trapped in the cavity mode volume. Since the unattenuated absorption beam is much more intense than typical observed fluorescence signals, the fractional shot noise is significantly smaller, which makes intensity noise due to cavity mechanical vibrations the dominant noise source. To make absorption measurements shot-noise limited, the laser linewidth is broadened, by frequency modulation coupled
Figure 6.6: (a) Normalized histogram of 200 fluorescence measurements with small atom number. Three Poisson fits are included: best two-parameter fit of $\langle a \rangle = 0.85 \pm 0.08$, $\langle p \rangle = 1.41 \pm 0.14$ (solid line); and two single-parameter fits for $\langle a \rangle$ assuming a particular $\langle p \rangle$: $\langle a \rangle = 1.46$ given $\langle p \rangle = 0.7$ (dashed line); $\langle a \rangle = 0.49$ given $\langle p \rangle = 2.8$ (dotted line). The reduced $\chi^2$ for these fits are 0.4, 1.8, and 3.7, respectively. Error bars are Poisson uncertainties given the measurement statistics. (b) Computed normalized histogram due to background photon counts (dark gray) and due to the signal from one atom (light gray).
in directly across the laser diode, to 30 MHz, much larger than the cavity linewidth \( \kappa \), so that the intensity noise on the cavity transmission due to cavity vibrations is negligible compared to the photon shot noise.

Similarly to fluorescence detection, we compile histograms collected in 1 ms for different atom preparation parameters. However, since the range of possible count rates is much larger, we bin the counts in bins of 25 in order to achieve reasonable measurement statistics. The measured absorption “background,” i.e. the signal collected without any atoms, is \( \langle n_0 \rangle = 3680 \) counts, and the absorption signal lasts for a \( 1/e \) time of 560 \( \mu \)s. We can characterize our atom preparation statistics by looking at the statistics of the histograms. In this case, we have to linearize the transmission dependence in order to be able to derive a useful statistical relation:

\[
\frac{n}{n_0 (1 + as)} \approx n_0 (1 - as), \tag{6.6}
\]

where \( n \) is the detected photon number, \( n_0 \) is the background detected photon number, \( a \) is the atom number, and \( s \) is the fractional absorption per atom. Given the above approximation, we can derive the following:

\[
\frac{\langle n_0 \rangle^2 (\langle n^2 \rangle - \langle n \rangle^2 - \langle n \rangle)}{\langle n_0 \rangle^2 \langle a \rangle \langle s \rangle} + \langle a \rangle \langle s \rangle = g_{aa} \langle a \rangle \langle s \rangle + \langle s \rangle, \tag{6.7}
\]

where \( g_{aa} \) is the atom-atom correlation function and the expectation values are taken for the given histogram (see Appendix A.2 for the derivation). The values of the left-hand side in the above equation can be computed from each histogram independently without any knowledge about \( \langle a \rangle \) or \( \langle s \rangle \) (only their product, which can be determined from \( \langle n \rangle \) and \( \langle n_0 \rangle \) occurs on the left-hand side). The results plotted against the fractional absorption \( \langle a \rangle \langle s \rangle \), along with a linear fit, are shown in Fig. 6.7. The fit gives a slope of \( g_{aa} = 0.88 \pm 0.06 \) and an intercept of \( \langle s \rangle = 3.5 \pm 0.5\%/\)atom. The low value of \( g_{aa} \) is probably due to the fact that the linear approximation is not an entirely accurate description of all our absorption measurements, which is reasonable given that the histogram with the largest absorption has a fractional absorption of close to 20\%. The linearized calculation may thus systematically underestimate \( g_{aa} \). Nevertheless, it appears that this fit confirms that our atom number preparation for
Figure 6.7: Characterization of atom number fluctuations and fractional absorption per atom for absorption detection. Each data point corresponds to the statistics for one histogram. \( n \) is the total number of photons detected, \( n_0 \) is the number of photons expected without any atoms, and \( a s \) is the fractional absorption due to the presence of atoms. The slope of the fit gives the atom-atom correlation function, \( g_{aa} \), and the y-axis intercept gives the mean fractional absorption per atom, \( \langle s \rangle \).

absorption has Poisson statistics.

Given Poisson atom preparation and photon absorption statistics, we can fit the histograms to extract values for the mean atom number \( \langle a \rangle \) and the mean fractional transmission reduction, or absorption, per atom, \( \langle s \rangle \) from each histogram individually. A typical histogram with fit, and a plot of the combined results of all histogram fits are shown in Fig. 6.8. From these measurements, we obtain \( \langle s \rangle = 3.3 \pm 0.3\% / \text{atom} \).

### 6.5.2 Expected Absorption Signal

The lineshape of the intensity of cavity transmission for an infinitely narrow laser is given by the square of the transmitted electric field amplitude:
Figure 6.8: (a) Typical normalized histogram of 142 absorption measurements, with Poisson fit to \( \langle a \rangle \), the mean number of atoms, and \( \langle s \rangle \), the mean fractional transmission reduction per atom. The signal collected without any atoms is \( \langle n_0 \rangle = 3680 \) counts. Error bars are Poisson uncertainties given the measurement statistics. (b) Results of such fits to 5 different histograms; error bars correspond to 1 standard deviation in the fits for \( \langle a \rangle \) and \( \langle s \rangle \). The dashed line shows the combined fit for \( \langle s \rangle \) of 3.3 %/atom.
where $q^2 = \pi / \mathcal{F}$ is the single-mirror transmission with $\mathcal{F}$ as the cavity finesse, $\kappa$ is the cavity linewidth, $\Delta_c$ is the detuning from the cavity resonance, and $2\pi \Delta_c / \nu_{FSR}$ is the phase accumulated by light detuned by $\Delta_c$ from the cavity resonance over one intracavity round trip. This equation corresponds to a Lorentzian lineshape with linewidth $\kappa$.

In the presence of an atom, the transmission lineshape for a cavity is given by

$$\left| \frac{q^2}{q^2 + i(2\pi \Delta_c / \nu_{FSR})} \right|^2 = \left| \frac{(\kappa/2)}{(\kappa/2)^2 + \Delta_c^2} \right|^2 (6.8)$$

where $l_{at}^2$ is the round-trip electric field amplitude reduction due to absorption by the atom, and we have assumed that the atomic and cavity resonances overlap and the atomic linewidth is much greater than $\kappa$, so that the contribution to the round-trip phase due to atomic detuning is negligible compared to that due to cavity detuning. The round-trip electric field amplitude reduction, $l_{at}^2$, is equal to the one-direction intensity reduction, which is just the absorption fraction calculated in Sec. 6.1 to be equal to $12 / (w_0 k)^2 = 2q^2 \eta_1$. The cavity linewidth in the presence of an atom is given by

$$\kappa' = \frac{q^2 + l_{at}^2}{q^2} \kappa = (1 + 2\eta_1) \kappa, \quad (6.10)$$

and the cavity transmission lineshape is given by

$$\left( \frac{1}{1 + 2\eta_1} \right)^2 \times \frac{(\kappa'/2)^2}{(\kappa'/2)^2 + \Delta_c^2} \approx \frac{1}{1 + 4\eta_1} \times \frac{(\kappa'/2)^2}{(\kappa'/2)^2 + \Delta_c^2}, \quad (6.11)$$

for $\eta_1 \ll 1$. In the low-total-absorption linear regime, the mean fractional transmission reduction per atom, $\langle s \rangle$, is then equal to $4\eta_1$.

The above analysis is correct for a probe laser which is very narrow compared to cavity (and atomic) resonance. However, in our absorption measurement, we
modulate the probe laser to make it much broader than both cavity and atomic resonances. To incorporate the effects of this broadening, let us consider the convolution of the above cavity transmission line with a laser line that has an intrinsic Lorentzian linewidth $\Gamma_l$ and is broadened to a much larger linewidth $\Gamma_{br}$.

The convolution of a normalized unBroadened laser with frequency $\omega_l$ and linewidth $\Gamma_L$ with a cavity line with resonance frequency $\omega_c$ and linewidth $\kappa$ and a normalization factor that makes the cavity transmission unity on resonance is given by

$$\int_{-\infty}^{+\infty} \frac{1}{\pi} \frac{\Gamma_l/2}{(\Gamma_l/2)^2 + (\omega - \omega_l)^2} \cdot \frac{(\kappa/2)^2}{(\kappa/2)^2 + (\omega - \omega_c)^2} d\omega = \frac{\Gamma_l/2 + \kappa/2}{(\Gamma_l/2 + \kappa/2)^2 + (\omega_c - \omega_l)^2}$$ (6.12)

To incorporate the broadening, let us integrate this convolution over a distribution of laser lines centered in the range between $\omega_c - \Gamma_{br}$ and $\omega_c + \Gamma_{br}$, and, since $\Gamma_{br} \gg \Gamma_l, \kappa$, take the limit $\Gamma_{br} \rightarrow \infty$:

$$\lim_{\Gamma_{br} \rightarrow \infty} \int_{\omega_c - \Gamma_{br}}^{\omega_c + \Gamma_{br}} \frac{\Gamma_l/2 + \kappa/2}{(\Gamma_l/2 + \kappa/2)^2 + (\omega_c - \omega_l)^2} d\omega_l = \pi \kappa/2.$$ (6.13)

If we incorporate the cavity line broadening and transmission attenuation due to the presence of one atom, this becomes

$$\lim_{\Gamma_{br} \rightarrow \infty} \int_{\omega_c - \Gamma_{br}}^{\omega_c + \Gamma_{br}} \frac{\Gamma_l/2 + \kappa'/2}{(\Gamma_l/2 + \kappa'/2)^2 + (\omega_c - \omega_l)^2} d\omega_l = \pi \kappa'/2 \cdot \frac{1}{(1 + 2\eta_1)^2} = \frac{\pi \kappa'}{2(1 + 2\eta_1)}.$$ (6.14)

Thus, the ratio between the peak transmission in the presence of an atom to that without an atom is then given by $1/(1 + 2\eta_1)$, which means that, if we include the effects of the laser broadening, the linearized mean fractional transmission reduction per atom, $\langle s \rangle$, is equal to $2\eta_1$. This means that when we broaden the probe laser in order for our absorption measurement to be limited by photon shot noise, we lose half our signal.

The expected fractional transmission reduction per atom is then given by $\langle s \rangle =$
2\eta_1 \times C_+ \times g_e \times r_\tau, \text{ where } C_+ = 0.8 \text{ is the calculated reduction due to smearing out of the magnetic quantization axis, } g_e = 0.6 \text{ is the geometric overlap reduction factor calculated from the measured finite cloud size, and } r_\tau = 0.47 \text{ is the ratio between the transmission reduction averaged over the 1 ms measurement window and the peak transmission reduction, given the scattering lifetime of 560 \mu s. If we put in all the reduction factors, we expect } \langle s \rangle = 3.2 \pm 0.7 \%/\text{atom}, \text{ which agrees very well with our observed value.}

6.6 Comparison of Fluorescence and Absorption

Using the measured values of \langle p \rangle = 2.0 \pm 0.2 \text{ counts/atom for fluorescence and } \langle s \rangle = 3.3 \pm 0.3\%/\text{atom for absorption, we can evaluate how well these two methods can determine the atom number in a single measurement. The expected fluorescence detection atom number uncertainty } \Delta_f a \text{ and the expected absorption detection atom number uncertainty } \Delta_a a \text{ are both plotted as a function of atom number in Fig. 6.9.}

The atom number confidence intervals plotted in Fig. 6.9 include both the fundamental uncertainties discussed in Sec. 6.1 and additional technical uncertainties. For fluorescence, \Delta_f a \text{ is limited by both the shot noise of the detected single photons and the statistical uncertainty in the mean number of photons per atom } \langle p \rangle \text{ given by our combined histogram fit, as well as by the background photon counts (for the detector with larger dark count rate used for the original fluorescence measurement, which gives a background of } n_{bg} = 0.3 \text{ counts). Quantitatively,}

\begin{equation}
(\Delta_f a)^2 = \left( \frac{\partial a}{\partial n_f} \right)^2 (\delta_{p,n_f})^2 + \left( \frac{\partial a}{\partial \langle p \rangle} \right)^2 (\delta \langle p \rangle)^2 + \left( \frac{\partial a}{\partial n_{bg}} \right)^2 (\delta n_{bg})^2, \tag{6.15}
\end{equation}

where } n_f = a \langle p \rangle \text{ is the total number of signal photons detected, so } \partial a/\partial n_f = 1/\langle p \rangle, \text{ and } \delta_{p,n_f} \text{ is the Poisson uncertainty (shot noise) in } n_f; \partial a/\partial \langle p \rangle = -a/\langle p \rangle \text{ and } \delta \langle p \rangle = 0.2 \text{ is the statistical uncertainty in our measured value of } \langle p \rangle; n_{bg} \text{ is the number of background photon counts detected, } \partial a/\partial n_{bg} = \partial a/\partial n_f = 1/\langle p \rangle \text{ because fluctuations in background photon counts are indistinguishable from fluctuations in
Figure 6.9: Single-shot atom-number measurement 1-\(\sigma\) confidence intervals for fluorescence (\(\langle p \rangle = 2.0 \pm 0.2\) counts/atom, measurement window \(t = 750\) \(\mu\)s, background of 0.3 counts; dark gray) and absorption (\(\langle s \rangle = 3.3 \pm 0.3\) %/atom, \(t = 1\) ms; light gray), assuming proper calibration (so that the mean inferred atom number is the same as the actual atom number).
signal photon counts, and $\delta n_{bg}$ is the uncertainty in the number of background photons detected; assuming the background is independent of our signal and Poisson-distributed, $(\delta n_{bg})^2 = n_{bg} = 0.3$. Of the three terms that contribute to $\Delta_f a$, only the first is fundamental; the uncertainty in $\langle p \rangle$ and the background are technical limits.

For absorption, $\Delta_a a$ is limited by both the shot noise of the detected signal photons and the statistical uncertainty in the mean absorption per atom $\langle s \rangle$ given by our combined histogram fit. Quantitatively,

$$\text{(6.16)}$$

$$(\Delta_a a)^2 = \left( \frac{\partial a}{\partial n_a} \right)^2 (\delta P n_a)^2 + \left( \frac{\partial a}{\partial \langle s \rangle} \right)^2 (\delta \langle s \rangle)^2,$$

where $n_a = n_0/(1 + a \langle s \rangle)$ is the total number of photons detected, so $\partial a/\partial n_a = (1 + a \langle s \rangle)^2/(n_0 \langle s \rangle)$, $n_0 = 3680$, and $\delta P n_a$ is the Poisson uncertainty (shot noise) in $n_a$, which, for the large values of $n_a$ we observe, means $(\delta P n_a)^2 = n_a$; $\partial a/\partial \langle s \rangle = -a/\langle s \rangle$ and $\delta \langle s \rangle = 0.3\%$ is the statistical uncertainty in our measured value of $\langle s \rangle$. Only the first of the two terms that contribute to $\Delta_a a$ is fundamental; the uncertainty in $\langle s \rangle$ is a technical limit.
Chapter 7

Conclusion and Future Work

7.1 Conclusion

The work described in this thesis investigates some of the important technical capabilities and fundamental limits of experiments that use magnetic microtraps on atom chips to trap and manipulate ultracold atoms.

The first question addressed in this work is, “How close we can get to atom chips?” The kind of miniaturization that can be achieved in microtraps has several advantages, but there are also disruptive effects from the chips themselves that set in at the small length scales they make accessible. The simple question above really amounts to two questions: (1) How close can we get to the current-carrying elements on chips, and what is the limiting mechanism?; and (2) How close can we get to the dielectric chip surface, and what is the limiting mechanism? While the limiting mechanisms of (1) Johnson-noise-induced spin flips and (2) the Casimir-Polder force were not unexpected, our experiments quantify both of these limits in terms of chip and magnetic trap parameters. Our results are generally applicable to all atom chip experiments that rely on miniaturization.

It turns out that a relatively simple interpolation formula is capable to describing the spin-flip rate due to Johnson noise very accurately; it can therefore be used as a good guideline to predict the performance of a given chip wire layout at a particular length scale. In terms of engineering atom chips, a good strategy seems to be to only
approach close to chip conductors when the high gradient made possible by doing so is necessary for the desired experiment; magnetic fields that don’t need to have large gradients should be produced by conductors far away from the atom sample and stages of the experiment that don’t require close proximity to chip conductors (such as the evaporation to BEC in our experiment) should be performed far away from the chip. Furthermore, the fact that the spin-flip rate does not depend on current in the conductor suggests that there should be no unused conductors on the chip surface.

The sharpness of the Casimir-Polder potential means that only a few microns’ separation from the dielectric chip surface is enough to render it completely benign. Placing chip wires on low dielectric ridges above the surface, as done on our modified chip, is thus one way to circumvent the dielectric surface’s destructive effects while still taking advantage of its capabilities both for microfabrication and for heat dissipation.

We are encouraged by our ability to use the magnetic microtrap to split a BEC into two clouds with equal atom number. While the splitting method suffers from several technical limitations, it suggests a possible direction of research to achieve trapped atom interferometry on an atom chip.

One of the interesting peripheral aspects of the surface effects experiments is the extreme sensitivity of ultracold atoms to external potentials and their resulting usefulness as probes of their environment. By using loss of trapped atoms as our signal, we are able to relatively easily determine atom positions and resolve surface structures to within less than 100 nm, and technical improvements in this direction should increase this technique’s resolution substantially. The potential of ultracold atoms as sensors of surface potentials and of electric and magnetic fields is only beginning to be realized.

Another important problem in atom chip experiments that is addressed by our work is one of signal detection. One of the primary appeals of atom chips is their ability to make possible various kinds of quantum atom optics devices, characterized by interesting and novel statistics and correlations between atoms. In order to be able to implement such devices, there needs to be a way to sensitively measure these statistics and correlations. To this end, we implement an atom detector using a medium-finesse cavity mounted on an atom chip. The detector, integrated in a
straightforward manner into our existing experimental apparatus, is sensitive enough to detect single atoms with high quantum efficiency and a fast maximum count rate, while at the same time it is relatively easy to optimize and use (so that experimenters’ energies can be focused on the rest of the experiment), robust, and versatile (in the sense that it should be possible to integrate it into many different kinds of atom chip experiments). The existence of such an on-chip atom detector is an important step toward many microtrap applications.

It should be noted that many of the atom optics applications for which microtraps show promise can also potentially be implemented in other experimental regimes, such as in optical traps and lattices, or with untrapped atoms, and, indeed, in some areas, these other techniques are far ahead of what has been realized in microtraps. However, microtraps offer unparalleled versatility in terms of creating complex potentials for manipulating cold atoms, and this versatility suggests that the area of microtraps on chips should be a fertile source of exciting experimental results for a long time to come.

7.2 Future Work

We have plans for several different experiments that would extend or build upon the work described here, in both the atom chip and in the cavity directions.

Our surface effects experiments suggest that continued miniaturization of some parts of the experiment is both possible and desirable. In particular, if we wish to create a magnetic double well where the central barrier is sharp enough to permit an appreciable amount of tunneling between the two sides (this would be an implementation of a BEC Josephson junction), we need to go to distances on the order of a micron from the conductor that generates that potential barrier. All other magnetic fields and gradients can be generated by conductors much farther away from the atoms, and the magnetic field barrier does not require a large current, so it could be generated by a wire just a few hundred nm wide, which would give slow spin-flip loss rates at micron distances. The modified chip used in the cavity experiment has
this kind of small splitting wire on it, which, unfortunately, is damaged and unusable; future atom chips should be able to implement this kind of splitting. Two such sharp tunnel barriers could be used to create an atomic Fabry-Perot resonator, a single-atom source where all atoms come out with the same energy.

In terms of cavity-aided atom detection, there are several improvements that are currently being made to the apparatus. The mirrors in our cavity have maximum reflectivity at 850 nm, so the cavity’s finesse, which is 8600 at 780 nm, could be significantly higher at longer wavelengths. The $^{87}$Rb D$_1$ line ($5^2S_{1/2} \rightarrow 5^2P_{1/2}$) wavelength is 795 nm, and we expect mirror transmission at that wavelength to be 5-10 times lower than at the 780 nm D$_2$ wavelength used in all the experiments presented here, which would correspond to a cavity finesse higher by the same factor, assuming losses are still negligible. A higher finesse achieved in the same cavity implies a cavity linewidth narrower by the same factor, so taking full advantage of it would require a laser at 795 nm with a linewidth of less than 100 kHz. A 795 nm external-cavity diode laser that uses an external Fabry-Perot cavity to narrow its linewidth via optical feedback [72] is currently being integrated into our apparatus. The cavity length stabilization also must be improved to work with a narrower linewidth. If successful, using a narrow laser to probe the D$_1$ line may increase our atom detection signals by as much as an order to magnitude.

In addition, we are currently trying to implement a scheme for using the cavity to achieve spin squeezing on an atomic clock transition in $^{87}$Rb. While the most precise atomic clocks are currently at the standard quantum limit, for which the precision scales as $\sqrt{N}$, where $N$ is the number of atoms composing the clock, spin squeezing can be used to achieve precision below the standard quantum limit, with the ultimate fundamental precision limit being the Heisenberg limit, for which precision increases as $N$. The general idea for spin squeezing is to exploit the cavity’s enhancement of optical depth and the indistinguishability of forward scattering into the cavity – since all atoms scatter into the same cavity mode, it is fundamentally impossible to tell which atom scattered a given photon that comes out of the cavity. By observing light coming out of the cavity, it is possible to create many-atom correlated states that will have different behavior from an uncorrelated coherent state. In particular, it is
possible to use the atoms’ tuning of the cavity resonance to extract the population difference between two atomic clock states without obtaining any information about the states of the specific atoms. The uncertainty in relative populations can thus be reduced below the shot noise limit (while the uncertainty in relative phase will be increased), and this “squeezed” uncertainty can then be mapped onto the final projection noise of a Ramsey-type clock measurement. While atomic spin squeezing can be achieved in free space without a resonator[73], the large optical depth that can be achieved in a cavity promises substantial improvement over free-space measurements. The details of our implementation of this technique are still being worked out, but the initial calculations given our experimental parameters appear very promising.
Appendix A

Derivations of Correlation Relations

A.1 Fluorescence

In order to derive the formula used to analyze the fluorescence data, let us consider a series of experimental shots, in each of which a sample with \( a \) atoms scatters photons from an incoming pump beam, \( n \) of which are detected by a photon counter, and define \( p = n/a \) as the number of photon counts per atom for each experimental shot. Let \( \langle a \rangle \), \( \langle p \rangle \), and \( \langle n \rangle \) be the expectation values for \( a \), \( p \), and \( n \), respectively. Then,

\[
    n = ap
    \langle n \rangle = \langle a \rangle \langle p \rangle
\]  \hspace{1cm} (A.1)

If \( c_i \) is the probability of having \( i \) atoms in the sample, and \( m_{j,i} \) is the probability of detecting \( j \) photons given \( i \) atoms, then

\[
    \langle n^2 \rangle = \sum_{i,j} c_i m_{j,i} j^2 = \sum_i c_i \langle n_i^2 \rangle,
\]  \hspace{1cm} (A.2)

where \( \langle n_i^2 \rangle \) is the expectation value of \( n_i^2 \) at fixed atom number \( i \). Assuming

\[
    \sum_i c_i = 1
\]
A.2. ABSORPTION

Poisson statistics for the photons at fixed atom number,

\[ \langle n_i^2 \rangle = \langle n_i \rangle^2 + \langle n_i \rangle = \langle p \rangle^2 i^2 + \langle p \rangle i. \quad (A.3) \]

Substituting this into Eq. A.2 yields

\[ \langle n^2 \rangle = \sum_i c_i (\langle p \rangle^2 i^2 + \langle p \rangle i) = \langle p \rangle^2 \sum_i c_i i^2 + \langle p \rangle \sum_i c_i i. \quad (A.4) \]

By definition,

\[ \sum_i c_i i^2 = \langle a^2 \rangle \sum_i c_i i = \langle a \rangle, \quad (A.5) \]

and therefore,

\[ \langle n^2 \rangle = \langle p \rangle^2 \langle a^2 \rangle + \langle p \rangle \langle a \rangle = \langle p \rangle^2 \langle a^2 \rangle + \langle n \rangle. \quad (A.6) \]

Rearranging terms, we get,

\[
\begin{align*}
\frac{\langle n^2 \rangle}{\langle n \rangle} - 1 &= \frac{\langle p \rangle^2 \langle a^2 \rangle}{\langle n \rangle} = \frac{\langle p \rangle \langle a \rangle}{\langle a \rangle^2} = \frac{\langle n \rangle \langle a^2 \rangle}{\langle n \rangle} = \frac{\langle n^2 \rangle}{\langle n \rangle} - 1 = \langle n \rangle \left( \frac{\langle a^2 \rangle}{\langle a \rangle^2} - \frac{1}{\langle a \rangle} + \frac{1}{\langle a \rangle} \right) = \\
&= \langle n \rangle \left( \frac{\langle a^2 \rangle - \langle a \rangle}{\langle a \rangle^2} + \frac{1}{\langle a \rangle} \right) = \langle n \rangle g_{aa} + \langle p \rangle,
\end{align*}
\]

where \( g_{aa} \equiv \frac{\langle a^2 \rangle - \langle a \rangle}{\langle a \rangle^2} \) is the atom-atom correlation function. This is the relation in Eq. 6.5 that we wanted to show.

A.2 Absorption

The overall form of this derivation is identical to the one above; only details of the formulas differ. For absorption, let us consider a series of experimental shots, in each
of which an incoming probe beam is attenuated due to absorption from \( a \) atoms, with the result that \( n \) photons are detected by a photon counter. Let us define \( n_0 \) as the number of photons that would have been detected by the photon counter if the atoms were not present, and let \( s = (1 - n/n_0)/a \) be the fractional absorption per atom for each experimental shot. Let \( \langle a \rangle, \langle s \rangle, \langle n_0 \rangle \) and \( \langle n \rangle \) be the expectation values for \( a \), \( s \), \( n_0 \), and \( n \), respectively. Then,

\[
n = n_0(1 - as) \\
\langle n \rangle = \langle n_0 \rangle(1 - \langle a \rangle\langle s \rangle) \tag{A.8}
\]

If \( c_i \) is the probability of having \( i \) atoms in the sample, and \( m_{j,i} \) is the probability of detecting \( j \) photons given \( i \) atoms, then

\[
\langle n^2 \rangle = \sum_{i,j} c_i m_{j,i} j^2 = \sum_i c_i \langle n_i^2 \rangle, \tag{A.9}
\]

where \( \langle n_i^2 \rangle \) is the expectation value of \( n^2 \) at fixed atom number \( i \). Assuming Poisson statistics for the photons at fixed atom number,

\[
\langle n_i^2 \rangle = \langle n_i \rangle^2 + \langle n_i \rangle = \langle n_0 \rangle(1 - i\langle s \rangle)^2 + \langle n_0 \rangle(1 - i\langle s \rangle). \tag{A.10}
\]

Substituting this into Eq. A.9 yields

\[
\langle n^2 \rangle = \sum_i c_i[\langle n_0 \rangle(1 - i\langle s \rangle)^2 + \langle n_0 \rangle(1 - i\langle s \rangle)] = \\
= \langle n_0 \rangle^2(1 - 2\langle s \rangle \sum_i c_i i + \langle s \rangle^2 \sum_i c_i i^2) + \langle n_0 \rangle(1 - \langle s \rangle \sum_i c_i i). \tag{A.11}
\]

By definition,

\[
\sum_i c_i i^2 = \langle a^2 \rangle
\]
A.2. ABSORPTION

\[ \sum_i c_i = \langle a \rangle, \quad (A.12) \]

and therefore,

\[
\langle n^2 \rangle = \langle n_0 \rangle^2 (1 - 2\langle s \rangle \langle a \rangle + \langle s \rangle^2 \langle a^2 \rangle) + \langle n_0 \rangle (1 - \langle s \rangle \langle a \rangle) = \\
= \langle n_0 \rangle^2 (1 - 2\langle s \rangle \langle a \rangle + \langle s \rangle^2 \langle a^2 \rangle) + \langle n_0 \rangle^2 \langle s \rangle^2 (\langle a^2 \rangle - \langle a \rangle^2) + \langle n \rangle = \\
= \langle n \rangle^2 + \langle n \rangle + \langle n_0 \rangle^2 \langle s \rangle^2 \langle a \rangle^2 \left( g_{aa} - 1 + \frac{1}{\langle a \rangle} \right), \quad (A.13)
\]

where \( g_{aa} \equiv \frac{\langle a^2 \rangle - \langle a \rangle}{\langle a \rangle^2} \) is the atom-atom correlation function. Rearranging terms, we get,

\[
\frac{\langle n^2 \rangle - \langle n \rangle^2 - \langle n \rangle}{\langle n_0 \rangle^2 \langle a \rangle \langle s \rangle} + \langle a \rangle \langle s \rangle = \langle a \rangle \langle s \rangle (g_{aa} - 1 + \frac{1}{\langle a \rangle}) + \langle a \rangle \langle s \rangle = \langle a \rangle \langle s \rangle g_{aa} + \langle s \rangle. \quad (A.14)
\]

This is the relation in Eq. 6.7 that we wanted to show.
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