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Abstract

This thesis covers three different superconducting systems. One dimensional alu-

minum rings, and two dimensional heterostructures of LaAlO3/SrTiO3 and δ-doped

SrTiO3. In all cases we studied the magnetic response of these superconductors using

a scanning SQUID microscope.

In our study of 1D aluminum rings, we monitor the magnetic response of the

persistent supercurrent to explore the impact of of phase fluctuations on the ring’s

ability to screen magnetic fields. The physical parameters of the rings were designed

to reduce the superconducting phase stiffness. We observe a suppression of the suscep-

tibility signal below the critical temperature, which we attribute to a thermodynamic

sampling of metastable states with different phase winding number, termed fluxoid

fluctuations. We find our data is well described by a simple theoretic model which

accounts for a thermodynamic sampling of fluxoid states.

The next part of the thesis discusses two dimensional superconductors at the in-

terface of complex oxides. In LaAlO3/SrTiO3, we discovered nanoscale patches of

magnetism coexisting with inhomogeneous superconductivity. We analyze the mag-

netic field from the magnetic patches and find it is not large enough to be responsible

for the inhomogeneity observed in the superconductivity. Instead, we found that a

landscape of isolated paramagnetic spins is the driving source of the inhomogeneity.

The gate tunable nature of the LAO/STO interface provides an additional avenue for

studying the superconductivity. Our measurements of the temperature dependence

of the superfluid density, taken at different gate voltages, collapse to a single curve

characteristic of a full superconducting gap. This indicates that superconductivity
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in this exotic system may be conventional in nature. Finally, we measured the tem-

perature dependence of the superfluid density of δ-doped STO using two different

techniques and show that it is also a conventional superconductor.
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Chapter 1

Introduction

1.1 Superconductivity overview

This thesis covers superconductivity in many forms. We start with conventional

superconductors in patterned structures and move on to examine superconducting

states in oxide materials. In addition, all of the measurements presented in this thesis

have been made with a superconducting sensor. Consequently it is natural to begin

with an overview of the basic properties of superconductors.

Superconductivity is a phase of matter that is physically different from normal

conductors. In a superconductor, at the critical temperature, electrons undergo a

thermodynamic phase transition. This transition is accompanied by an abrupt change

in physical properties. Most notably the resistance drops to zero.

In a normal metal resistance is caused by collisions between electrons and the

crystal environment. This includes collisions with the lattice, impurities, and other

electrons. In superconductors an attractive interaction, called the pairing mechanism,

causes electrons to form pairs. The energy spectrum of the pairs has a gap. This

means that adding a small amount of energy will not break the pairs into two separate

electrons. Below the critical temperature, the pairing gap becomes larger than the

temperature and the pairs are not scattered. The resistance is precisely zero and the

pairs from a macroscopic quantum state with a single phase.
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CHAPTER 1. INTRODUCTION 3

In addition to zero resistance a second defining characteristic of superconductiv-

ity is the Meissner effect. The Meissner effect describes a superconductor’s ability

to expel an applied magnetic field. In fact, a superconductor cooled in an equi-

librium field will spontaneously expel that field at temperatures below its critical

temperature. This property distinguishes superconductivity from a simple zero re-

sistance state. Following Lenz’s law, a material with zero resistance will expel an

applied magnetic field because it can generate eddy screening currents that will not

decay. However, a resistive metal in an equilibrium field will not spontaneously expel

that field if the resistance suddenly disappeared, whereas a superconductor naturally

does. The SQUID sensors used to make the measurements that are presented in

this thesis use the Meissner effect to study superconductors. The SQUID applies a

local magnetic field to the superconducting sample and is sensitive to the Meissner

screening currents generated by the superconductor. The magnetic field does not

instantaneously drop to zero in a superconductor but decays over a characteristic

length scale called the magnetic penetration depth, λ. The screening currents flow

in a region within λ of the surface.

A third attribute of superconductivity is quantization of magnetic flux. All the

electrons in a superconductor form a single macroscopic quantum wave function that

can be described by a complex number, ψ = Ae(iφ), represented by an amplitude, A,

and phase, φ. The phase must be single valued at any position in the superconductor.

If we imagine a superconductor penetrated by a magnetic field, and we navigate

about a path that encloses magnetic flux lines then the superconducting phase will

wind. When we return to the starting point the phase must be the same. This is

only possible if the phase wound by an integer multiple of 2π. Consequently the

flux that penetrates a superconductor must be quantized to keep the phase single

valued. Moreover, the complex number ψ, also known as the Ginzburg-Landau order

parameters, is related to the cooper pair density, |ψ|2 = ns. We can now introduce

the coherence length, ξ as the distance over which ψ can vary without an excess

increase in energy [104].

The quantized flux bundles that penetrate a superconductor are called vortices.
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Vortices occur in superconductors where ξ < λ, known as type II superconductors.

In a type II superconductor, if we navigate about a path and the phase change is

zero then our path enclosed only superconducting material. If the phase change is

2π then there was a single vortex enclosed in the path.

Superconducting

|ψ|2=n
s

λ(T)

h(x) H
c

Normal

x

ξ(T)

Figure 1.1: Interface between superconducting and normal domains in a type I su-
perconductor. The superconducting order parameter, ψ decays on a length scale ξ in
contact with a normal region. An applied magnetic field Hc decays on a length scale
λ in the superconductor. From Tinkham [104].

To summarize, the most well know property of superconductors is their lack

of electrical resistance. However, they are more complex than resistance free met-

als. Specifically, the superconductor’s interaction with magnetic fields including the

Meissner effect and flux quantization are properties not found in a hypothetical resis-

tance free metal. Moreover a superconductor’s special sensitivity to magnetic fields

means that magnetic fields are an effective tool for studying superconductors and

understanding their properties.

1.2 Reduced dimensions

This thesis covers measurements on two different superconducting systems: meso-

scopic aluminum rings (Part 2) and the superconducting complex oxide heterostruc-

tures including the interface between LaAlO3 and SrTiO3 (LAO/STO) and Nb doped

SrTiO3 (Part 3).

In a superconducting system the relevant length scale is the coherence length ξ.
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Reduced dimensional structure have a spatial extent that is smaller than ξ in at

least one dimension. In rings both cross-sectional dimensions (width and thickness)

are small compared to ξ. Rings are one dimensional objects that extend only along

their circumference. The LAO/STO interface extends in two dimension with just the

thickness being small compared to ξ.

1.2.1 One dimension: Destruction of long range order

At first glance measuring superconductivity in reduced dimensional structures may

seem to be a contradiction. The long range order that is required to support a

macroscopic phase ordered state (i.e. superconductivity) cannot exist in fewer than

three dimensions [90].

A general theorem states that in any 1D system with short range forces there

cannot be a phase ordered state at finite temperature [63]. In 1D the free energy can

always be lowered by breaking the phase coherence of a long section into multiple

sections of alternating phases [90].

As described in the previous section, a superconducting state can be described by

an order parameter with a well defined amplitude and phase. However, Rice showed

that thermodynamic fluctuations of the phase will destroy long range order in both

1D and 2D superconducting systems [90].

We may have to give up on perfect phase coherence in 1D, but is a persistent

supercurrent still possible in 1D rings? Little found that in any system where the

interaction force between electrons is finite an infinitely sharp resistive transition is

only possible in three or more dimensions [67]. In 1D systems at finite temperatures

the resistance is never absolutely zero, but at the critical temperature the resistance

will still drop to a small fraction of the normal resistance.

The source of this small yet finite resistance in 1D rings is thermodynamic phase

fluctuations, called phase slips. A phase slip will temporarily drive the order pa-

rameter to zero in order to transition between states with different phase winding

number. See Fig. 1.2. During the phase slip, superconductivity is briefly suppressed

in a section of the ring of length ξ, and subsequently recovers. Consequently we can
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Real
Axis

i
Axis

0 L

x

|A(x)| n=0

n=1

Figure 1.2: The evolution of the complex order parameter, shown in gray, in a 1D
ring of length L. At 0 and L the order parameter is the same. However, in the n = 1
case the phase traveled a distance of 2π and in the n = 0 case the phase change was
zero. To travel between these two states the amplitude A must go through zero. This
destroys superconductivity in a section of the ring of length ξ, and is the cause of the
finite resistance state in 1D rings. From Little [67].

still measure a persistent current in 1D superconducting rings, but the presence of

thermodynamic fluctuations will cause it to decay over time. These fluctuations and

their impact on superconductivity in rings will be discussed in detail in part II of this

thesis.

1.2.2 Two dimensions: BKT transition

This argument may be extended to two dimensions. A resistive transition should be

observed in 2D superconductors, but the presence of fluctuations never allows the

resistance to be truly zero. Indeed, the onset of superconductivity in two dimensions

is not accompanied by true long-range phase coherence. Instead it is described by a

topological phase transition, called a BKT transition [61, 8]. At a specific temper-

ature below the critical temperature, spontaneously formed vortex anti-vortex pairs

unbind and delocalize. The unbound vortices contribute to a finite resistance in the

superconductor and broaden the resistive transition. The vortex motion also leads

to variations in the phase across the sample, destroying phase coherence.

The LAO/STO interface is a superconductor in the 2D limit. At temperatures

below the BKT transition the phase of the superconducting state is sufficiently coher-

ent to screen an applied magnetic field. In part III of this thesis we take advantage
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of the Meissner effect to study superconductivity and magnetism in this system.

1.3 Making magnetic measurements

The majority of magnetic measurements of superconductors are done using bulk tech-

niques, namely magnetotransport and magnetization. Magnetotransport involves at-

taching leads to a sample and measuring voltage as a function of the driving current

and magnetic field. Bulk magnetization measurements apply a large field to a sample

and detect how the sample, as a whole, responds to that field. These measurements

are very common in characterizing superconducting samples because they are rela-

tively simple to perform and can quickly diagnose growth problems. Additionally,

with careful analysis such measurements can yield significant insight into the material

properties. However, both magnetization and transport techniques will mask small

scale inhomogeneity in the sample. Moreover, if the sample of interest is patterned

on a substrate, bulk magnetization measurement have the added complication of

separating the sample’s signal from the background signal of the substrate. Finally,

both of these techniques lack the magnetic sensitivity to observe very small magnetic

features.

The Moler group has worked for years to develop ultra sensitive magnetic probes

which we mount in micro-positioning assemblies to make local measurements across

a large area of a sample. All the work in this thesis was done with a SQUID probe.

SQUID stands for Superconducting QUantum Interference Device, and it is also the

sensor used in bulk magnetometry measurements. Our SQUIDs have been specially

designed and optimized to increase their spatial resolution and magnetic flux sensi-

tivity [44].

A basic SQUID consists of a superconducting loop interrupted by two weak links

(Josephson junctions), shown schematically in Fig 1.3a. A SQUID, driven above it’s

critical current, is a flux-voltage transducer. The voltage drop across the SQUID is
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5 µm

a c d

200 µm

20 µm

SQUID
Bias

Leads

Tunnel
Junction

Shunt
Resistor

Bias Resistor

Mod.
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Field Coil

Pick-up
Loop

Field Coil Leads

Modulation
Coil Leads

Shielding
Layers

Polishing
Angle

e

Field

Coil

Modulation

Coils

Pickup

Loop

b

Figure 1.3: a) Schematic of a basic SQUID. b) Modified SQUID for use in a scanner.
c) Optical image of the SQUIDs designed in the Moler group and used in this thesis.
d) Close up of the modulation coils used for feedback. e) Close up of the pick-up loop
and field coil. This is the part of the SQUID that will brought closest to the sample.

directly proportional to the flux that passes through the SQUID. We use a counter-

wound gradiometric SQUID design (Fig 1.3b). A background field applied to a gradio-

metric SQUID results in zero net flux. Additionally we use superconducting shields

to screen the SQUID. Only a 3µm loop, the pick-up loop, remains unshielded. The

pick-up loop is the sensitive area of the scanner. As shown in Fig 1.3c and Fig 1.4 we

polish away the substrate near the pick-up loop so that it can be brought in contact

with a sample.

Concentric with the pick-up loop in the SQUID tip is a single turn field coil.

Driving a current in this coil creates a local magnetic field. The pick-up loop can then

record the sample’s susceptibility response to the locally applied field. If we make the

susceptibility measurement in a lock-in configuration, by driving an AC current in
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Sample substrate

Figure 1.4: Cartoon of a SQUID brought near a sample.

the field coil, we can simultaneously measure the AC-susceptibility response (lock-in

signal) and the DC-magnetometry response (low-pass filter).

The sensor is mounted on a piezo-resistive scanner [17]. Two pairs of s-benders

allow the SQUID to move in an constant plane, while a cantilever piezo brings the

sensor into and out of contact with the sample. This configuration results in a fine

scan range of about 200µm. The piezo scanner is mounted on a three axis stack of

coarse positioners. Each positioner has a range of about 5mm.

The scanner itself is rigidly mounted through a copper cage to the mixing chamber

of a dilution refrigerator. The base temperature of the dilution refrigerator is 17 mK.

When the z-cantilever piezo is moving the base temperature is 30 mK, and when the

x-y s-bender stage is moving the base temperature is elevated further. The exact

temperature depends on the size of the scan range with larger scan ranges resulting

in higher temperatures. Such a set-up allows us to make spatially resolved magnetic

measurements of superconductors with very low critical temperatures.
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a

b

Figure 1.5: a) The piezo scanner mounted on the stack of coarse positioners. b)
Close-up of polished SQUID mounted on the z-cantilever piezo.



Part II

Superconductivity in one

dimension

11



Chapter 2

Fluxoid fluctuations

Julie A. Bert, Nicholas C. Koshnick, Hendrik Bluhm and Kathryn A. Moler “Flux-

oid fluctuations in mesoscopic superconducting rings” Physical Review B 84 134523

(2011).

2.1 Abstract

Superconducting rings are an ideal system for studying phase coherence in one di-

mension. We study the temperature dependence of the magnetic susceptibility of

superconducting rings with a scanning superconducting quantum interference device

(SQUID). The physical parameters of the rings were designed to reduce the super-

conducting phase stiffness. We observe a suppression of the susceptibility signal

below the critical temperature, which we attribute to a thermodynamic sampling of

metastable states with different phase winding number, termed fluxoid fluctuations

[59]. We introduce a simple model [59] for the susceptibility of a ring affected by flux-

oid fluctuations and compare it with one dimensional Ginzburg Landau (GL) theory

including all thermal fluctuations. We find good agreement between our fluxoid model

and the full 1D GL theory up to a shift in the critical temperature. Additionally our

magnetic susceptibility data is well described by 1D GL theory.

12
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2.2 Introduction

In this paper, we study the properties of superconducting 1D wires in a model system:

uniform isolated aluminum rings. Superconducting rings have states with uniform

phase windings that differ by integer multiples of 2π, called fluxoid states. Phase

slips allow for transitions between fluxoid states. During a phase slip the order pa-

rameter phase loses or gains a twist by suppressing superconductivity in a portion of

the ring. Phase slips are detected as jumps in measurable quantities such as the cur-

rent. In contrast, fluxoid fluctuations represent the thermal occupation of different

fluxoid states. Their impact on the ring’s current is represented by a thermodynamic

sampling of all energetically accessible fluxoid states. By generating a Boltzmann

distribution of these fluxoid states, Koshnick formulated a new model [59] which pre-

dicts a suppression in the temperature dependence of the ring’s zero field magnetic

susceptibility. Complementing previous experiments that studied amplitude fluctu-

ations in rings with long mean free paths, [60, 112] we present experimental data

from short mean free path rings which exhibit a downturn in the susceptibility close

to the critical temperature. Moreover we show our new fluxoid fluctuation model

provides a good fit to the susceptibility data. This paper is not intended to be a

complete review of superconducting fluctuations in reduced dimensions. We restrict

our analysis to thermal fluctuations of the GL order parameter that are described

by 1D GL theory. We do not treat quantum fluctuations or Langevin noise and we

assume our rings are homogeneous.

Fluctuations play an important role in the superconducting behavior of samples

of reduced dimensionality: [99] they can make electron pairing and long-range phase

coherence occur at different temperatures in unconventional superconductors, [34]

lead to the Berezinskii-Kosterlitz-Thouless transition [61] in two dimensions (2D),

cause the destruction of long range phase order in infinitely long one-dimensional

(1D) wires [90], and determine the resistive properties of 1D wires of finite length

[64, 74, 38, 65].
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The nature of superconducting fluctuations in rings has generated significant in-

terest. Fluxoid dynamics in individual rings have been probed as a function of ring

size [7, 13, 20], magnetic field [13, 81, 107], and temperature [72, 20, 41]. The occu-

pation of metastable fluxoid states has also been measured to determine a crossover

from 1D to 2D behavior in wide rings [76, 23]. Phase slip rates have been studied

in both conventional low Tc [112] and unconventional high Tc [55] superconducting

rings. Ring inhomogeneities, such as weak links or nonuniform widths, have been

studied as phase slip sites that can impact the ring’s current-phase relationship and

fluxoid transitions [14, 48, 52, 108, 106, 107].

Transport measurements have long been used as a probe of superconducting fluc-

tuations [78, 6]. Transport measures voltage, which is directly related to the phase

slip rate. In contrast, we use a scanning SQUID to make a magnetic measurement

that is sensitive to the thermodynamic equilibrium current in the ring. Specifically

we measure the effects of superconducting fluctuations on the ring’s equilibrium su-

percurrent, I, as a function of applied flux, Φa, measured in a temperature range near

the critical temperature, Tc. Direct measurements of the ring current as a function of

applied flux are useful because they provide access to the thermodynamic free energy

through the derivative I = −∂F/∂Φa. While there are also interesting features in the

full flux dependence [60], in this paper we measure the ring’s zero field susceptibility

as a function of temperature, dI(T )/dφ|φ=0, where φ ≡ Φa/Φ0 and Φ0 ≡ h/2e is the

superconducting flux quantum.

Theoretical work using Ginzburg-Landau (GL) theory has predicted the current

in the presence of an applied flux threading the ring. Ambegaokar and Eckern applied

a Gaussian approximation to GL to predict a mesoscopic persistent current driven by

superconducting fluctuations above Tc [3, 2]. However, the Gaussian approximation,

accurate far above Tc where the quadratic term in the GL free energy dominates,

diverges as T approaches Tc. von Oppen and Riedel formulated a transfer matrix

approach to GL theory that accounts for all thermal fluctuations to calculate the

supercurrent and correct the divergence at Tc [109]. More recently, Schwiete and

Oreg proposed a simplification of the full formulation by von Oppen and Riedel
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(VOR) that makes an analytic prediction for the ring’s susceptibility, dI/dΦa, in the

limit where the superconducting coherence length is of order the radius [96]. Schwiete

and Oreg provide a simple alternative to solving the VOR model numerically. This

model is applicable to long mean free path rings with a short circumference, rather

than the short mean free path rings with long circumferences discussed in this paper.

A number of different experiments have used current and susceptibility measure-

ments to study fluctuations in individual superconducting rings [112, 19, 20, 60, 48].

Zhang and Price studied the phase slip rate and susceptibility as a function of temper-

ature in a single Al ring [112]. The ring’s geometry and long mean free path favored

amplitude fluctuations that were expected to support a susceptibility response above

Tc. However, the observed susceptibility signal was an order of magnitude larger

than predicted by GL theory. Koshnick et al. [60] measured the susceptibility of 15

individual rings with long mean free paths as a function of Φa. All rings showed a

fluctuation induced susceptibility response above Tc, which agreed well with complete

1D GL theory [109].

This paper focuses on rings with shorter mean free paths and longer circumfer-

ences, which should exhibit fluxoid fluctuations. Instead of generating an enhance-

ment in the susceptibility above Tc, fluxoid fluctuations can suppress the ring’s super-

conducting response well below Tc. We start in Sec. 2.3.1 by describing the different

thermal fluctuations experienced by our rings, and establish the physical conditions

that support fluxoid fluctuations. We outline a model [59], derived from the 1D GL

free energy functional, where a thermal distribution of fluxoid states suppresses the

rings’ diamagnetism (Sec. 2.3.3). Our theoretical analysis concludes by comparing

our fluxoid model to a complete theory that includes all thermal fluctuations in the

GL framework [109] (Sec. 2.3.4). We find good agreement between the models in

rings with short mean free paths where fluxoid fluctuations dominate the response.

Finally, we discuss our measurement technique in Sec. 2.4 and present data from two

sets of ring samples, which are well described by our 1D GL models (Sec. 2.4.3).
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2.3 Fluctuation theory

2.3.1 Types of fluctuations

GL theory introduces a complex order parameter, ψ(r), with an associated amplitude

and phase. Fluctuations are deviations in ψ from the mean field solutions correspond-

ing to local minima of the GL free energy functional, which affect the order parame-

ter’s amplitude or phase. Fluctuations become significant when the thermal energy

of the system allows multiple wavefunctions to contribute to the ring’s response.

When multiple fluxoid states are thermally accessible even at zero applied flux the

ring fluctuates between its minimum energy fluxoid state and the metastable fluxoid

states, a process we call fluxoid fluctuations. In addition to fluxoid fluctuations, 1D

GL theory accounts for fluctuations in the amplitude of the superconducting order

parameter, and phase fluctuations that are not uniform around the ring. The main

difference between our fluxoid model presented in Sec. 2.3.3 and the full 1D GL

theory formulated by Von Oppen and Riedel (Sec. 2.3.4) is the latter includes these

amplitude and non-uniform phase fluctuations.

It is important at this point to emphasize the distinction between phase slips and

fluxoid fluctuations. Fluxoid fluctuations represent equilibrium phenomena and will

not be observable on measurement timescales if the ring is not experiencing phase

slips which populate higher phase winding states. The next three sections will lay out

and compare the energy scales for the onset of both fluxoid fluctuations and phase

slips.

Fluxoid fluctuations

The ring geometry of our samples imposes a constraint on the order parameter phase.

The order parameter phase must be single valued modulo 2π, therefore the cylindrical

symmetry of the system results in a phase that winds by an integer multiple of 2π

around the ring. Each fluxoid state, with free energy Fn and phase winding 2πn,

represents a stable local minima of the GL free energy functional.

We start by finding expressions for Fn. One dimensional Ginzburg-Landau theory
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introduces the GL free energy functional in the presence of a magnetic field repre-

sented by the vector potential ~A

F [ψ(x)] =

∫
[

α|ψ(x)|2 + 1

2
β|ψ(x)|4

+
~

2m∗

∣

∣

∣

∣

∣

(

~∇− ie∗ ~A

~

)

ψ(x)

∣

∣

∣

∣

∣

2


 d3x. (2.1)

α and β both depend on T , and α2/β = Bc(T )
2/µ0 is related to the superconducting

critical field, Bc(T ). e
∗ and m∗ are the charge and mass of the Cooper pairs and µ0

is the permeability of free space.

We look for stable solutions that locally minimize the Ginzburg Landau free en-

ergy functional. In a homogeneous one dimensional ring fluxoid states have free

energies

Fn(T, φ) = −Fc(T )

(

1− ξ(T )2

R2
(φ− n)2

)2

, (2.2)

where the critical field, and the ring volume (V = 2πRwd) determine the ring’s

total condensation energy (Fc(T ) = V Bc(T )
2/2µ0). w is the ring width and d is the

thickness. The dependence on ξ(T )/R accounts for the suppression of the superfluid

density by the phase gradient around the ring with coherence length ξ(T ) and radius

R. The applied flux, φ = Φa/Φ0, can be transformed into a shift in the boundary

conditions for a wave function in a ring [26], and therefore contributes to the energy

in the same way as n.

We approximate the energy associated with each fluxoid state by expanding the

mean field GL free energy expression, Eq. (2.2), to lowest order in ξ(T )/R. The

energy difference between the lowest energy fluxoid states at zero applied flux,

∆F±1,0(T, φ = 0) = F±1(T, φ = 0)− F0(T, φ = 0)

≈ 4πξwd
B2

c

2µ0

ξ

R
, (2.3)
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is indicated with a red arrow in Fig (2.1). This energy barrier determines the onset

of fluxoid fluctuations in our zero-field susceptibility measurements presented in Sec.

2.4.

Phase slips

A phase slip is the process of changing the fluxoid number by 2π by briefly driving the

order parameter amplitude to zero in a coherence-length-sized section of the ring [99].

The phase slip activation energy is found by calculating the lowest energy pathway

between two fluxoid states as defined by the energy barrier for the saddle point in

wave function configuration space. The saddle point energies, Fsn, being stationary

points of the free energy, must also satisfy the GL equations; however, these solutions

represent unstable configurations. We find an approximate condition for the onset of

phase slips from calculations of the energy barrier.

Langer and Ambegaokar were the first to use 1D GL theory to calculate the saddle

point free energy barrier between fluxoid states in 1D wires where the wire length

was much greater than the superconducting coherence length [64]. Zhang modified

Langer and Ambegaokar’s solution for a ring geometry [111], and found the saddle

point energy in rings where L≫ ξ(T ).

Fsn(T, φ) =

Fc(T )

(

8
√

2δ(T, φ, n)

3

ξ(T )

L
− (2 + δ(T, φ, n))2

9

)

, (2.4)

where L = 2πR is the ring’s circumference and δ(T, φ, n) is the normalized difference

between the square of the order parameter amplitudes near and far from a phase slip

event. δ(T, φ, n) is a real number between 0 and 1 that satisfies the relation

2πn =

√

1− δ

3

L

ξ(T )
+ 2 tan−1

(
√

3δ

2(1− δ)

)

+ 2πφ. (2.5)

For φ = n+ 1/2, δ = 1.
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We are interested in a regime where L ≫ ξ(T ), and δ remains close to one for

moderate n. Using the substitution κ =
√
1− δ and expanding to lowest order in κ,

we arrive at a simplified expression for δ.

δ(T, φ, n) = 1−
(√

3π(2n− 2φ− 1)
L

ξ(T )
− 2
√
2

)2

(2.6)

Extending the L ≫ ξ limit allows us to set δ ≈ 1. This approximation makes

Fsn(T, φ) = Fsn(T ) independent of flux. We can now calculate the free energy barrier

for phase slips as a function of applied flux, ∆Fs±1,0(T, φ), for a ring that starts in

the n = 0 fluxoid state and transitions to the n = ±1 state.

∆Fs±1,0(T, φ) = (Fs±1(T )− F0(T, φ))

≈ ξwd
B2

c

2µ0

(

8
√
2

3
− 4π

ξ

R
φ2

)

(2.7)

This energy barrier depends on the applied flux and is indicated by the gray shaded

region in Fig 2.1. In the limit where L ≫ ξ the second term in Eq. (2.7) can be

ignored, and the energy barrier no longer depends on flux.

Comparison of energy scales

In Fig 1, the energy expressions for the fluxoid states, Eq. (2.2) blue solid line, and the

saddle point states, Eq. (2.4) green dashed line, for two rings with different L/ξ are

plotted as a function of flux and fluxoid number n. The solid red arrow indicates the

energy barrier for fluxoid fluctuations at φ = 0, Eq. (2.3). It is the energy difference

between consecutive fluxoid states. The shaded area shows the flux dependent energy

barrier for phase slips between the n = 0 and the n = ±1 fluxoid states, Eq. (2.7).
This is the energy difference between the fluxoid state and the saddle point state. The

figure demonstrates how the energy barrier for phase slips decreases with increasing

applied flux.

Our magnetic susceptibility data points are generated by extracting the slope at
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Figure 2.1: Fluxoid and saddle points energies versus applied flux. (a-b)Free energy
of fluxoid states (blue solid line, Eq. (2.2)) and saddle point energies (green dashed
line, Eq. (2.4)) as a function of applied flux, in units of the condensation energy,
Fc. The energy barrier between adjacent fluxoid states at zero applied flux, ∆F±1,0,
is indicated by the solid red arrow. The saddle point energy barrier for phase slips
is a flux dependent quantity indicated by the gray shaded region. The saddle point
barrier at φ = 1/2, indicated by the black dashed arrow, sets the condition for thermal
equilibrium.

zero field of the current response of a ring threaded by magnetic flux, where the

applied flux is swept through several flux quanta. We are interested in the energy

barrier for fluxoid fluctuations at φ = 0, because we expect those fluctuations to

affect our zero field susceptibility signal.

Since fluxoid fluctuations represent a thermodynamic sampling of fluxoid states,

this description is only valid in thermal equilibrium when frequent phase slips pop-

ulate higher phase winding states. At low temperatures, if the applied flux is swept

through the entire range presented in Fig 2.1, then the lowest saddle point energy

barrier, found at the ends of the flux range, determines the onset of phase slips. In



CHAPTER 2. FLUXOID FLUCTUATIONS 21

this case the ring will be hysteretic, or even exhibit no transitions if the barrier for

phase slips remains large compared to the thermal energy over the entire flux range.

In thermal equilibrium the ring has sufficient thermal energy to make a transition

at every crossing of the phase winding state, and there is no hysteresis in the forward

and backward field sweeps. Consequently phase slips must be energetically favorable

at each value of φ = n + 1/2. Therefore the condition for equilibrium requires

the thermal energy to be greater than the energy barrier for phase slips at φ =

1/2, indicated by the black dashed arrow in Fig 2.1(a&b). Fluxoid fluctuations

will suppress the thermal equilibrium ring response if the energy barrier for fluxoid

fluctuations is also small compared the temperature. For example, the ring in Fig

2.1(a) has a larger barrier for fluxoid fluctuations at φ = 0 than phase slips at

φ = 1/2. As the temperature is increased, phase slips will drive the ring into thermal

equilibrium before the temperature where fluxoid fluctuations suppress the response.

The ring in Fig 2.1(b) is in the opposite limit, the barrier for fluxoid fluctuations at

φ = 0 is smaller than the thermal equilibrium barrier for phase slips. In this ring

fluxoid fluctuations will not be apparent on the measurement time scale until phase

slips allow the ring to enter thermal equilibrium.

2.3.2 Phase slips and equilibrium

The ring is in thermal equilibrium when the thermal energy is greater than the phase

slip energy at φ = 1/2, allowing phase slips to occur at a rate that is fast compared

to experimental time scales. In our experiments we consider rings to be in thermal

equilibrium when no hysteresis is observable in measurements of the ring current vs.

applied flux. Langer and Ambegaokar’s (LA) formula for the phase slip rate provides

additional insight for estimating the onset of thermal equilibrium in our rings. LA

theory predicts a phase slip rate, Γ, that depends exponentially on the temperature

and the saddle point energy barrier [64], ∆Fs±1,0, Eq. (2.7).

Γ ∝ exp

(

−∆Fs±1,0(T, φ)

kBT

)

(2.8)
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LA theory is only valid in the limit where ∆Fs±1,0 ≫ kBT , and phase slips are rare

events. We will not make precise predictions for the onset of thermal equilibrium,

because the condition for equilibrium, ∆Fs±1,0(T, φ)→ kBT , occurs outside the limits

of the model. Instead we focus on how the exponential dependence of the phase slip

rate affects phase slips in our rings.

At low temperatures phase slips can still occur, but the exponential decrease of

the phase slip rate with temperature makes it highly unlikely to encounter phase slips

within the measurement time. As a result, when we record the current vs. applied

flux in our rings at different temperatures, we expect to see no phase slips at the

lowest temperatures as long as the applied flux remains low. The flux dependence

of ∆Fs±1,0(T, φ) shows that we could drive phase slips in rings even at the lowest

temperatures by applying a larger flux. As the temperature increases we expect the

phase slip rate to increase exponentially and eventually become fast compared to the

measurement time, bringing our rings into thermal equilibrium.

The following sections explore the effects of fluctuations on the ring’s response in

thermal equilibrium. Each of the models presented below includes a different set of

fluctuations. By comparing the model predictions for different ring parameters we

can pinpoint the effect of different fluctuations on ring response and set a physical

regime where each type of fluctuations will dominate. Specifically we find that in

rings with weak phase stiffness a model including only fluxoid fluctuations accurately

reproduces the ring response.

2.3.3 Fluxoid number distribution model

We start with a model derived from 1D GL expressions that includes only fluxoid

fluctuations. In this model all variation around the ring is described by a single

homogeneous phase winding number, n. This model is not complete because it does

not include local variations in the amplitude or phase. Put another way this model

includes only the large fluctuations between local minima in the GL free energy (see

Fig. 2.1), and ignores all the small fluctuations about each local minimum as well

as the saddle points and intermediate states. It is instructive to develop this model
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because comparisons between this fluxoid only model and more complete models shed

light on what portion of the fluctuation response of a ring is due to solely to fluxoid

fluctuations.

We return to the mean field 1D GL free energy, Eq. (2.2), which is related to the

ring current by I = −∂F/∂Φa. Taking a derivative yields an expression for the ring

current of the n fluxoid state.

In(T, φ) = I0(T )(φ− n)

(

1− ξ(T )2

R2
(φ− n)2

)

(2.9)

where

I0(T ) =
2V Bc(T )

2ξ(T )2

Φ0µ0R2
. (2.10)

I0(T )(φ− n) is the Meissner response which decreases linearly with increasing tem-

perature close to Tc. The cubic term arises from pair-breaking.

The energy associated with each fluxoid current state, Fn(T, φ), was given in Eq.

(2.2). If phase slips occur at a high enough rate, so that the metastable fluxoid states

are in thermal equilibrium as discussed in the previous section, we can model [19, 99]

the resulting current response as a Boltzmann distribution of fluxoid states.

IF (T, φ) =

∑

n In(T, φ) exp (−Fn(T, φ)/kBT )
∑

n exp (−Fn(T, φ)/kBT )
. (2.11)

We label the total ring current generated by fluxoid states IF to distinguish it from

the total ring current including all fluctuation states presented in the next section.

We study the susceptibility response of the ring at zero applied flux, dI(T )/dφ|φ=0. In

our rings L≫ ξ, so we expand Fn(T, φ) to lowest order in ξ/R to obtain Fn(T, φ) ≈
I0(T )Φ0/2(φ− n)2 − Fc(T ). Ignoring the pairbreaking term in the current response

yields In(T, φ)≈I0(T )(φ− n). We use these expressions to find the derivative of the

total ring current at φ = 0.

dIF (T )

dφ

∣

∣

∣

φ=0
= I0(T )

(

1−
∑

n 2σn
2 exp(−σn2)

∑

n exp(−σn2)

)

(2.12)
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where σ ≡ I0(T )Φ0/2kBT . Eq. (2.12) shows that including a distribution of fluxoid

states reduces the ring’s susceptibility response from the mean field value, I0(T ).

The second term in Eq. (2.12) is proportional to the RMS fluctuation of the fluxoid

number, n. The magnitude of the reduction in susceptibility depends on σ. When σ

is large, terms with n 6= 0 are small and the susceptibility is approximately equal to

the mean field value. When σ is small, the n = ±1 terms begin to play a significant
role. We define a criterion [59] when fluxoid fluctuations reduce the Meissner response

by more than 5%
dIF (T )

dφ
≈ I0(T ) <

12kBT

Φ0

. (2.13)

In plots of the susceptibility vs. temperature we observed a suppression below the

mean field value for susceptibilities below this cutoff. This downturn in the suscepti-

bility signal, which occurs at T less than Tc, is a hallmark of the suppression of the

diamagnetic response by fluxoid fluctuations.

2.3.4 von Oppen and Riedel model

Thus far, we have considered a fluxoid model that predicts the existence of the

downturn in susceptibility below Tc. In some rings, near T = Tc, the L ≫ ξ(T )

assumption we made to obtain Eq. (2.12) is not valid because L is of order ξ. As a

result, the energy between successive metastable states can no longer be approximated

by expanding Eq. (2.2) to lowest order in ξ/R. When we include the quartic term

from Eq. (2.2), the GL free energy vanishes rather than increasing indefinitely for

φ − n > L/ξ(T ). Thus, the Boltzmann distribution, Eq. (2.11), is not well defined

because summing over all n leads to a divergent denominator. The numerator on

the other hand remains finite since states with φ − n > L/ξ(T ) do not contribute.

Furthermore, our treatment thus far has ignored phase fluctuations that are not

uniform around the ring and all amplitude fluctuations.

To address these issues, we compare our simple fluxoid model to complete 1D

GL theory as formulated by von Oppen and Riedel [109] which generates numeric

solutions for the susceptibility that include all thermal fluctuations within the GL
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framework in homogeneous rings. Applying a harmonic oscillator approximation to

the VOR model, as discussed in the next section, provides a direct mathematical

connection between the VOR model and the fluxoid model discussed in the previous

section.

Following von Oppen and Riedel [109], we begin with the expression for the GL

energy functional given in Sec. 2.3 Eq. (2.1). In cylindrical coordinates (r, θ, z), we

map the free energy onto a one dimensional ring geometry with no lateral variation

of the order parameter. ψ(r, θ, z) = ψ(θ) and dx3 = wdRdθ. We redefine Rdθ as dx.

We rewrite Eq. (2.1) using reduced variables ψ(x) = ψ̄(x̄)
√

|α|/β, ∇̄ = ξ∇, and
x̄ = x/ξ. ξ(T ) is the superconducting coherence length and is given by ξ(T ) =

~/
√
2m∗α.

F [ψ̄(x̄)] =

E0(T )kBT

∫ Λ(T )/2

−Λ(T )/2

[

η|ψ̄(x̄)|2 + 1

2
|ψ̄(x̄)|4

+

∣

∣

∣

∣

(

∇̄ − 2πi

Λ(T )
φ

)

ψ̄(x̄)

∣

∣

∣

∣

2
]

dx̄ (2.14)

η is +1(−1) for temperatures above (below) the superconducting critical temperature
Tc. Λ(T ) is the reduced circumference Λ(T ) = L/ξ(T ) =

√

8πkB|T − Tc|/Ec and

E0(T )kBT = wdξ(T )Bc(T )
2/µ0 is the condensation energy of a ring section of length

ξ(T ). The correlation energy for the ring, Ec = π2
~vfℓe/3L

2, includes the mean free

path, ℓe, and Fermi velocity, vf , which is 2.03×106m/s in aluminum. E0(T ) can also

be written as

E0(T ) =
(2π)5/2

21ζ(3)

(

kB|T − Tc|
Ec

)3/2
EcMeff

kBT
, (2.15)

where ζ(3) = 1.021 is the Riemann zeta function. M = k2
fwd/4π is the number

of transverse channels. kf is the Fermi wave vector, which for an aluminum ring is

kf = 1.75 × 1010m−1. Including disorder results in an effective number of channels,

Meff =Mℓe/L.
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We obtain the thermodynamic expression of the current from the flux derivative

of the ring’s partition function.

I(T, φ) = −kBT
1

Zsc

∂

∂Φa

Zsc (2.16)

The partition function is the path integral of the GL free energy.

Zsc =

∫

[dψ̄(x̄)][dψ̄∗(x̄)] exp

(−F [ψ̄(x̄)]
kBT

)

(2.17)

The VOR model uses a transfer matrix technique [93] to map the Ginzburg-Landau

path integral partition function, Eq. (2.17), onto another partition function

Z =
∞
∑

l=−∞

exp(−i2πlφ)
∞
∑

n=0

exp(−2E0(T )Λ(T )En,l) (2.18)

where En,l are the eigenvalues of the fictitious 2D single-particle Hamiltonian,

H = − 1

8E0(T )2
∇2 +

1

2
η~r2 +

1

4
~r4. (2.19)

We define ~ρ = (2E0(T ))
1/3~r and rewrite Eqs. (2.18) and (2.19) to emphasize the

parameter γ(T ) [60].

Z =
∞
∑

l=−∞

exp(−i2πlφ)
∞
∑

n=0

exp(−γ(T )1/3
En,l) (2.20)

H = −1
2
∇2 +

1

2

Λ(T )2

γ(T )2/3
~ρ2 +

1

4
~ρ4 (2.21)

The temperature dependence is set by the coherence length through the relation

Λ(T ) = L/ξ(T ). The parameter

γ(T ) ≡ Λ(T )3

2E0(T )
=
42ζ(3)

π

kBT

MeffEc

(2.22)
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determines the relative effect of fluxoid fluctuations on the ring’s susceptibility re-

sponse [60]. Gamma is related to the physical ring parameters as follows γ ∝
TL3/wdle

2. The γ(T ) parameter is also inversely proportional to the superconducting

phase stiffness, K, which we express in terms of our parameters K = LΛ(T )2/wγ(T )

[12]. For rings with larger γ(T ) as the temperature approaches Tc several phase

winding states are thermally accessible and contribute to a suppress the susceptibil-

ity. The definition of γ introduced in Koshnick et al. [60] made the approximation

T = Tc. The larger temperature range explored in this paper makes it necessary to

reintroduce the T dependence. We use the relation I0(T ) = 4π2kBTL
2/Φ0ξ(T )

2γ(T )

to compare the VOR model to the mean field and fluxoid models.

Eqs. (2.20) and (2.21) can be solved numerically. The Hamiltonian can be rewrit-

ten as a harmonic oscillator with a quartic perturbation. We write matrix elements in

terms of the coefficients and diagonalize numerically to find the eigenvalues [111, 10].

The eigenvalues are used in the partition function, Eq. (2.20), and substituted into

the thermodynamic equation for the current, Eq. (2.16), to generate the full current

response. We find the zero-field susceptibility by taking a derivative with respect to

applied flux at φ = 0.

Analytic solutions can be instructive, and as a result it is useful to find approx-

imations to the full VOR model that are valid over some set of ring parameters or

temperatures. One such approximation is to ignore the quartic perturbation to the

Hamiltonian, which then takes the form of a simple harmonic oscillator. Moreover,

making this approximation provides a direct mathematical connection between our

fluxoid model and the full 1D GL model of VOR.

2.3.5 Harmonic oscillator model

The harmonic oscillator (HO) approximation is valid at temperatures well below Tc,

where the wave functions contributing to Eq. (2.20) only extend over a narrow region

around the minimum of the Mexican hat potential of Eq. (2.21), so that the latter can

be approximated by a quadratic expansion. In this case, fluctuations from the quartic

nature of the potential should not play a significant role. We refer to the fluctuations
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Figure 2.2: Theoretical response from mean field, fluxoid, von Oppen, and HO mod-
els. Theoretical susceptibilities calculated using the mean field model, black dotted
line Eq. (2.10), the fluxoid model, purple dot-dash line Eq. (2.12), the VOR model,
red solid line Eqs. (2.16, 2.20, 2.21), and its approximate HO solution, green dashed
line Eqs. (2.16, 2.26), for rings with w = 80 nm and Tc = 1.55K. For all values of
γ(T = Tc), the VOR and HO response well below Tc only match the mean field
and fluxoid predictions if Tc is renormalized. a) γ(T = Tc) = 3. The VOR model
predicts a susceptibility above Tc. b) γ(T = Tc) = 3100. A downturn occurs at
dI/dφ ≈ 12kBT/Φ0 ≈ 120nA, T ≈ 1.52K. The fluxoid, HO and VOR models re-
produce the overall lineshape of the downturn, up to an offset in Tc. However, the
three models predict downturns of different sizes with the largest predicted by the
VOR model. c) γ(T = Tc) = 170, 000 Fluxoid fluctuations dominate the response
over a wide temperature range and the fluxoid and HO models become increasingly
accurate predictors of the full fluctuation theory.
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in this model as quadratic fluctuations, rather than Gaussian fluctuations, to avoid

confusion with small order parameter fluctuations above Tc, which are often referred

to as Gaussian fluctuations.

We can quantify the range of validity for the HO model using the Ginzburg param-

eter. The Ginzburg parameter is Gi = |TLG − Tc|/Tc, where TLG is the temperature

where the heat capacity due to fluctuations is equal to the heat capacity jump at the

critical temperature. We can rewrite the Ginzburg parameter with respect to γ(T ),

Tc/EcGi ∝
√

(γ) [60]. At temperatures below the limit set by the Ginzburg pa-

rameter, fluctuations are small and approximated as quadratic fluctuations from GL

theory and the HO model is valid. At temperatures close to Tc the quartic term be-

comes significant and a non-perturbative approach, presented in the previous section

is required to capture the fluctuation response.

Eigenstates of the Hamiltonian given in Eq. (2.21) have the form ~r = |r| exp(ilφ),
so the Hamiltonian can be written as a 1D problem, H = −1

2
d2

dr2 + V (r) where

V (r) =
l2

2r2
+
1

2

Λ(T )2

γ(T )2/3
r2 +

1

4
r4. (2.23)

Expanding V (r) about its minimum at Rm(l) leads to the eigenvalues

En,l =
l2

2Rm(l)2
+
Rm(l)

4

4
+ ω(n+ 1/2) (2.24)

where ω =
√

Λ(T )2/γ(T )2/3 + 3Rm(l)2 + 3l2/Rm(l)4.

Only terms that change with l, the angular momentum coordinate in the fictitious

Hamiltonian, contribute to the flux dependence of the partition function, thus only

these terms contribute to the thermodynamic ring-current. If we make an approxi-

mation and only include the l2/2Rm(0)
2 terms, where Rm(0) is the value for r that

minimizes V (r) when l = 0, the current from Eq. (2.16) is

IHO(T, φ) =
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kBT

Φ0

∞
∑

l=1

4πl sin (2πlφ) exp(l2γ(T )/2Λ(T )2)

1 +
∞
∑

l=1

2 cos (2πlφ) exp(l2γ(T )/2Λ(T )2)

, (2.25)

which is exactly equivalent the fluxoid current Eq. (2.11). Through this approxima-

tion we are able to show a direct link between the harmonic oscillator approximation

to the VOR model and the fluxoid model. Including the second two terms of Eq.

(2.24), which account for the angular momentum dependence of ω and Rm(l), we

get

Z =
∞
∑

l=−∞

exp(−i2πlφ) exp(−γ(T )1/3V (Rm(l)))

× exp(−γ(T )1/3ω/2)

1− exp(−γ(T )1/3ω)
. (2.26)

Using this simplified partition function we can find the ring’s current and conse-

quently its susceptibility in the limit where we ignore only quartic fluctuations.

2.3.6 Comparison of models

We have presented the theoretical basis for four models including: the mean field

model, the fluxoid model, the harmonic oscillator model and complete 1D GL theory

formulated by von Oppen and Riedel. We now compare the physics captured by each

model in Fig. 2.2 by plotting the theoretical susceptibility response as a function of

temperature for rings with three different γ(T = Tc) parameters.

The mean field model is our baseline. It gives the ring response in the absence of

all superconducting fluctuations. At the other extreme, the VOR model incorporates

all thermally activated GL fluctuations into the ring response. In between we have the

fluxoid model, which includes only fluxoid fluctuations and the harmonic oscillator

model which ignores only quartic fluctuations. By comparing these models for rings
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with different γ(T = Tc) we determine how fluctuations contribute to the response.

One striking feature in all three Fig. 2.2 plots is that both the VOR model and

its HO approximation have an offset in the linear regime, far below Tc, compared to

the mean field and fluxoid models. This downshift reflects a renormalization in Tc

due to consideration of all possible fluctuation modes.

Fig. 2.2(a) shows a ring with γ(T = Tc) = 3. The low gamma parameter means

it has strong phase stiffness, making fluxoid fluctuations unlikely. The temperature

range where we expect to encounter fluctuations is very close to Tc. The two mod-

els that include only quadratic fluctuations, the HO model and the fluxoid model,

both fail to reproduce the lineshape of the VOR model for this ring. We are clearly

within the temperature range prescribed by the Ginzburg parameter where quartic

fluctuations must be taken into account. Susceptibility enhancing amplitude fluctu-

ations at and above Tc overwhelm the susceptibility reduction expected from fluxoid

fluctuations. A downturn is not observable, instead the small γ(T = Tc) leads to a

susceptibility signal above Tc.

When γ(T = Tc) = 3100, as shown in Fig. 2.2(b), the fluxoid induced downturn

becomes visible below Tc starting at T ≈ 1.52K and 120 nA, as predicted by our

fluxoid criterion, Eq. (2.13). All three fluctuation models qualitatively reproduce

the shape of the susceptibility suppression. As expected, the VOR model predicts a

greater susceptibility suppression than the fluxoid or HO models, because only the

VOR model includes all thermal fluctuations. The excess suppression between the

fluxoid and VOR models is presumably due to contributions from non-homogeneous

phase winding solutions, amplitude fluctuations, or both. While the excess suppres-

sion between the HO and VOR models is due to fluctuations caused by the quartic

nature of the potential.

For γ(T = Tc) = 170, 000, shown in Fig. 2.2(c), the susceptibility response is dom-

inated by fluxoid fluctuations, shown by the almost identical lineshape shared by the

fluxoid model and the VOR model. The total response is also well represented by the

harmonic oscillator approximation showing that in this region nearly all fluctuations

are quadratic in nature.
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Fig. 2.2(c) shows a larger temperature range than the previous panels, and the

GL approximation that T is close to Tc is not valid over the whole plot. GL theory is

valid in the range of temperature where the linear mean field response approximates

a temperature dependence that goes as (1− t4), t = T/Tc, shown as an orange dotted

line. An alternative criterion is that T > ∆(T ), where ∆(T ) is the superconducting

gap. These both result in approximately the same range of validity. GL theory has

been applied with success at temperatures far from Tc, but interpretation of results in

this regime should be treated with caution. The (1− t4) dependence is not included
in panels (a) and (b) because all plotted temperatures lie within the valid range.

In the next section we describe our measurement of ring susceptibility for rings

with different γ(T = Tc). We find good agreement between our data and the fluctu-

ation response predicted by the fluxoid model and full 1D GL theory.

2.4 Sample and measurement technique

2.4.1 Sample preparation

We measured quasi-one-dimensional superconducting rings in a dilution refrigerator

[17] with a scanning SQUID susceptometer [44] that was specifically designed for this

purpose. We focus on data from two different samples expected to exhibit fluxoid

fluctuations. Sample I’s rings were fabricated and measured previously [19]. The

rings were narrow and dirty with TcI ≈ 1.5 K. They were made by depositing a

40 nm thick aluminum film by e-beam evaporation at a rate of about 1 Å/s and a

pressure of approximately 10−6 mBar on a Si substrate patterned with poly(methyl

methacrylate) (PMMA) resist. During the deposition, the rate temporarily dropped

to a negligible level for about 10 min and subsequently recovered. This unintentional

delay caused the formation of two superconducting layers separated by an AlOx

tunneling barrier. The coupling between the two Al layers depended on the width

of the rings with narrow rings (w ≤ 190 nm) and wide rings (w ≥ 250 nm) showing

a single order parameter. Intermediate widths showed evidence of weak interactions
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between the two layers leading to two order parameter effects [19]. In this work

we only present data from the narrow rings which showed no two order parameter

behavior. However, due to the oxidization process we suspect the thinnest rings have

a large oxidized layer that reduces the thickness of the superconductor. Consequently

we expect that these rings have an effective height that is less than 40 nm. We can

test this prediction by extracting the ring’s cross-section from fits to the VOR model.

The rings on sample II were fabricated specifically for this paper. The fabrication

process was almost identical to the rings from sample I except the evaporated film was

thinner, d = 15 nm, and there was no interruption in the evaporation. The deposited

rings were wide and dirty with TcII ≈ 2.1K. Of the many fabricated rings of different

widths and radii, only the widest rings, w ≈ 850 nm, had a diamagnetic response.

The next widest rings, w ≈ 450 nm, showed no signs of superconductivity indicating

that they were oxidized throughout. This evidence makes it difficult to predict with

certainty what portion, if any, of the 850 nm rings are oxidized. For each sample we

used Ginzburg Landau models [104, 112, 19] to fit a zero temperature penetration

depth λI(0) ≈ 800 nm, λII(0) ≈ 1.5 µm, and coherence length ξI(0) ≈ 80 nm,

ξII(0) ≈ 30 nm.

The agreement with theory is perhaps surprising given that our rings may not be

in the 1D limit. We note that finding agreement between the data and the model

is not sufficient to prove the correctness of the theory. Zhang applied finite width

corrections to 1D GL theory and found close agreement in the susceptibility response

of 1D and 2D rings [111]. Despite the large width of the rings, Abrikosov vortices

are not expected to be present in our rings at low applied fields [7, 55], and thus will

not impact our zero field susceptibility measurements.

2.4.2 Measurement

Measurements were done with a voltage biased DC SQUID susceptometer amplified

by a series-array SQUID preamplifier [45]. The SQUID is mounted on a piezo-resistive

scanning assembly [17], which is connected to the mixing chamber of a dilution re-

frigerator through a single copper braid. The temperature of the scanner and sample
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is controlled with sub-millikelvin precision through feedback. The SQUID sensor’s

counter-wound geometry, with on-sensor modulation coils for feedback, enable can-

cellation of an applied field to one part in 104 [44]. The ring current is measured by

positioning the SQUID about 1µm above the ring and recording the flux induced by

the ring’s current in the SQUID’s 4.6µm diameter pick-up loop. During the mea-

surement, the applied flux threading the ring is varied by several flux quanta at a

few Hertz by an on-sensor field coil. This measurement is repeated 13µm above the

ring and the ring signal is computed as the difference between the two positions for

each value of applied flux. This procedure allows us to achieve an additional three

orders of magnitude of background cancellation. A more detailed description of the

measurement system was given by Koshnick et al [60].

We plot the flux induced in the SQUID’s pick-up loop as a function of the flux

applied by the field coil in Fig. 2.3 for two different rings. The measurement is

repeated to record the full temperature dependence of the ring’s response. The ring

current, I, is coupled as flux into the SQUID pick-up loop through their mutual

inductance, M . ΦSQUID = MI. We estimate the mutual inductance between the

SQUID pick-up loop and a ring by calculating the mutual inductance between two

on axis rings with radii r1 and r2 a distance z apart.

M = πµ0r1r2

∫ ∞

0

dκe−κ|z|J1(κr1)J1(κr2) (2.27)

J1 is a Bessel function of the first kind. For all our mutual inductance calculations we

assume a ring-pick-up loop separation of 1µm. Through a separate fitting technique

[19] we estimate the actual distance between the pick-up loop and the ring to range

from 0.75−1.1µm. Ring currents and susceptibilities quoted later in this paper have
error bars that reflect this systematic uncertainty in the coupling factor which would

shift the entire data set.

The ring response curves plotted in Fig. 2.3 evolve from cubic and non-hysteretic

at low temperatures through a hysteretic regime to periodic and non-hysteretic near

Tc. At low temperatures the current response is well described by the GL current
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Figure 2.3: Φ − I Curves at different temperatures. Plots of SQUID response vs.
applied flux at different temperatures for a ring from each of the two samples. Rings
b and e refer to specific rings plotted in Fig. 2.4. Ring b Tc = 1.56K and ring e Tc =
2.08K. The curves evolve from non-hysteretic with no fluxoids at low temperatures,
through a hysteretic regime, to non-hysteretic with a change in fluxoid number at
every applied flux quantum near Tc. The orange dotted lines are fits to the GL
current, Eq. (2.9), at low temperatures and to the Boltzmann distribution, Eq. (2.11),
at high temperatures. We extract the ring’s susceptibility at each temperature by
taking the derivative at φ = 0.

with no phase windings, Eq. (2.9) with n = 0, shown as a orange dotted line in

panels (a) and (e) of Fig. 2.3. Due to the low temperatures and small applied flux

the energy barrier for phase slips is large compared to kBT . As a result, no phase

slips occur on the scale of the measurement time and the ring remains in the n = 0

fluxoid state. As the temperature increases and approaches the saddle point energy

barrier phase slips begin to occur, which allows the ring to transition to higher fluxoid

states; however, the phase slip rate is still slow compared to the measurement time

leading to a hysteretic response.
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Finally, as the temperature approaches Tc the phase slip rate becomes fast and the

ring relaxes to thermal equilibrium. As the flux is swept phase winding transitions

occur within some range of φ = n+ 1/2. The ring’s response is no longer hysteretic

and can be modeled as a Boltzmann distribution of all fluxoid states, Eq. (2.11),

shown as a orange dotted line in panels (d) and (h) of Fig. 2.3. We extract the

magnetic susceptibility of the ring at each temperature where the ring is in thermal

equilibrium by fitting a low order polynomial to obtain the slope at φ = 0.

2.4.3 Susceptibility data

We measured thirty-eight rings on sample I and twelve rings on sample II. Sample

I was fabricated and measured primarily for a different experiment [19]. As a result

only eight of the rings measured have sufficient susceptibility data over a wide enough

temperature range to make comparisons with the models presented in the previous

section. Two representative rings were selected from Sample I for this paper. The

three rings from Sample II were chosen to show a variety of ring parameters, and

because they had the most dense susceptibility data over the important temperature

range. The set of five rings allows us to explore the effects of ring size and mean free

path on the fluctuation response. Fig. 2.4 shows the susceptibility vs. temperature

data for the five rings. Each ring’s physical parameters are given in table 2.1. We

extracted the ring radii from the flux periodicity of the ring’s response in thermal

equilibrium and confirmed the measurement though SEM imaging. The ring thick-

nesses were measured with AFM, and the width with SEM. Fitting to the VOR

model allowed us to estimate values for the ring’s cross-section and mean free path.

We used the measured ring width and thickness plus an additional error factor as

an upper limit on the cross-section parameter in the VOR model for rings (c-e). No

lower limit was enforced due to the possibility that oxidation may have reduced the

superconducting cross-section.

Fig. 2.4 plots the susceptibility vs. temperature curves for five rings. The blue

susceptibility data points represent the slope at φ = 0 of the SQUID response at

different temperatures scaled by the ring-SQUID mutual inductance to obtain the
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Directly Measured Extracted from VOR fits

R (µm) w (nm) d (nm) wd (nm2) 95% CI ℓe (nm) 95% CI

a(I) 0.50 123 40 1598 1140- 2314 6.4 4.3 - 9.4

b(I) 1.97 90 40 583 492- 1177 8.5 4.4 -10.4

c(II) 1.21 840 15 13319 2811-14790 0.11 0.09- 0.48

d(II) 1.75 850 15 14790 11896-14790 0.08 0.07- 0.11

e(II) 1.82 850 15 13602 9172-14790 0.08 0.07- 0.12

Table 2.1: Values for the cross-section and mean free path, extracted from fits to
the VOR model, are given with their 95% confidence interval. An upper limit of
14790 nm2 was enforced on the ring cross-section to constrain the fits for rings (c-e).

ring current. The error bars represent height errors in our calculation of the mutual

inductance, Eq. (2.27). This error is systematic and expected to be the same for all

points in a panel. Using Tc, and the temperature independent portions of γ(T ) and

E0(T ) as the free parameters, the red line is a fit of the data to the VOR model, Eqs.

(2.16, 2.20, 2.21). The fit results used to generate the red curves are given in table 2.2.

We report values for γ(T ) at Tc and E0(T ) at T = 0. The reported Tc represents the

nominal mean field Tc entering the VOR model [109]. The fitted values of γ(T = Tc)

are also listed on each of the plots. The black dotted line is the mean field ring

response, Eq. (2.10), which is the expected response if no fluctuations were present.

Deviations in the data from the black dotted line show the influence of fluctuations

on a given ring. Finally, the gray region of the curve is the 95% confidence interval

(CI) obtained from bootstrapping.

Using the fit results from table 2.2 along with the known values of the ring radii

given in table 2.1 we can extract values for the ring’s cross-section and mean free path

from expressions for E0(T ), Eq. (2.15), and γ(T ), Eq. (2.22). The ring parameters

obtained in this way are given along with their 95% confidence intervals in table

2.1. We note that the mean free paths extracted from VOR fits for rings (c-e) are

extremely small, ℓe ∼ 1Å. Physically the mean free path is the distance electrons
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Figure 2.4: Fluxoid fluctuations reduce the ring’s diamagnetic susceptiblity near Tc.
Zero field susceptibility (blue dots) vs. temperature plotted for five different rings.
In all plots the solid red line is a fit to the VOR model, Eqs. (2.16, 2.20, 2.21). The
dotted black line is the expected mean field susceptibility given by I0(T ), Eq. (2.10),
using the VOR fit parameters. The gray shaded area represents the 95% confidence
interval from bootstrapping. The error bars represent the systematic uncertainty in
the SQUID-ring mutual inductance.

travel before scattering, which should be limited to the lattice constant of 4Å in

aluminum. However, as a fit parameter these low values are consistent with mean free

paths extracted from measurements ofHcII in thin aluminum films [40]. Alternatively

these small mean free paths may indicate that we are reaching the limits of the

validity of 1D GL theory for rings with especially large widths or that the fit is

under-constrained as described below.

Due to the evaporation conditions discussed previously, we’re not confident that

the entire cross-section of each ring is superconducting. For the two rings on sample
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Tc (K) 95% CI γ(T = Tc) 95% CI E0(T = 0) 95% CI

a(I) 1.556 1.554-1.557 9.20 6- 14 2138 1850-2550

b(I) 1.555 1.550-1.556 899 760-1660 898 820-1300

c(II) 2.076 2.072-2.086 78× 103 (18- 95) ×103 2650 1180-2870

d(II) 2.074 2.066-2.083 353× 103 (261-443) ×103 2590 2280-2730

e(II) 2.080 2.075-2.086 438× 103 (294-536) ×103 2370 1910-2550

Table 2.2: Table of fitted values. We used the temperature independent portions of
γ(T ) and E0(T ) as fit parameters in the VOR model. This table reports values for
γ(T = Tc) and E0(T = 0) as well as the limits of the 95% confidence interval obtained
from bootstrap analysis for the data presented in Fig. 2.4.

I the fitted cross-sections are smaller than the values found using AFM/SEM, which

confirms our suspicion that a portion of the ring is oxidized. The data from the three

sample II rings is within the downturn region, i.e. the decrease in the susceptibility is

not linear even at the lowest plotted temperatures. Practically we are limited on the

low end of the temperature range by the point where the SQUID response curves go

hysteretic. A three parameter fit is under-constrained and it is consequently difficult

to get accurate VOR fits without susceptibility data at lower temperatures including

the point where the data is reduced from the linear response. As a result, for rings

(c-e) we put a strict upper limit of w × d = 14790 nm on the cross-section which

acted as an additional constraint on the VOR fits. The cross-sections extracted from

fits to the constrained VOR model for the rings on sample II agree well with the

AFM/SEM cross-section indicating little oxidation. A similar limit was not applied

to rings (a-b) because data in the linear susceptibility region kept the fit from being

under-constrained. We find good agreement between the susceptibility data and fits

to the VOR model for all rings except ring (d), where it is clear that the VOR model

does not capture the shape of the data at high temperatures. It is unclear why the

VOR model provides a poor fit for this ring. It is possible that errors from extracting

the susceptibility near Tc, errors that are not accounted for in the error bars, are

particularly large for measurements on this ring.

Looking at the sequence of five rings it is clear that the extent of the suppression
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of superconductivity increases as γ(T = Tc) increases. This is just what we expect

for a series of rings where fluxoid fluctuations play a larger and larger role.

Ring (a) shows an enhancement of the superconducting response above Tc. This

response is caused by amplitude fluctuations and has been studied by Koshnick et al.

[60] and Zhang and Price [112]. As we showed in our description of the theoretical

models, only the VOR model can correctly reproduce the upturn in susceptibility

above Tc.

The remaining four rings in Fig. 2.4 show a suppression of the susceptibility signal

below the mean field response (black dotted line). However, of the plotted rings only

ring (b) has a large enough temperature range to observe a downturn from the linear

regime. The downturn for ring (b) occurs at T ≈ 1.52K and 120 nA, which corre-

sponds to the criterion for fluxoid fluctuations given in Eq. (2.13). Such agreement

validates our criterion for the onset of susceptibility suppression driven by fluxoid

fluctuations. The free energy configuration space for ring (b) resembles Fig. 2.1(a)

where phase slips onset and bring the ring into thermal equilibrium before fluxoid

fluctuations at zero applied flux are energetically accessible. The full temperature

range plotted for rings (c-e) is already deep in the suppression region. This is due to

the fact that for rings (c-e) fluxoid fluctuations and phase slips onset at approximately

the same temperature as shown in Fig. 2.1(b). In the next section we expand the

temperature range by adding susceptibility data from lower temperature hysteretic

ring response curves. The additional data confirms that the response is suppressed

from the mean field value.

We have shown that the VOR model, based on 1D GL theory, describes the tem-

perature dependence of the susceptibility. To get a feeling for the type of fluctuations

that play a role in the ring response we plot the fluxoid model and the HO model

in addition to the VOR model and mean field model for ring (c) in Fig. 2.5. It

is clear that fluxoid fluctuations cause the majority of the suppression. Quadratic

fluctuations of a non-fluxoid nature described by the HO model contribute to the

renormalization of Tc and quartic fluctuations described by the VOR model play

only a minor role. In fact the fluxoid model would fit the data equally well with just
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Figure 2.5: Comarparison of ring data with theoretical models. Comparison of the
four models plotted using parameters obtained from fitting the data from ring (c) to
the VOR model. Fitting to the fluxoid model would yield an equally good fit with a
slightly different Tc.

a shift in the Tc.

The data set, taken as a whole, confirms the points we made throughout this

paper. Fluxoid fluctuations not only suppress the rings superconducting response

but play an increasingly large role in the suppression as γ(T = Tc) increases. We

showed that our susceptibility vs. temperature data is well described by a GL model

for homogeneous rings, formatted by von Oppen and Riedel [109], that includes

all thermally activated fluctuations. The largest gamma rings can be equally well

described by our simple fluxoid only model. Furthermore we can use fits to the

VOR model to reproduce some of the rings’ physical parameters including the cross-

section and mean free path. Finally, by using VOR fit parameters we can employ

our two approximate models, the fluxoid model, and the harmonic oscillator model,

to determine the how much of the suppression is due to either fluxoid fluctuations or

quartic fluctuations, shown for ring (c) in Fig. 2.5.

2.4.4 Hysteretic susceptibility data

For rings (c-e) in Fig. 2.4 we expect the onset of the downturn induced by fluxoid

fluctuations to occur in a temperature range where the SQUID response curves are
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hysteretic, as shown in Fig. 2.3. This is due to the fact that in these longest, dirtiest

rings L ≫ ξ(T ) and fluxoid fluctuations are already energetically favorable at the

temperature when phase slips begin to occur, as discussed in Sec. 2.3.1. Fluxoid

fluctuations are never energetically favorable for ring (a) and they onset well after

phase slips in ring (b). From the ring (b) susceptibility data we see that phase slips

onset at ∼ 1.3K while fluxoid fluctuations onset at ∼ 1.51K.

To demonstrate that the data presented represents a real reduction in the ring

response we examine the susceptibility signals at lower temperatures that fall in the

hysteretic regime. We extract susceptibility data by taking the slope at zero current

on the long continuous sides of the hysteretic curves.
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Figure 2.6: Hysteretic Data. Susceptibility data from rings (b-e). The green points
are the slopes of the hysteretic curves, which estimate the susceptibility in the hys-
teretic regime. The error bars account for a systematic error in the coupling constant
that would shift all points together. The blue points are reproduced from Fig. 2.4,
which plots the susceptibility of the ring’s response in thermal equilibrium. The red
solid line is a fit of the blue non-hysteretic data to the VOR model and the black dot-
ted line is the mean field response, both are reproduced from Fig. 2.4. Also plotted
is the (1− t4) temperature dependence which limits the validity of GL theory.
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Fig. 2.6 shows susceptibility data in the hysteretic regime (green points) and

reproduces the susceptibility data and fits from the non-hysteretic regime (blue points

and solid red line) from rings (b-e) in Fig. 2.4. Fig. 2.6 also shows the (1 − t4)

dependence, plotted as an orange dotted line, that sets the validity of our GL based

models.

The hysteretic data points in rings (c-e), panels (b-d), follow the mean field curve

until a crossover point when they line up with the VOR model and the higher tem-

perature susceptibility data. This provides evidence that the susceptibility measured

from the SQUID response curves in thermal equilibrium is suppressed from the mean

field value. The drop in susceptibility from the mean field value occurs when the

phase slip rate is sufficiently high and multiple fluxoid states compete to suppress

the response.

2.5 Conclusions

Superconducting phase slips in one dimensional rings and wires have been the sub-

ject of theoretical and experimental interest for decades. While phase slips in 1D

structures determine the onset of resistance, the fluxoid processes we described here

cause the loss of another hallmark of superconductivity, the ability to screen magnetic

fields. In this paper we have outlined four models that describe the effects of super-

conducting fluctuations on the susceptibility response in rings. We have shown that

the responses of rings with various physical parameters can be characterized by 1D

GL theory as described by von Oppen and Riedel for uniform rings that includes all

thermal fluctuations. By comparing the models we can determine the types of fluc-

tuations that contribute to the response of a given ring. We found that for rings with

weak phase stiffness the ring response can be described using a fluxoid only model,

indicating that these types of fluctuations are the dominant cause of suppression of

the susceptibility signal. One could imagine extending this ring system to a weakly

connected grid, linking our results to the field of percolation superconductivity. Ad-

ditionally, achievable experimental conditions allow fluxoid fluctuations to occur at
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temperatures down to 50 mK. Such a setup could provide experimental conditions

for examining the quantum mechanical behavior of a 1D ring [73].
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Superconductivity in two
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Chapter 3

Introduction

Complex oxides are a class of materials with a crystal structure made up of oxygen

and metallic ions. Typically the constituent compounds are abundant, stable and

tunable making them exciting candidates for the basis of future technologies.
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Superconducting

Ferroelectric

BaTiO3

PbTiO3

Ferromagnetic

Orbital order 

CaTiO3

SrTiO3

Conducting

Insulating
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Sr1–xLaxTiO3

La1–xSrxMnO3

Nd1–xSrxMnO3

Mn3+ Mn4+O2–

ABO
3

Figure 3.1: The perovskite crystal family include a diverse array of properties. Figure
adapted from [113].

The perovskite crystal structure is one of the most common in the complex oxide

family and includes compounds of the form ABO3. A and B are transition metals
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ions in an oxygen lattice. Both lanthanum aluminate and strontium titanate have a

perovskite crystal structure.

As shown in Fig 3.1 the perovskite-oxide structure supports many different phys-

ical behaviors simply by changing and doping the metallic ion sites. Moreover the

combination of structural compatibility and recent advances in deposition techniques

allow for precise growth of complex oxide thin films, interfaces and supercells.

An interface between two complex oxides tunes different degrees of freedom in

the parent compounds including the charge, orbital, spin and lattice parameters.

These atomic scale changes can generate new phenomena at the interface that are

not observed in either constituent material. One example is the interface between

LaAlO3 and SrTiO3 (LAO/STO). LAO/STO will be the focus of chapters 4-6.

3.1 Electronic reconstruction

LAO and STO are both band insulators. (LAO band gap: 5.6 eV and STO band gap:

3.2 eV) Yet, when at least four unit cells of LAO are grown on a TiO2 terminated

STO substrate the interface between them is conducting [103] and superconducting

below 300mK [89].

The polar/non-polar interface causes a potential to grow in the LAO as more

layers are added to the structure. At a thickness of 4 uc, electrons from the valence

band of the LAO move from the surface to populate the conduction band of the STO

at the interface. Electronic reconstruction predicts a population of 1/2 electron per

unit cell or 3.2 × 1014 cm−2 [79]. In reality only about one tenth of the electrons

predicted by electronic reconstruction appear in transport measurements [103, 30,

9]. This inconsistency raises some questions about the validity of the electronic

reconstruction scenario. Defects, oxygen vacancies, and intermixing may also play a

role in generating an electron population at the interface.

Our measurements, discussed in detail in (chapter 4), have helped resolved this

open question. Our magnetic susceptibility measurements revealed a paramagnetic
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Figure 3.2: a) An electrostatics diagram showing the charge (ρ), electric field (E),
and electric potential (V ) at each layer in the LAO. The polar catastrophe is the
unchecked growth of the internal potential with each additional layer in the LAO. b)
Cartoon of the layers in LAO and STO with the charge of each layer before electronic
reconstruction labeled on the left and after electronic reconstruction on the right. c)
The revised electrostatics diagram after electronic reconstruction. Charge from the
surface of the LAO has moved to the interface to balance the potential.

signal with a 1/T temperature dependence. This behavior suggested that the para-

magnetism is generated by a population of localized electrons. The density of these

spins is the correct size to account for the electrons missing from hall effect mea-

surements. Additionally, we believe it is the spatial distribution of these localized

electrons that dives the inhomogeneity in the superconducting response discussed in

chapter 5.

3.2 Gate tunability

The density of electrons at the LAO/STO interface can be tuned with a back-gate

and even driven through a superconductor-insulator transition [30].

Figure 3.3 a) shows the measurement set-up for controlling the carrier density

with a back-gate voltage. The data from Caviglia et.al is reproduced in Figure 3.3 b-

c). The data shows that both the normal resistance and the superconducting critical

temperature are modulated by the gate. Moreover, on the underdoped side of the
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Figure 3.3: a) Cartoon of measurement arrangement. Gate voltage is applied be-
tween a metallic back-gate and the conducting interface. b) Resistance vs. tem-
perature curves plotted for various back-gate voltages. c) Critical temperature vs
back-gate voltage showing a superconducting dome with a quantum critical point on
the underdoped side. b) and c) adapted from [30].

dome (the side with fewer carriers) there is a superconductor-insulator transition and

quantum critical point. A quantum critical point is a point at zero temperature where

the system can undergo a phase change by tuning a separate physical parameter. In

this case tuning the carrier density at zero temperature transitions the systems from a

superconductor to an insulator. Figure 3.3 b) shows that the transition in LAO/STO

is not quite a superconductor-insulator transition but rather a superconductor-metal

transition. An insulator should show a resistance that increases at the lowest possible

temperatures. In LAO/STO, even at the lowest gate voltages, the resistance upturn

is very weak.

Gate tuning a superconductor-metal transition provides experimentalists with a

unique opportunity. Other systems that undergo superconducting transitions usually

tune fixed sample parameters such as thickness in amorphous Bi films [69] or chemical

doping in the cuprates. In both of these cases a new sample must be grown and

measured to map out each point on the dome. The need for multiple samples makes

these experiments significantly more difficult. It is comparatively easy to use a gate

voltage that can be tuned in. situ. Additionally, chemical doping affects both the

carrier density and the disorder. A gate voltage more effectively separates these two
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effects. In a gate tuned sample the carrier density is modulated by the back-gate but

the underlying crystal structure with any associated disorder remains unchanged.

LAO STO

-V +VBackgate Voltage

LAO STO LAO STO

Figure 3.4: Sketch shows the asymmetric potential well confining the electrons at
the interface of LAO/STO. The electron wave function is shown in pink. As a more
positive gate voltage is applied the electrons are allowed to extend further into the
STO.

A caveat to the last statement is the potential well that confines electrons at

the LAO/STO interface is asymmetric, Fig. 3.4. Applying a gate voltage to the

interface not only changes the number of carriers at the interface, but also changes

how far the electrons extend into the STO. The disorder landscape may be different

at different depths of the STO crystal. Consequently, the back-gate does change the

disorder landscape accessible in the STO, but it will be a much smaller effect than

in chemically doped samples.

Given the ease of tuning LAO/STO with a back-gate in. situ, we decided to

use our scanning SQUID to locally map the evolution of the metal-superconducting

transition. Dubi, Meir and Avishai showed, using numerical simulations, that on

the insulating side of the transition, superconductivity actually persists in isolated

superconducting islands [33]. The diamagnetic susceptibility response from islands

should be easily visible to our SQUID even if the islands are sufficiently isolated

to prevent a zero resistance state. Searching for these islands or other structure in

the superconductor insulator transition was our original motivation for studying the
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LAO/STO system. However, our first set of measurements (chapter 4), revealed even

more exciting behavior: coexistence of superconductivity and magnetism. Chapter

5 discusses the correlation and interaction between the magnetism and superconduc-

tivity, and chapter 6 covers our results from gate tuning the superconducting state

of LAO/STO.

3.3 Magnetism in LAO/STO

The original paper showing evidence for magnetism in LAO/STO heterostructures

measured magnetoresistance in a series of samples grown in different oxygen partial

pressures [22]. The authors found that samples grown at a high oxygen partial pres-

sure (> 1 × 10−3mbar) showed hysteresis in their magnetotransport characteristics

but were not superconducting. Samples grown at a lower oxygen partial pressure

between 1× 10−4mbar and 3× 10−5mbar showed the expected 2D superconducting

interface, but no evidence of magnetism in transport.

This result showed that magnetism was possible in LAO/STO. A surprising result

in itself since neither LAO or STO are magnetic. However, the magnetism and

superconductivity were observed at very different growth conditions and were not

show to coexist in a single sample.

Figure 3.5 illustrates why coexistence of superconductivity and magnetism is rare.

In the class of superconductors that we understand (BCS Theory), pairs form between

electrons with opposite spin. An applied magnetic field is strongly pair-breaking,

because it favors one electron spin over the other. In fact superconductors have an

upper-critical field beyond which the superconductor cannot survive.

Within a material, ferromagnetism describes the aligning of electron spins to form

a bulk magnetic moment. Clearly ferromagnetic order is at odds with conventional

BCS pairing. For both of these orders to exist in a single material either we need a

new pairing mechanism for the superconducting electrons or the two order must be

phase separated. Our SQUID measurements discussing our discovery of coexistence

of magnetism and superconductivity are presented in chapter 4.
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Figure 3.5: Cartoon of electron spin interactions in a conventional (singlet-pairing)
superconductor and a ferromagnet. In the superconductor opposite spins pair to form
cooper pairs. In a ferromagnet all the spins align to form a bulk magnetic moment.
Clearly, a ferromagnetic interaction between electrons will break superconducting
pairs.

3.4 δ-doped STO

A second complex oxide system that we studied alongside LAO/STO is δ-doped STO.

Doped STO is a well studied bulk superconductor with a very low carrier density

[58]. δ-doped heterostructures are grown on an STO substrate. Niobium dopants are

confined in a thickness of a few nanometers. Then an STO capping layer is grown

on top to protect the doped layer [62].

δ-doped STO heterostructures show 2D superconductivity below 350mK [62].

Measurements on δ-doped STO serve as a nice comparison to LAO/STO because su-

perconductivity in both systems depends on the population of the STO conduction

bands. The difference is that electrons in LAO/STO come from electronic recon-

struction rather than dopants. Additionally the potential well confining electrons

is symmetric in δ-doped STO and asymmetric in LAO/STO. We compare measure-

ments on LAO/STO and δ-doped STO in chapter 4 and discussion measurement of

the penetration depth of δ-doped STO in chapter 7.



Chapter 4

Ferromagnetism and

superconductivity

Julie A. Bert, Beena Kalisky, Christopher Bell, Minu Kim, Yasuyuki Hikita, Harold

Y. Hwang, and Kathryn A. Moler “Direct imaging of the coexistence of ferromag-

netism and superconductivity at the LaAlO3/ SrTiO3 interface” Nature Physics 7

2079 (2011).

4.1 Abstract

LaAlO3 and SrTiO3 are insulating, nonmagnetic oxides, yet the interface between

them exhibits a two-dimensional electron system with high electron mobility [79],

superconductivity at low temperatures [89, 30, 11, 32, 9], and electric-field-tuned

metal-insulator and superconductor-insulator phase transitions [30, 9, 103, 31]. Bulk

magnetization and magnetoresistance measurements also suggest some form of mag-

netism depending on preparation conditions [32, 22, 5, 97] and suggest a tendency

towards nanoscale electronic phase separation [5]. Here we use local imaging of the

magnetization and magnetic susceptibility to directly observe a landscape of fer-

romagnetism, paramagnetism, and superconductivity. We find submicron patches

of ferromagnetism in a uniform background of paramagnetism, with a nonuniform,
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weak diamagnetic superconducting susceptibility at low temperature. These results

demonstrate the existence of nanoscale phase separation as suggested by theoretical

predictions based on nearly degenerate interface sub-bands associated with the Ti

orbitals [85, 82]. The magnitude and temperature dependence of the paramagnetic

response suggests that the vast majority of the electrons at the interface are localized

[98], and do not contribute to transport measurements [30, 9, 103]. In addition to the

implications for magnetism, the existence of a 2D superconductor at an interface with

highly broken inversion symmetry and a ferromagnetic landscape in the background

suggests the potential for exotic superconducting phenomena.

4.2 Indroduction

Coexistence of ferromagnetism and superconductivity in nature is rare [4, 92, 24,

25, 102]. The LaAlO3/SrTiO3 interface is a new system for studying this coexis-

tence. LaAlO3 (LAO) and SrTiO3 (STO) are both perovskite band insulators with

no magnetic order in their bulk form. For LAO grown on the TiO2 terminated STO

substrate, a high mobility electron gas was observed at the interface [79]. Electronic

reconstruction, driven by the polar/nonpolar interface, is thought to move charge

from the LAO layers across the interface into the STO causing an effective electronic

doping responsible for the observed conductivity [79]. The interplay of this effect with

oxygen vacancies and structural changes [46], and the relative contribution of these

three effects to the carrier concentration, remains a subject of debate. Significant

variability in the physical properties in similar samples indicates that the ground

state of this interface system is sensitive to small changes in growth conditions.

Superconductivity [89, 30, 11, 32] and features interpreted as interface magnetism

[32, 22, 5] have been independently observed at the LAO/STO interface via trans-

port and bulk magnetization measurements. One recent study inferred the existence

of both ferromagnetism and superconductivity in the same sample from hysteresis in

magnetoresistance transport measurements [32].
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4.3 Experiment

We use a scanning superconducting quantum interference device (SQUID) with micron-

scale spatial resolution to image three samples down to 20mK (See methods). Our

SQUID sensor can concurrently measure the static magnetic fields generated by the

sample (magnetometry) and the susceptibility of the sample to a small locally ap-

plied ac magnetic field (susceptometry). Fig 1 a&b show magnetometry and sus-

ceptometry images of an LAO/STO interface. The ferromagnetic landscape appears

as many static spatially separated dipoles that show no temperature dependence

over the measured temperature range. The superconductivity is spatially inhomo-

geneous and weak, with a critical temperature Tc = 100mK (Fig 1c), above which

a temperature-dependent paramagnetic response is apparent (Fig 1c inset). In con-

trast, a delta-doped STO sample [62] has relatively uniform 2D superconductivity,

no magnetic order, and no apparent paramagnetic response above Tc (Fig 1d,e,&f),

although the expected paramagnetic signal at Tc = 300mK is close to our noise floor.

The diamagnetic susceptibility from the LAO/STO interface is an order of magni-

tude smaller than that of the delta-doped SrTiO3 or (Ba0.9Nb0.1CuO2+x)m/(CaCuO2)n,

another two-dimensional superconductor [100]. The susceptometry signal is gener-

ated by superconducting electrons which screen the local applied field and is related

to the local density of electrons in the superconducting condensate. The superfluid

density is usually quantified by the magnetic penetration depth, λ [71, 42]. In a

2D superconductor with thickness d≪ λ, the screening currents are confined in the

vertical direction which generates a modified penetration depth known as the Pearl

length, Λ = 2λ2/d. The low temperature Pearl length in the delta-doped STO sample

was 650µm based on fits to formulas for the height dependence of the susceptometry

from references [42, 56]. This formula should not quantitatively describe the data

for the LAO/STO interface due to the lateral inhomogeneities, but the susceptibility

signal from a uniform 2D superconductor scales as 1/Λ for large Λ, implying an ∼ 8

mm Pearl length in the LAO/STO.

The Tc variation between two measurement positions on the LAO/STO sample
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Figure 4.1: Comparison of SQUID images on LAO/STO and delta-doped STO sam-
ples. a, LAO/STO magnetometry image mapping the ferromagnetic order. Inset, scale
image of the SQUID pick-up loop used to sense magnetic flux. b, LAO/STO susceptometry
image mapping the superfluid density at 40 mK. Inset, scale image of the SQUID pick-up
loop and field coil. c, The temperature dependence of the susceptibility taken at the two po-
sitions indicated in b. d, delta-doped STO magnetometry image showing no ferromagnetic
order. e, delta-doped STO susceptometry image mapping the superfluid density at 82 mK.
f, The temperature dependence of the susceptibility taken at the two positions indicated
in e. The arrow on each scan shows the scan fast axis and the SQUID orientation.

(Fig 1c) is about 10%. However, the lateral variation of the susceptometry is large:

84% of the total response, compared to just 12% in the delta-doped STO, and less
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than 1% in most bulk superconductors [51]. The largely inhomogeneous supercon-

ducting and ferromagnetic response may suggest proximity to a first order phase

transition. Although both magnetism and superconductivity are present at the in-

terface in the LAO/STO sample, Fig 1 a&b do not show a direct correlation between

the inhomogeneity of the superconducting state and the distribution of magnetic

regions.

The ferromagnetism appears as magnetic dipoles in Fig 1a and Fig 2a, mostly

separated from each other by microns, with many additional dipoles that do not show

up visually in these images but are still above our noise threshold (Fig 2a insets). We

analyzed six 70x80 micron high resolution magnetometry scans, including the one

shown in Fig 2a, finding 144 dipoles above our noise floor and fitting each one to a

point dipole model to determine its total moment and orientation (Fig 2b-d). The

histogram of the dipole moments shows a clear exponential distribution of dipole

moments with a few large (∼ 1 × 108 µB) dipoles and substantially more smaller

dipoles down to the limit of our noise. This trend suggests that there are even more

dipoles with moments below the sensitivity of our SQUID.

Most of the dipoles lie in plane, as expected from the shape anisotropy of the inter-

face, with apparently randomly distributed azimuthal angles indicating no alignment

or net magnetization. This observation is consistent with cooling the sample in zero

field. The point dipole approximation is not as good for some dipoles, particularly

the ones with the largest moments, indicating that they are not point-like but are

instead ferromagnetic patches that extend over an area comparable to the SQUID’s

3µm pick-up loop. The dipoles were stable throughout the duration of the cooldown

(about 1 month) and were insensitive to temperature changes from 20mK through

the superconducting critical temperature and up to 4.2K. Additional SQUID mea-

surements in a separate variable temperature cryostat showed that the dipole size

and orientation remained unchanged between 4.2K and our maximum measurement

temperature of 60K. In addition, we measured a second sample with 10 uc of LAO

grown on a TiO2 terminated surface that had patterned Hall bars (Methods). This

second 10 uc LAO/STO sample had many fewer dipoles - none in some regions. The
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Figure 4.2: Analysis of the dipole distribution. a, Magnetometry scan showing ferro-
magnetic dipoles. The arrow shows the scan fast axis and the SQUID orientation. Insets:
Individual dipoles from the areas indicated in the larger image. b-d, Histograms of the
moment and orientation of 144 dipoles taken from six large area scans similar to the one
show in panel a. b, The magnetic moment of each dipole in Bohr magnetons, µB. c, The
inclination angle from the normal to the sample surface (an inclination angle of 90 degrees
mean the dipole lies in the plane of the interface). d, The azimuthal angle with respect to
the scan’s x-axis.

variability in the size of the moment may be related to the variability of physical

properties in nominally identical samples in this system.

We did not observe dipoles in the magnetometry signal on the delta-doped STO
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sample (Fig 1d). Since both the delta-doped STO sample and the LAO/STO samples

use the same commercially available STO substrates, the absence of dipoles on the

delta-doped STO sample rules out magnetic impurities in the substrate. This obser-

vation is corroborated by the scan height extracted from the dipole fits indicating

the dipoles are within a few microns of the surface.
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Figure 4.3: Paramagnetic signal on patterned LAO/STO sample. a, Susceptometry
scan on the patterned sample at 87 mK. A suppression of the diamagnetic susceptibility
is visible near the edge of the pattern. The susceptibility response in this area has a
paramagnetic sign as indicated in the susceptibility vs. temperature plot. The arrow
indicates the scan fast axis and the SQUID orientation. b, Susceptibility vs. temperature
data from three positions on the patterned LAO/STO shown in panel a. The red triangles
and green circles are data reproduced from the unpatterned LAO/STO sample show in Fig
1a. Inset: The outline of the AlOx patterning associated with the susceptometry scan.

In addition to the ferromagnetic order, the two LAO/STO samples measured at

low temperature show paramagnetism above the superconducting critical tempera-

ture Tc (Fig 1c inset, Fig 3). In the case of the patterned LAO/STO sample, which

did not show many ferromagnetic dipoles, we observe regions near the hall bar edges

where the superconductivity was suppressed and the paramagnetism remains down to

the lowest measured temperatures. The paramagnetic signal decreases with increas-

ing temperature suggesting a Curie law. The 1/T dependence and the paramagnetic

sign indicate that the susceptibility signal originates from localized spins.
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We can estimate the electron density associated with the ferromagnetic, diamag-

netic, and paramagnetic signals. We determine the number of ferromagnetic elec-

trons by adding the moments of all the dipoles in the histogram yielding 7.3± 3.4×
1012 µB/cm

2. This estimate is a lower bound, because any dipoles that are below the

sensitivity of our sensor or whose moments canceled due to the random distribution

of alignments have not been included in this total. We use the Pearl length to find

the density of superconducting electrons,

ns =
2m∗

µ0e2Λ
, (4.1)

where e is the elementary charge and µ0 is the permeability of free space. Using

m∗ = 1.45me [29] we find ns ≈ 1×1012 cm−2 in the regions of high superfluid density

and ns ≈ 3 × 1011 cm−2 in the regions of low superfluid density. We quantify the

paramagnetic signal by using an appropriate model for our sensor to convert our

measured susceptibility, φ, to the dimensionless susceptibility, χ, for a layer of spins

in a thickness d. Using χd = 22µm · mA/Φ0 · φ [18] and comparing χ to the Curie

expression,

χ =
µ0n3D(gµB)

2J(J + 1)

3kBT
(4.2)

with g = 2 and J = 1/2, yields a 2D spin density of 4.4× 1014 cm−2, with large error

bars due to uncertainty in the geometrical parameters. We compare our estimates

with the electron densities predicted by the polar catastrophe, 3 × 1014 cm−2, and

seen in hall measurements [30, 9, 103], 1− 4× 1013 cm−2 (Table 1). The densities of

magnetic and superconducting electrons are respectively one and two orders of mag-

nitude lower than the polar catastrophe density, but the paramagnetic spin density

shows surprising agreement within error.

Density functional calculations of the electronic structure in LAO/STO predict

the presence of multiple nearly degenerate subbands that result in separate charge

carriers [85]. Magnetism was also predicted at the n-type LAO/STO interface from
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LAO/STO δ-Doped STO

Literature Unpatterned Patterned Unpatterned

Polar Catastrophe[79] 3.2× 1014 - - -

Hall Effect[30, 9, 103] 1− 4× 1013 - - 4.7× 1013 [[62]]

Paramagnetic - 1− 5× 1014 1− 5× 1014 -

Dipole Moment (µB) - 0.4− 1.1× 1013 < 2× 1011* < 1× 1011*

Superfluid Density - 0.3− 2× 1012 0− 1× 1012 1− 1.4× 1013

∗ Dipoles were too sparse and inhomogeneously distributed to extract a statistically

significant areal density.

Table 4.1: Table of electron densities. Electron densities extracted from hall measure-
ments, and measurement of the ferromagnetic, superconducting and paramagnetic
signals for all three samples. All quantities given in cm−2. The gray shaded area
indicates electron quantities accessible with our scanning SQUID technique. The -
symbol means that measurement is not applicable.

alignment of additional electrons in the Ti orbitals [82]. Transport measurements,

which probe delocalized electrons, have measured electron densities significantly lower

than predictions from the polar catastrophe. Our measurements indicate that those

missing electrons may be present but localized, and contribute to the magnetic signal.

The observation of ferromagnetism and superconductivity at the LAO/STO in-

terface opens exciting possibilities for studying the interplay of these normally incom-

patible states. Tuning the carriers with a gate voltage may add even more richness

to the system, by coincidentally studying how adding or removing carriers affect the

superconducting, ferromagnetic and paramagnetic signals.

4.4 Methods

The two LAO/STO samples used in the low temperature study were prepared by

growing 10 unit cells of LaAlO3 on commercial TiO2 terminated 001 STO substrates.

The patterned sample had an AlOx hard mask which defined hall bars. The LaAlO3
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was deposited at 800◦C with an oxygen partial pressure of 10−5 mbar, after a pre-

anneal at 950◦C with an oxygen partial pressure of 5×10−6 mbar for 30 minutes. The

samples were cooled to 600◦C and annealed in a high pressure oxygen environment

(0.4 bar) for one hour [9].

A delta-doped STO sample was also studied at low temperatures. It was grown

in an atmosphere of less than 10−8 torr oxygen at 1200◦C. Nb dopants were confined

to a 5.9 nm layer and additional 100 nm cap and buffer layers of STO were grown

above and below the doped region. The sample was annealed in situ at 900◦C under

an oxygen partial pressure of 10−2 torr for 30 minutes [62].

Measurements were done by scanning SQUID in a dilution refrigerator [44, 17].

The SQUID has a 3µm pick-up loop, centered in a single turn field coil. Static

magnetism (magnetometry) in the sample is probed by recording the flux through

the SQUID pick-up loop as a function of position. Applying an ac current in the field

coil produces a local magnetic field. The local susceptibility (susceptometry) of the

sample to the applied field is detected by the pick-up loop in a lock-in measurement.



Chapter 5

Correlating magnetism and

superconductivity

Given the surprising discovery of coexisting superconductivity and magnetism in

LAO/STO, a natural follow-up question is how does the magnetism affect the su-

perconductivity? Specifically, is the large inhomogeneity observed in the samples

presented in the previous chapter due to the magnetic fields generated by the local-

ized ferromagnetic moments?

5.1 Dipole fields

The first step in answering these questions is to model the magnetic fields near a

ferromagnetic patch and compare it to the upper critical field of LAO/STO. We start

this process by making some simple assumptions about the density and geometry of

the ferromagnetic patches.

We assume a moment density of 1µB per unit cell. This is a natural assump-

tion because undoped STO has an empty d-shell. When STO is doped, either by

dopants or through electronic reconstruction driven by the LAO, electrons enter the

d-shell. Electronic reconstruction predicts that electrons from the valence band of

LAO will populate the conduction band of STO at a density of 1/2 electron per unit

63
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cell. Because the magnetism forms sporadic magnetic patches rather than producing

a smooth magnetic background the moments cluster and form patches of ferromag-

netism. We assume this clustering results in a local density of 1µB per unit cell.

Fitting the moments in our magnetometry images yields the total magnetic mo-

ment of each individual ferromagnetic patches. A histogram showing a typical dis-

tribution of magnetic moments was plotted in the previous chapter in Figure 4.2. A

more exhaustive study of the size and density distribution of magnetic patches in 14

LAO/STO heterostructures with different LAO thicknesses was done by Kalisky [50].

From these measurements we find that the total moment of the individual ferromag-

netic patches varies between 106-108 µB. There are almost certainly smaller moments

but their signal is below our measurement noise.

Knowing the total moment size and density we can now make assumptions about

the shape and position of the ferromagnetic patches. We will investigate two cases:

spherical regions and cylindrical regions. Using the moment density, total moment,

and shape we can determine the size of a magnetic region. For example, a spherical

dipole with 107 µB with have a radius of 52 nm. If instead the dipole was a cylinder

with a thickness of just one unit cell of LAO the radius would be 0.7µm. Given the

2D-nature of the interface, magnetic cylinders are the only option if we assume the

entire magnetic patch exists only in the LAO layer.

We now calculate the magnetic field outside each of these shapes. The spherical

case is simple. The magnetic field outside a uniformly magnetized sphere is identical

to the field profile of a point dipole with the same magnetic moment.

~B(~r) =
µ0M

4π

1

|r|3 (3(r̂ · m̂)r̂ − m̂) (5.1)

µ0 is the permeability of free space, M is the total magnetic moment in Bohr

magnetons, m̂ is the direction of the magnetic moment, and ~r is the vector connecting

the magnetic moment to the point in space where we want to know ~B.

For a cylinder we start from the magnetic scalar potential, φ. In the limit where
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the cylinder thickness approaches zero,

φ(ρ, ϕ, z) =
M

πR
cosϕ

∫ ∞

0

e−kzJ1(kR)J2(kρ)dk. (5.2)

R is the cylinder radius, ρ, ϕ, and z are the position in cylindrical coordinates. We

numerically calculate the magnetic field from the gradient of the potential, ~B =

−µ0
~∇φ. The field profile of each structure is plotted in Figure 5.1.
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Figure 5.1: Field profiles in the x and z-direction at a height of 15 nm above the top
surface for a cylindrical dipole (a) and a spherical dipole (b) with bulk magnetization
in the x-direction.

The spherical dipole arrangement seems an unlikely candidate for describing the

magnetism in LAO/STO. A moderately sized dipole with 107 µB has a diameter of

100 nm. For 10 uc of LAO grown on STO, the LAO is just 4 nm thick. Consequently a

spherical dipole would need to extend deep into the STO. Since bulk STO is not mag-

netic, and the superconducting electrons penetrate just 10 nm into the STO, it seems
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unlikely that the magnetism could penetrate 100 nm into the STO. Consequently, we

conclude thin cylindrical patches are a more likely candidate for the shape of the

magnetism.
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Figure 5.2: Height dependence of the maximum field in the z-direction outside a thin
cylindrical dipole.

Figure 5.2 plots the height dependence of the maximum field in the z-direction for

three thin cylindrical dipoles, with different total moments oriented in the x-direction.

We are most concerned with the field in the z-direction because the perpendicular

critical field is much smaller than the parallel critical field for a 2D superconductor.

Figure 5.2 shows that for a height, h, much smaller than the radius, R, the dipole

radius (determined by the dipole moment) has no influence on the peak field strength.

The magnetic patch looks like an infinite plane. As long as the moment density

remains 1µB/uc, 10mT is the largest possible field a 1 uc thick cylindrical dipole can

produce. Moving away from the patch the field decays as 1/h until a cross-over point
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Thickness Tc HcII(T=0) Reference

8 uc 0.20 K 60 mT Reyren [89]

15 uc 0.10 K 30 mT Reyren [89]

4 uc 0.20 K 80 mT Reyren [88]

10 uc 0.13 K 70 mT Dikin [32]

Table 5.1: Table of critical fields in LAO/STO.

at h ∼ R where the patch resembles a point dipole and the field decays as 1/h3.

The upper critical field of LAO/STO has been measured by many groups using

transport techniques. The results are summarized in Table 5.1. The maximum

field we found for 2D magnetic patches, 10mT, is well below the reported critical

fields. Consequently, we do not expect the magnetic patches to significantly suppress

the superconductivity. Thus the magnetic patches are not the main source of the

inhomogeneity.

Do we see this trend in the data? Figure 5.3(a) shows a magnetometry scan and

two susceptibility scans of the same region on a 5 uc LAO/STO heterostructure.

The susceptibility image on the left was taken above Tc and the susceptibility image

on the right was taken below Tc, Tc ≈ 200mK. The largest two dipoles, labeled

dipole 1 and dipole 2, are clearly visible in both susceptibility images. However, the

visible response is due the paramagnetic signal from each of the dipole moments, not

suppression of the superconducting signal by a magnetic dipole field.

Line cuts in x and y from the two susceptibility images reveal the same sus-

ceptibility profile in both images, above and below Tc. The paramagnetic response

from a ferromagnetic patch is temperature independent and sits on top of the super-

conductivity. This means that visible suppression of the superconductivity due to

the magnetic patch is caused by it’s paramagnetism, and not by the dipole’s local

magnetic field. This observation is consistent with the low dipole fields we expect

from the cylindrical dipole configuration. The dipole fields are not influencing the

superconductivity.
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Figure 5.3: (a) Magnetometry and susceptometry images on the same region of a 5 uc
LAO/STO heterostructure. (b) Line-cuts in the x and y-direction near each dipole
in the two susceptibility images.

5.2 Paramagnetism and superconductivity

It seems unlikely that the magnetic patches are responsible for the inhomogeneity

in the superconductivity. The fields generated by the patches are too small to have

a significant influence on the superconducting state. Instead, we propose that the

inhomogeneity is driven by an underlying paramagnetic landscape of localized spins

that are not related to the ferromagnetic patches. This paramagnetic landscape

was introduced in the previous chapter as the source of the electrons missing from

transport measurements.
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Figure 5.4: Three samples were measured over the course of three cooldowns. Two of
the samples were measured twice and their properties changed between cooldowns.
(a) Table of sample properties and how they changed between cooldowns. (b) Low
temperature diamagnetic response of the three samples. Samples 1 & 3 were less dia-
magnetic and had a higher critical temperature the second time they were measured.
(c) Low temperature paramagnetic response with the superconductivity suppressed
by a gate or patterning. The dotted black line indicates when the SQUID made
contact with the sample. Low temperature paramagnetic measurements were not
possible in the other two situations because the paramagnetic signal was masked by
the superconductor. (d) Susceptibility scans showing varying levels of inhomogeneity.

To fully explore the effect of paramagnetism on the superconductivity we will

review data from three different samples measured in three different cooldowns. A

summary of the samples is given in Figure 5.4.
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Figure 5.5: Magnetometry and susceptometry scans above and below Tc in the un-
patterned 5 and 10 uc samples. The cross-correlation is calculated for each pair
of images. (a) The features in the paramagnetic landscape match the diamagnetic
landscape. (b) The only the dipole paramagnetism matches.

At this point we have now discussed two different paramagnetic signals. The para-

magnetism from individual ferromagnetic patches, which is temperature independent

and correlated to individual dipoles and the paramagnetic landscape which has a

1/T temperature dependence and is not readily correlated with the ferromagnetic

patches. Figure 5.5(a) shows that it is the paramagnetic landscape (visible in the

Above Tc image) that is correlated with inhomogeneity in the superconducting state

(the Below Tc image). In Figure 5.5(b) the superconductivity is much smoother and

the only residual paramagnetism above Tc is correlated with individual dipoles.

We have also calculated the cross-correlation for each pair of images in the set.

The cross-correlation number is 1 if the images are identical and −1 if one image is
the negative of the other. A 0 value indicates the images are uncorrelated with no

shared features. The two susceptibility images in (a) are more correlated with each

other than the dipole image.
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The data presented in Figure 5.5 is not complete. Ideally we would have 3 sus-

ceptometry images: above Tc but still at low T using a large negative gate voltage,

above Tc at high T , and below Tc at low T . Such a set would be useful for test-

ing the temperature dependence of the paramagnetic landscape. From touchdown

curves plotted in Figure 4.3 we have shown that the paramagnetic signal follows a

1/T temperature dependence and is barely detectable above 100mK.

Missing from Figure 5.5(a) is the high temperature paramagnetic image on the 10

uc sample. At high temperatures, we expect the inhomogeneity to disappear leaving

only the paramagnetism from a few temperature independent dipoles. Indeed we

observe that the inhomogeneity disappears above Tc at elevated temperatures in a

separate set of images taken on the same sample in a different location.

Figure 5.5(b) is missing a low temperature paramagnetic image. We expect that

image to be smooth without any inhomogeneity to match the smooth diamagnetic

image. In a separate cooldown with a larger back-gate we were able to capture a low

temperature image above Tc and found it was homogeneous as expected. (See Figure

6.4(a) in the following chapter).

From these observations, we conclude that the inhomogeneity in the supercon-

ducting signal is driven by an underlying inhomogeneous paramagnetic background.

Moreover, the superconducting inhomogeneity does not result from adding an inho-

mogeneous paramagnetic signal on a top of a smooth diamagnetic signal. Unlike the

case presented in Figure 5.3, where the dipole paramagnetism was visible on top of

the superconductivity signal with no additional interaction, in this case the relative

scales of the two signals exclude simple addition. Instead, the presence and density of

localized paramagnetic spins is interacting with and suppressing the superconducting

signal.

5.3 Other sources of inhomogeneity

We have observed another sources of inhomogeneity that is not related to either the

ferromagnetic patches or the paramagnetic landscape. Halo shapes, of similar size to
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the SQUID’s field coil, appear when scanning at temperatures within ∼ 50% of Tc.

Their presence is unrelated to the superfluid density.
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Figure 5.6: A temperature sequence of susceptibility images on the same area of the
5 uc sample. The magnetometry scan on the left shows that the halo defects are not
related to the ferromagnetic patches.

Figure 5.6 shows a temperature sequence of susceptibility scans on the same area

of the 5 uc sample. The halos are only visible at higher temperatures closer to Tc and

disappear above Tc. The size and shape of these features suggests they are are related

to the field coil, as demonstrated by Figure 5.7. A defect that responds strongly when

the field coil is directly above it will show a ring of suppression the size and shape of

the field coil.

5.4 Conclusions

We have identified three mechanisms that affect the inhomogeneity of the supercon-

ducting state of LAO/STO. 1) Localized, temperature independent paramagnetism

from the ferromagnetic patches which add a paramagnetic bump on top of the su-

perconducting signal. 2) A landscape of paramagnetism generated by localized spins
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Pick-up Loop

Field Coil

Defect
Resulting Signal

Figure 5.7: A cartoon demonstrating the signal (shown in orange) produced by a
point-like defect that interacts strongly with the field coil.

with a 1/T temperature dependence. 3) Point like defects that interact strongly with

the field coil to create halos of reduced superfluid density. These halo features only

appear at temperatures > 0.5Tc.

The paramagnetic landscape has the largest impact on the homogeneity. Samples

that were less paramagnetic were also more homogeneous. Further experiments are

necessary to elucidate the nature of the interaction between the paramagnetic local-

ized electrons and the superconducting electrons. However, it may be related to the

suppression of superconductivity observed along the edges of the patterned sample,

Figure 4.3.
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6.1 Abstract

The interface between the insulating oxides LaAlO3 and SrTiO3 exhibits a supercon-

ducting two-dimensional electron system that can be modulated by a gate voltage.

While gating of the conductivity has been probed extensively and gating of the super-

conducting critical temperature has been demonstrated, the question whether, and if

so how, the gate tunes the superfluid density and superconducting order parameter

is unanswered. We present local magnetic susceptibility, related to the superfluid

density, as a function of temperature, gate voltage and location. We show that the

temperature dependence of the superfluid density at different gate voltages collapse

to a single curve characteristic of a full superconducting gap. Further, we show that

the spontaneous dipole moments observed in this system are not modulated by the

gate voltage.

74
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6.2 Text

Electric field control of conducting channels has allowed great innovation in tradi-

tional semiconductor devices [1]. Now heterointerfaces in a new class of materials,

the complex oxides, have generated significant interest because of their gate tunable

properties. Specifically, the conducting interface formed between the band insulators

lanthanum aluminate and TiO2 terminated 100 strontium titanate (LAO/STO) [79]

exhibits many fascinating properties [94] suggesting that an electronic reconstruction

triggered by the polar/non-polar interface plays an important role in the inducing

the conductivity in the STO [77]. At low temperatures this interface displays two-

dimensional superconductivity [89]. Additionally, the high dielectric constant of STO

at low temperatures [91] makes applying an electric field with a back-gate especially

effective to tune the properties of this superconducting state.

Caviglia et al. showed that with increasing gate voltage, Vg, the superconducting

critical temperature, Tc, displayed a dome structure and concurrently the normal

state resistance monotonically decreased [30]. Later work showed that the electron

mobility and carrier density both increased continuously with Vg, with the former

dominating the Vg dependence of the conductivity[9]. The evolution of a non-linearity

in the Hall resistivity as a function of Vg [9, 11] has been interpreted by Joshua et al.

as evidence of electrons populating conduction bands with different mobilities [49],

implying that the ratio of high and low mobility electrons may be tuned by gating.

Notably, the interface breaks spatial inversion symmetry, opening the possibility

for spin orbit coupling to impact the electronic properties of the interface gas. Two

groups reported tuning of the Rashba spin orbit coupling (RSOC) inferred from

magnetoresistance [28, 36] and measurements of the in-plane critical fields [11]. They

found opposite dependencies for tuning the strength of the spin orbit coupling with

Vg, making the impact of Vg on the spin orbit coupling unclear, possibly suggesting

a peak in the spin orbit coupling.

Moreover, the discovery of magnetic patches coexistent with superconductivity
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[15, 66, 32] and the presence of RSOC originating from the noncentrosymmetric na-

ture of the interface have raised the possibility of an unconventional superconducting

pairing mechanism or order parameter [75, 70]. However, all previous measurements

studying how gating effects the properties of the interface used electronic transport,

which gives limited information about the superconducting state. In this Letter, we

use local magnetic susceptibility to make the first direct measurements of the su-

perfluid density in LAO/STO and address the question of how the superconducting

state evolves with Vg.

Measurements were made on a sample with five unit cells of LAO grown at 800◦C

and 1.3 × 10−5mbar oxygen partial pressure on a TiO2 terminated STO substrate.

The growth was followed by a high pressure oxygen anneal, 600◦C in 0.4 bar. The

sample was silver epoxied to a piece of copper tape, which served as a back-gate.

Vg was applied between the copper tape and the interface, which was contacted by

aluminum wirebonds. Magnetization and susceptibility measurements were made

using a scanning SQUID (Superconducting Quantum Interference Device) [17], with

a 3µm diameter pick-up loop and a concentric field coil for applying a local AC

magnetic field. The pick-up loop is sensitive to both the DC static flux and the

AC flux resulting from diamagnetic screening currents cancelling the field from the

field coil. This setup enables simultaneous measurements of ferromagnetism and

superconductivity in the sample [15].

A superconductor will generate screening currents to screen an applied field. The

currents extend into a bulk superconductor by the penetration depth, λ. The temper-

ature dependence of λ is a probe of the superconducting state. For a thin supercon-

ductor of thickness d, the screening distance is given by the Pearl length Λ = 2λ2/d

[80]. Using a model by Kogan [56], we extract Λ from measurements of the screening

currents as a function of the distance between the sensor and the sample. Λ is related

to the superfluid density, ns = m∗/µ0e
2Λ, where e is the elementary charge, µ0 the

permeability of free space, and m∗ = 1.46me the effective electron mass measured by

[29] from Shubnikov de Haas on LAO/STO interfaces. We repeat these measurements

at multiple temperatures and gate voltages to map out the superconducting state,
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Fig. 6.1. We define Tc as the temperature at which the diamagnetic screening drops

below our noise level of 0.01Φ0/A, corresponding to a minimum detectable ns of

2− 7× 1010 cm−2. The statistical errors were smaller than systematic errors,outlined

in gray in Fig. 6.2a, from imprecise knowledge of our measurement geometry. (See

SOM) The systematic errors are fixed for a single cooldown and represent an overall

scaling of ns which would be the same for every measurement.
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Figure 6.1: a) The critical temperature as a function of gate voltage forms a dome.
The dashed line represents our lowest measurement temperature. b) The superfluid
density at our lowest temperature as a function of gate voltage. The superfluid
density increases monotonically throughout the dome. The color scale represents
gate voltage and is repeated in Fig. 2.

Tc vs Vg (Fig. 6.1a) has a maximum Tc = 240mK. In the range of applied Vg

superconductivity can only be eliminated on the underdoped side of the dome, and ns

grows monotonically with Vg, with ns = 1.5×1012 cm−2 at the largest Vg. (Fig. 6.1b)

The carrier density and mobility were measured in a separate cooldown with no back-

gate. At 2K the mobility was 1.02×103 cm2/Vs and the density was 2.05×1013 cm−2,

ten times larger than the largest ns we observed.

A small ratio of the superfluid density to the normal density is expected in the

dirty limit, in which the elastic scattering time, τ , much shorter than the supercon-

ducting gap, ∆0 (~/τ ≫ ∆0). ~ is reduced Plank’s constant. Above Tc the normal

density of electrons n is given by the optical sum rule n ∝
∫∞

0
σ1(ω)dω, where σ1
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Figure 6.2: a) Superfluid density vs. temperature for Vg = 110V , the peak of the
superconducting dome. The gray area shows systematic error. b) Superfluid density
vs. temperature for every gate voltage. The colors represent the same Vg from Fig.
1. c) Normalized curves from b). d) Theoretical dependece of the superfluid density
for a set of BCS models with different interactions, and d-wave superfluid density.
Panel adapted from [27]. e) Normalized curves from b) compared to models. The
gray line shows the temperature dependence of a weakly interacting clean BCS s-wave
superconductor (∆ = 1.76 and a = 1). The black dashed line is a fit to the data
(∆ = 2.2 and a = 1.4).

is the real part of the conductivity and ω the frequency. For a metal σ is sharply

peaked near zero frequency, so scattering moves spectral weight to higher frequen-

cies. Below Tc, a gap opens at ω = 2∆0/~ and the spectral weight within that gap

collapses to a delta function at the origin whose amplitude is proportional to ns [43].

Therefore in the dirty limit, only a fraction of carriers enter the superconducting

state, ns/n = 2∆0/(~/τ). Using the gate tuned mobilities reported by Bell et al.,

100− 1000 cm2/Vs [9], we expect the ratio ns/n to be 0.01− 0.1, consistent with our
measured ns.



CHAPTER 6. GATE TUNED SUPERCONDUCTIVITY 79

We now look at the temperature dependence of the superfluid density. Fig. 6.2b

plots ns vs. T for all Vg across the dome. Strikingly, when normalizing the curves

they collapse (See Fig. 6.2c), showing that within our experimental errors there is no

change in the superconducting gap structure with electrostatic doping. Furthermore,

the collapse is reproducible over multiple positions, sweeps of Vg, and samples.
1

The temperature dependence of the superfluid density is a direct probe of the

superconducting order parameter. It can be used to distinguish BCS superconduc-

tors from unconventional superconductivity. We fit the normalized curves to a phe-

nomenological BCS model with two parameters ∆ and a [86]. ∆ scales the super-

conducting gap ∆0 = ∆kBTc. a is a shape parameter that determines how rapidly

the gap opens below Tc, ns ∝ 1− (T/Tc)2a [SOM]. ∆ = 1.76 and a = 1 for an clean

s-wave BCS superconductor with weak coupling [86], plotted as the gray line in Fig.

6.2c. The fit to our data gives ∆ = 2.2 and a = 1.4. This is consistent with a BCS

description with increased coupling or disorder. Both will increase the gap and the

a parameter [27].

The flattening at low temperature indicates fully gapped behavior with a gap that

is larger than BCS weak-coupling s-wave. Our lowest measurement temperature is

1/6 of Tmax
c , and ns remains flat (within 3%) up to 35% of Tc. A full gap indicates

the absence of low energy quasiparticle excitations, ruling out order parameters with

nodes in the Fermi surface. Furthermore, the steep rise of ns near Tc and the absence

of a kink in the functional form rule out most weak coupling two band models [87],

because a second smaller gap will slow the onset of superconductivity near Tc. Two

gaps of similar size, both larger than the BSC gap or a dominant single large gap

with second smaller amplitude gap, could reproduce the data.

The low ns in the underdoped region may result in suppression of Tc by thermal

phase fluctuations. Such fluctuations would result in a linear temperature dependence

of ns in the underdoped region. Following reference [35], we calculate a phase ordering

temperature, Tmax
θ = A~

2ns(0)/4m
∗, where A = 0.9 in two dimensional systems. Fig.

6.3 shows Tc vs ns(40mK), additionally T
max
θ is plotted as a linear function of ns:

1Similar behavior was seen in a separate 10 uc sample.
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Figure 6.3: Critical temperature vs. the superfluid density at lowest temperature
(T ∼ 40mK). The red points are the data from Figure 1 and the gray dots represent
additional data sets. The dotted line is the theoretical phase fluctuation temperature
from ref [35], which may be limiting the critical temperature on the underdoped side
of the dome. The bimodal distribtion on the overdoped side is due to inhomogenaity
that locallys suppresses ns in different regions of the sample while the Tc remains the
same. See also Fig. 6.4.
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the line does not suggest a fit to our data. We have insufficient data at the lowest

superfluid densities to make any statement about the functional form of Tc(ns) in the

region where phase fluctuations may be limiting Tc. Nevertheless, the proximity of

the phase ordering line to the underdoped data suggests that phase fluctuations may

drive the abrupt decrease of Tc.

Given the 2D nature of the superconducting system we expect a BKT transition,

where unbinding of vortex anti-vortex pairs suppresses superconductivity and results

in a discontinuous jump in ns near Tc. The jump should occur at finite superfluid

density ns = 2m∗Tc/π~
2 [84]. For the maximum Tc = 240mK a BKT transition

should occur at 5 × 1010 cm−2, which is too close to our measurement threshold to

establish a BKT jump in our ns vs. T curves.

Are our observations consistent with a simple s−wave order parameter from doped

STO [58] or a two gap mixed state induced by symmetry breaking at the interface?

Rashba spin orbit coupling (RSOC), induced by the structural inversion asymmetry,

is expected to lift the spin degeneracy and split the energy bands [110]. Additionally,

RSOC breaks parity and consequently mixes singlet and triplet states resulting in

an s−wave component ∆s mixed with a triplet induced d-vector d(k) = x̂ky − ŷkx

[37, 68]. Mixing results in two gaps, ∆ = ∆s±|dk|, whose magnitudes depend on the
weights of the singlet and triplet components. Varying the relative weights changes

the density of states, but always results in two fully gapped Fermi surfaces except for

the special case where the s-wave singlet and triplet gaps are the same and accidental

line nodes form on one band [68]. Other reports [28, 11] have demonstrated significant

tuning of the strength of RSOC with Vg. An open question, of particular importance

to testing this two gap picture, is how do the weight of the two components change

with Vg. Our results, showing a consistent functional form for ns vs. T across all

Vg, suggest that the superconducting gap structure does not change with Vg. The

effect of RSOC on the band structure may depend on the chemical potential which is

also tuned by the gate. Therefore the insensitivity of superconductivity to Vg cannot

completely rule out a RSOC induced two gap scenario. Yet, our second observation

of the fast opening of the gap near Tc and the compatibility of the data with a single
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gap BCS model limits two gap models. Both gaps must be larger than the BCS

s-wave gap to capture both the fast rise and flat low temperature dependence of the

data. (See SOM)

Finally, disorder may play a role in washing out the triplet component. As stated

above, the LAO/STO system is a dirty superconductor, with ~/τ >> ∆. Disorder

averaging has very little impact on the isotropic s-wave component but may eliminate

the triplet component.

In short, our data is most consistent with a single gap. We cannot rule out the

presence of two gaps, but our observations limit their size and Vg dependence.

Our scanning SQUID system allows two dimensional mapping of superconductiv-

ity and magnetism at different Vg. Fig. 6.4 shows simultaneously imaged susceptom-

etry and magnetometry scans of the same region at 80mK for four different Vg. The

inhomogeneity in the diamagnetic screening is very large in the underdoped region

(Vg = −10V) and re-enters the image in the overdoped region (Vg = 390V). The

least inhomogeneity is observed at optimal doping, although it does not disappear.

In contrast the ferromagnetic patches are insensitive to Vg with a constant magni-

tude and orientation for all Vg. This behaviour was also observed on 15, 10 and 3.3

uc samples, showing the electron density that is modified by Vg does not appear to

influence the ferromagnetism.

In conclusion, we presented the first measurements of the superfluid density as

a function of temperature at multiple gate voltages throughout the superconducting

dome in LAO/STO heterostructures. The temperature dependence of ns is well

described by a fully gapped BCS model. Moreover, the normalized ns vs. T curves

collapse to a single functional form indicating there is no change in the gap structure

with Vg. Although we cannot rule out a two gap mixed singlet/triplet model, the

insensitivity of the superconducting state to Vg and the large slope near Tc limit

two gap scenarios. Specifically, both gaps must be larger than the BCS s-wave gap

and their relative size cannot change throughout the dome. A future experiment

to distinguish between these two scenarios may be to gate the superconductivity in

the presence of an in-plane field, which can change the relative magnitude of triplet
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pears. g-h) Excess inhomogeneity returns on the overdoped side of the dome. The
ferromagnetic patches do not change with Vg and remain when superconductivity is
gone.
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and singlet gaps. Alternatively, samples in the clean limit may reveal a clearer two

gap structure. Additionally, we found that the magnitude and orientation of the

ferromagnetic patches that coexist with superconductivity are unchanged by Vg, while

at the same time ns goes from zero to 1.5× 1012 cm−2. This shows the population of

electrons that is modified by the gate is separate from the electrons that contribute

to the ferromagnetic order.

6.3 Supplementary materials

6.3.1 Discussion of systematic errors

The accuracy of our superfluid density measurement is dominated by systematic er-

rors which arise from insufficient knowledge of the physical parameters of our SQUID

sensor and piezoelectric scanner. Our measurement of the superfluid density, ns,

relies on extracting the Pearl length, Λ, from fits to approach curves.

ns =
m∗

µ0e2Λ
(6.1)

An approach curve measures the diamagnetic susceptibility as a function of the sensor

height above the sample. Our SQUID sensor consists of a pair of concentric current

carrying wires called the field coil and pick-up loop.

a p

a) b)

10 μm

shields

"eld coil

pick-up loop

a pp

Figure 6.5: a) Actual layout of the SQUID field coil, pick-up loop and shields. b)
Approximations to the actual layout used by Kogan [56].

We follow a model developed by Kogan which treats the SQUID’s field coil as a
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circular current loop of radius, a [56]. When the loop is brought near a supercon-

ducting thin film, the Meissner response of the film detected by the pick-up loop can

be expressed as

Φ(h) = µ0πap

∫ ∞

0

dk
1

1 + Λk
e−2khJ1(ka)J1(kp), (6.2)

where p is the pick-up loop radius, and µ0 is the magnetic constant. This integral

gives a value for the diamagnetic susceptibility, Φ, at a height h above the sample.

Six physical parameters enter equation (6.2): the radius of the pick-up loop p, the

radius of the field coil a, the piezo calibration from volts to microns Vc, the distance

between the pick-up loop and the sample when the SQUID makes contact h0, the

offset of the susceptibility far from the sample Φoff , and a background slope m. We

convert the voltage applied to the z- bender, Vz, to a height h = VcVz + h0. The

susceptibility seen by the SQUID is

ΦSQ = Φ+ Φoff +mh. (6.3)

Consequently, our fits for Λ depend on the accuracy of our knowledge of the other

parameters.

We start with estimates of p and a. We can make accurate measurements of the

two radii using an optical microscope; however these wire loops have a finite width

and leads that deform their magnetic response with respect to the perfectly circular

loops in Kogan’s model. Using numerical methods, we calculate the source field using

the measured dimensions of our non-ideal coils. We find the non-ideal nature of the

field coil and pick-up loop results in a 15% error on the fitted value of Λ. This error

works out to few hundred microns on our shortest Λ fits.

We now address the errors associated with our bender constant Vc and height

offset h0. We don’t have accurate calibrations for these parameters, but we do know

that these values should be the same for every touchdown curve. We fit hundreds of

approach curves using Λ, Vc, and h0 as free parameters, and assembled histograms of

the fitted Vc and h0 values. From the histograms we were able to extract a best value
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and variance, σ. We then use the error propagation equation to relate the variances

in Vc and h0 to an error in Λ.

σ2
Λ ≃ σ2

Vc

(

∂Λ

∂Vc

)2

+ σ2
h0

(

∂Λ

∂h0

)2

+ ...+ 2σ2
Vch0

(

∂Λ

∂Vc

)(

∂Λ

∂h0

)

+ ... (6.4)

The propagation equation yielded an error of about 1 mm on our shortest Λ fits. This

is a systematic error and is the same for every touchdown curve in the cooldown. It

may change the overall calibration for ns, but it will not change the trends in ns vs

Vg or ns vs T .

We added the systematic errors from the sensor coils, bender calibration and

height offset. The total systematic error is show as the gray outline shown in Fig.

6.6a. The error from the bender and offset dominates the error from the non-ideal

nature of the pick-up loop and field coil.

6.3.2 Discussion of phenomenological BCS fits

We compare our normalized plots of superfluid density vs. temperature to a phe-

nomenological BCS model with an isotropic s-wave superconducting gap. The nor-

malized superfluid density, ns/ns(T = 0), was given by Prozorov and Giannetta [86]

ns

ns(T = 0)
= 1− 1

2T

∫ ∞

0

cosh−2

(

√

ǫ2 +∆2(T )

2T

)

dǫ, (6.5)

where T is the temperature and ∆(T ) is the superconducting gap function. The gap

can be written [39] as

∆0(T ) = ∆0(0) tanh

(

πTc

∆0(0)

√

a

(

Tc

T
− 1

)

)

. (6.6)

∆0(0) is the zero temperature energy gap and a is a shape parameter which determines

how fast the gap opens. Near the critical temperature the superfluid density can be

approximated as ns = 1 − (T/Tc)
2a. For an isotropic s-wave gap ∆0(0) = 1.76kBTc
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and a = 1. We use equations (6.5) and (6.6) to fit our data and find ∆0(0) = 2.2kBTc

and a = 1.4. This is the dashed line plotted with the data in Fig. 6.2c of the main

text.

6.3.3 Discussion of two gaps in BCS

We can use equations (6.5) and (6.6) to generate a phenomenological two-gap expres-

sion [71].

ns(T ) = pns1(T ) + (1− p)ns2(T ) (6.7)

Fig. 6.6 shows plots of the superfluid density for two gaps of equal weight (p =

.5) with different physical parameters. The only combination that can support a
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Figure 6.6: Comparison of a two-gap superfluid desnity ns with a single gap BCS
superfluid density nsBCS. In all three plots ns1 = pns1 and ns2 = pns2 with a)
Plots of two gaps with ∆1 = ∆2 = 1.76 and a1 = a2 = 1 but two different critical
temperatures. b) Plots of two gaps with ∆1 = 2.2, ∆2 = 1.1, and a1 = a2 = 1. c)
Plots of two gaps with with ∆1 = 3, ∆2 = 2, a1 = 1.8 and a2 = 1. Only in c) where
both gaps are larger than ∆BCS = 1.76 can we generate a total superfluid density
that opens faster than BCS.

superfluid density function that rises faster than BCS near Tc has two gaps that are

larger than the BCS gap.



Chapter 7

δ-doped STO

“Temperature dependence of the superfluid density of the two dimensional complex

oxide superconductor δ-doped Strontium Titanate”

Complex oxides heterostructures have generated significant excitement as a tool-

box for creating and controlling new two dimensional states. Often these structures

exhibit properties that are not possible in bulk materials. One specific system, delta-

doped strontinum titanate (δ-doped STO), confines Nb dopants in a thin layer of a

strontinum titanate (STO) heterostrucure [62]. Undoped STO is an insulator with a

large band gap. The Nb dopants contribute electrons to the STO conduction band,

creating a two dimensional conduction layer which is a superconductor below 300 mK.

The dopant layer thickness can be smaller than the electron mean free path. Such a

setup allows the electron wave function to spread into undoped regions consequently

enhancing the electron mobility [62]. The result is a two-dimensional superconducting

layer with low carrier density [47] and high mobility that is electrostatically tunable

[105].

Superconductivity in bulk (3D) doped STO is well established [95, 83, 58]. Careful

analysis has been done to determine the dependence of the critical temperature (Tc)

on the normal state carrier concentration. Koonce et al. found a dome structure with

a maximum Tc of 300mK at a concentration of 9× 1019 cm−3 [58]. Early tunneling

experiments showed evidence for two gap behavior at higher electron densities [16].

88
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Recent advances in deposition techniques have allowed for the confinement of dopants

into essentially 2D STO structures [113]. Superconductivity in these 2D structure is

particularly interesting for many reasons. STO’s perovskite crystal structure makes

it a lattice matched substrate for growing other complex oxides. Layered complex

oxides provide an opportunity for generating new physical phenomena. For example,

an electric field can be used with a heterostructure of δ-doped STO and ferro-electric

Pb(Zr,Ti)O3 (PZT) to switch the superconducting state in the δ-doped STO layer at

a fixed temperature [101]. Additionally, the bandstructure of δ-doped STO is similar

to the bandstructure of the superconducting heterointerface between LaAlO3 and

STO [89]. Better understanding of superconductivity in δ-doped STO may provide

insights into the origins of superconductivity at the LAO/STO interface.

The normal state properties of the electrons confined in δ-doped STO have been

studied by transport. Quantum oscillations have been observed demonstrating high

mobilities in the 2D system [62, 53]. Moreover, measurements on a series of samples

with different thicknesses revealed an evolution of the beating pattern of the oscil-

lations [53]. This evolution is consistent with the degeneracy of the 3D conduction

band being lifted by confinement in the thinner samples, explicitly revealing the 2D

nature of these structures.

This paper presents two different measurements of the magnetic penetration depth

in δ-doped STO. We are interested in measuring the penetration depth because ex-

amining its temperature dependence gives insight into the symmetry of the supercon-

ducting order parameter [86]. In section 7.1 we present measurements of the Pearl

length extracted from the diamagnetic susceptibility response of the δ-doped STO.

We include a detailed description of the systematic errors that impact our measure-

ment. Section 7.2 details extracting the penetration depth from the profile of Pearl

vortices. We find that the superconductivity in δ-doped STO is well describes by a

BCS model with a single full gap.
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7.1 Measurement: Diamagnetic susceptibility

The superconducting penetration depth, λ, is the distance a magnetic field penetrates

into a superconductor before it is fully screened by internal currents. This screening

effect is known as the Meissner response. In a thin superconductor with a thickness,

d, that is much smaller than λ the screening currents are distributed over a smaller

cross-sectional area. Consequently the effective penetration depth, also called the

Pearl length, Λ, is rescaled by d [80].

Λ =
2λ2

d
(7.1)

We use a scanning Superconducting QUantum Interference Device (SQUID) with

an integrated field-coil source to map the Meissner response of a superconducting

sample. The SQUID’s 3µm pick-up loop is sensitive to magnetic flux, and it’s small

size enables measurements on a local length scale. In addition the SQUID has a field

coil, concentric with the pick-up loop. Driving an AC current in the field coil results

in an AC local field. Using a lock-in technique, the pick-up loop is sensitive to the

sample’s response to the field applied by the field coil.

V
0a p

(a) (b)

10 μm

shields

"eld coil

pick-up loop

a pp

(c)

Figure 7.1: (a) Actual layout of the SQUID tip with field coil, pick-up loop and
shields. (b) Approximation to the actual layout used by Kogan [56] and Kirtley [54].
(c) Cartoon showing the alignment angle between the sensor and sample. The pick-
up loop (shown in red) has a finite offset from the sample even when the sensor is in
contact. Adapted from [54].

We extract a value for Λ from the height dependence of the Meissner response

to the field generated by the field coil. In thin weakly superconducting samples, like
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δ-doped STO, Λ is much longer than the pick-up loop diameter. The SQUID acts

a local probe, able to detect variations in the local value of Λ. In this limit, Kogan

approximated our SQUID’s coils as infinitely thin current loops (Fig. 7.1b), and

derived an expression for the diamagnetic susceptibility as a function of Λ and the

sensor height [56]. We use this expression to fit touchdown curves, Fig. 7.2. In a

touchdown curve, we drive the SQUID toward the sample and measure diamagnetic

susceptibility as a function of sensor height.

Φ(h) = µ0πap

∫ ∞

0

dk
1

1 + Λk
e−2khJ1(ka)J1(kp), (7.2)

As indicated in Fig. 7.1b, a is the field coil radius, p is the pick-up loop radius,

µ0 is the magnetic constant, and J1 are Bessel functions of the first kind. Extending

Kogan’s work, Kirtley found that in the limit of very long Λ equation (7.2) reduces

to a simple analytical expression [54] with Λ directly proportional to the measured

susceptibility.

Φ(z) =M
a

Λ

(

1− 2z√
1 + 4z2

)

(7.3)

z =
h

a
=
Vc

a
(V − V0) (7.4)

M is the mutual inductance between the SQUID’s field coil and pick-up loop. z

is the sensor height, h, normalized by the field coil radius. The sensor height changes

in proportion to the voltage applied to the cantilever piezo that the SQUID sits on.

Vc is the calibration constant in µm/V. Due to our finite alignment angle, when the

sensor makes contact with the sample the pick-up loop is still a finite distance away,

(see Fig. 7.1c). V0 is the distance, in volts, between the pick-up loop and sample

when the sensor is in contact. The full fitting expression includes additional terms for

a vertical (susceptibility) offset and linear background. We fix the linear background

by taking an approach curve above Tc and find the slope when there is no diamagnetic

response from the sample.
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Besides being a simpler expression, an additional benefit of using Kirtley’s ex-

pression (7.4) is that we have two less fitting parameter. We replace p, which is

difficult to accurately measure or model, with M . M is directly measurable. We find

M = 0.8Φ0/A for our SQUIDs. Additionally, in Kirtley’s expression all the length

parameters are scaled by a, so a is no longer a fitting parameter. We only reintroduce

a as a scaling parameter at the very end to generate physical values. The remaining

fit parameters are Λ/a, Vc/a, V0, and an offset in susceptibility.

T=46.9 mK
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Figure 7.2: A single touchdown curve plotting the susceptibility vs. sensor height.
The gray line is a fit to equation (7.4).

Fig. 7.2 shows a touchdown curve and the corresponding fit to equation (7.4). The

optimal values for the four free parameters are Λ/a = 97.15, Vc/a = 0.0175V −1, V0 =

−0.7274V, and Φ0 = −7.1× 10−2Φ0/A. We fixed M = 0.8Φ0/A and slope=3.507×
10−3Φ0/A. Using the numerical calculations of Brandt and Clem [21], we model the

distribution of supercurrents in a wire of finite width, employing optically measured

field coil dimensions. We find an effective field coil radius, a = 8.4µm. By multi-

plying Λ/a by a we get a physical value for Λ. The Pearl length extracted from the

touchdown curve in Fig. 7.2 is Λ = 816µm.

7.1.1 Systematic errors

Our fit parameters are not independent and therefore introduce systematic errors.

To find the confidence level for our fits we vary two parameters systematically and
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fit the other two parameters. We plot the chi-squared error, Ξ2 =
∑

n(Φ(n)−Φfit))
2,

normalized by the best error Ξ2
min as contours in Fig. 7.3. The colorscale in Fig. 7.3 is

cut off where the chi-squared error doubles. That contour is also the 65% confidence

interval.
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Figure 7.3: Plot of the error squared divided by the global minimum Ξ2/Ξ2
min. The

colored area shows the contour where the error doubles. a) Fix Λ and V0 with Vc and
the vertical offset free. b) Fix Vc and Λ with V0 and the vertical offset free. c) Fix
V0 and Vc with Λ and the vertical offset free.

We use the 65% confidence interval to define the systematic error given in Table

7.1.

Parameter Best Fit Lower Bound 65% CI Upper Bound 65% CI

Λ 816.06µm 715 894

Vc 2.94µm/V 2.85 3.05

V0 −0.727V -0.87 -0.60

Table 7.1: Best fit and systematic error values for the fit shown in Fig. 7.2

Both Vc and V0 depend on a physical parameters in the scanner. Neither of these

values should change for different touchdown curves. Consequently we fit them only

at the lowest temperatures when the superconducting response is largest. From the

confidence ellipse in Fig. 7.3c we find the covariance between Vc and V0. We use the

error propagation equation, equation 7.5, to find the variance of Λ.



CHAPTER 7. δ-DOPED STO 94

σΛ
2 ≃ σVc

2

(

dΦ

dVc

)2

+ σV0

2

(

dΦ

dV0

)2

+ 2σVcV0

2

(

dΦ

dVc

)(

dΦ

dV0

)

(7.5)

The σ2 terms are the terms of the covariance matrix. We find σΛ = 172µm, which

is almost the same as the variance reported in table 7.1.

7.1.2 Temperature dependence

We examine the temperature dependence of the Pearl length by taking a touchdown

curve at multiple temperatures between our base temperature and Tc. A temperature

sequence of touchdown curves is plotted in Fig. 7.4a. The gray lines are fits to

equation (7.4). Only Λ/a and the vertical offset were allowed to vary in these fits.

The normalized bender calibration Vc = 0.0175V−1, and voltage offset−0.727V, were
fixed to the values found in the lowest temperature fit. The temperature dependence

of Λ is plotted in Fig. 7.4b.

We can use our measurement of the Pearl lenght to extract the superfluid density.

Λ is inversely proportional to the superfluid density, ns.

ns =
2m∗

µ0e2Λ
(7.6)

e is the elementary charge and µ0 is the magnetic constant. Shubnikov-de Haas

measurements have yielded an effective mass of m∗ = 1.26me in δ-doped STO [62].

We use this value to find ns, which is plotted as a function of temperature in Fig.

7.4c.

We compare our superfluid density vs. temperature data to a phenomenological

BCS model with parameters ∆ and a [86].

ns = ns(T = 0)

(

1− 1

2T

∫ ∞

0

cosh−2

(

√

ǫ2 +∆2(T )

2T

)

dǫ

)

(7.7)

∆0(T ) = ∆0(0) tanh

(

πTc

∆0(0)

√

a

(

Tc

T
− 1

)

)

. (7.8)
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Figure 7.4: a) Set of touchdowns curves at different temperatures. Base temperature
is 40mK (shown in blue) and the temperature increases to the critical temperature of
310mK (shown in red). The gray lines are fits to equation (7.4). b) Pearl length vs.
temperature. Λ is extracted from each touchdown curve. The color points correspond
to the same colored touchdown curve in a). c) Superfluid density vs. temperature.
We use the Λ value with equation (7.6) to find the superfluid density. The colors of
the points correspond to a colored touchdown curve in a). The gray line is a fit to a
phenomenological BCS model with fitting parameters ∆ and a shown on the plot.

This s-wave BCS model assumes a fully gapped and isotropic Fermi surface. ∆ is

related to the superconducting gap ∆0 = ∆kBTc and a is a shape parameter. In

the s-wave clean weakly interacting limit ∆ = 1.76 and a = 1. Adding disorder or

strong interactions to the system will increase both ∆ and a [27]. Our fitted values

of ∆ = 1.95 and a = 1.12 show good agreement with a single gapped BCS model.
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7.1.3 Variation in the penetration depth

The scanning setup allows us to make a two-dimensional map of the superfluid density.

Fig. 7.5 shows two scans of the same area of the sample at two different temperatures.

The approach curves from Fig. 7.4 were taken at the point indicated by the brown x

in Fig. 7.5.
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Figure 7.5: Area susceptometry scan at (a)100mK and (b)377mK. A defect in the
lower left corner is visible in both images. In (a) this region has a lower susceptibility
compared to the surroundings and in (b) this region remains superconducting when
the surroundings are normal. The total span of the superconductivity is represented
by the color bar on the far left. The brown x shows the location of the touchdown
curves from Fig. 7.4. The green x shows the location of the touchdown curves from
Fig. 7.6.

At low temperature two defects are visible in Fig. 7.5a. These defects have a

suppressed diamagnetic response compared to their surroundings. Surprisingly, above

the bulk Tc, Fig. 7.5b, the defect in the lower left corner is still superconducting.
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We repeat our analysis of the penetration depth as a function of temperature on this

defect in the position indicated by the green x.
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Figure 7.6: (a) Pearl Length vs. temperature. Λ is extracted from each touchdown
curve. The color points correspond to the same colored touchdown curve in a).
Inset superfluid density vs. temperature for the two positions indicated by the green
and brown x in Fig. 7.5. (b) Superfluid density vs. temperature. We use the Λ
value with equation (7.6) to find the superfluid density. The gray line is a fit to a
phenomenological BCS model with fitting parameters ∆ and a shown on the plot.

On the defect, the temperature dependence of both Λ and the superfluid density

show strange behavior at high temperatures. The deviation from expected behavior

onsets at T = 318mK, which is also the bulk Tc. Below that temperature the

majority of the diamagnetism likely comes from the surrounding region. Above that

temperature only the small island contributes to the diamagnetic response.

We repeat the BCS fitting twice with two different Tc values. We find ∆ = 2.03

and a = 1.98 for Tc = 318mK and ∆ = 2.00 and a = 0.93mK for Tc = 348mK.

Clearly neither of these two models describe the data over all the temperatures. This

is likely caused by the presence of a second order parameter with a different critical

temperature in the island.

7.2 Penetration depth from vortices

Vortices in thin superconductors, called Pearl vortices, differ from Abrikosov vortices

found in bulk type II superconductors. Specifically, the magnetic fields generated by
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the vortex perpendicular to the superconductor diverge as 1/r at distances r ≪ Λ,

which is much faster than the ln(r/λ) divergence of the fields near Abrikosov vortices

[57]. This makes the field profile of pearl vortices very sharp with most of the weight

near r = 0. Consequently, their signal is visible even though Λ is many millimeters

in length. Additionally, Pearl vortices interact over a much longer length scale than

Abrikosov vortices. For Pearl vortices the long range interaction potential is Vint ∼
Λ/r for r ≫ Λ, while close range integrations go as ln(Λ/r) for r ≪ Λ [80]. It is the

logarithmic close range interaction which, at temperatures where Λ approaches the

sample size, drives a BKT transition in two-dimensional superconductors.

We are interested in using the profile of a Pearl vortex, as an alternative method

of for measuring the Pearl length in 2D superconductors [100]. The flux profile of a

Pearl vortex imaged with our SQUID’s pick-up loop is

Φ(r, z) = p

∫ ∞

0

1

1 + kΛ
J0(kr)J1(kp)e

(−kz)dk. (7.9)

The flux, Φ is given in units of the superconducting flux quantum Φ0 = h/2e as a

function of the scan height, z, and the radial distance from the vortex center, r. p is

the radius of the pick-up loop and J are Bessel functions of the zeroth and first kind.

Figure 7.7(a) shows a magnetometry scan with many pearl vortices. The scan

was taken at a scan height of z = 2µm and a temperature of 80mK. The vortices

were not strongly pinned, which is not surprising considering the cleanliness of the

δ-doped interface. The two vortices on the far right side of the image were dragged

during the scan, leaving only a portion of their profile in the image.

Figure 7.7(b) shows line cuts in gray dots in the x and y-directions of the vortex

indicated in Figure 7.7(a). By fixing p = 2µm and z = 2µm, Λ is the only free

parameter in equation (7.9). We then us a look-up table to extract the Pearl length

that corresponds to the peak of the cross-section. The result is Λ = 918.5µm for

the vortex in Figure 7.7(b), and the corresponding cross section is shown as the solid

line.
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This approach provides a second method for measuring the temperature depen-

dence of the Pearl length and consequently the superfluid density. We took magne-

tometry scans at a series of temperatures between our base scanning temperature of

80mK and Tc. Using the profiles of each vortex in each image we found a series of Λ

values as a function of temperature.

We find general agreement between the temperature dependence of the Pearl

length extracted from vortices (Figure 7.8) and from susceptibility approach curves

(Figure 7.4). There is a difference between the zero temperature limit of Λ for the two

techniques. Λ(T = 0) = 816µm for the first touchdown position, Λ(T = 0) = 909µm

for the second touchdown position, and Λ(T = 0) = 963µm for the vortex profile.

This difference is likely due to the systematic uncertainties related to the pick-up

loop image kernel and scan height. We have not done a careful analysis of the

systematic errors associated with fitting the vortex profile. However, a comparison of

the temperature dependence of the superfluid density extracted from vortex profiles

provides a nice confirmation of our measurement of the superfluid from susceptibility

touchdowns.

7.3 Conclusions

Using a local magnetic imaging technique we have measured the Pearl length in the

two dimensional interface superconductor δ-doped STO. We measured this quantity

in two different ways: fitting the shape of susceptibility approach curves, and fit-

ting the profile of Pearl vortices. We find agreement between the two techniques.

Additionally, our measurement of the Pearl length is related to the local superfluid

density. The temperature dependence of the superfluid density show that δ-doped

STO is most likely a BCS superconductor with a single gap.
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Figure 7.7: (a) Magnetometry scan of vortices at 80 mK. (b) Profile along x and
y axes of the vortex indicated in (a). The Pearl length at this temperature is 918
µm. The data is shown as gray dots and the solid line is a fit to equation (7.9) with
fixed parameters z = 2µm and p = 2µm. The Pearl length extracted from the fit is
Λ = 918.5µm.
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Figure 7.8: (a) Λ vs. temperature extracted from vortex profiles. The point is the
average Λ value calculated from all vortices in the image. The error-bar indicate
the extrema of Λ represented by vortices in a single image. (b) The corresponding
superfluid density vs. temperature. The black curve is not a fit, but a reproduction
of the BCS model from Figure 7.4.
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[24] L. Bulaevskii, A. Buzdin, M. Kulić and S. Panjukov. Advances in Physics, 34,

175 (1985).

[25] A. I. Buzdin. Reviews of Modern Physics, 77, 935 (2005).

[26] N. Byers and C. N. Yang. Physical Review Letters, 7, 46 (1961).

[27] J. P. Carbotte. Reviews of Modern Physics, 62, 1027 (1990).

[28] A. D. Caviglia, M. Gabay, S. Gariglio, N. Reyren, C. Cancellieri and J. M.

Triscone. Physical Review Letters, 104, 126803 (2010).

[29] A. D. Caviglia, S. Gariglio, C. Cancellieri, B. Sacćpé, A. Fête, N. Reyren,
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