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Abstract

Measurements of the superconducting penetration depth, which is closely related to the
superfluid density, are among the first characterizations of new superconductors. These
measurements give insight into the gap structure, a key stepping stone to a microscopic
understanding of the system.

I will review several techniques for measuring the penetration depth, and describe how
we can use scanning SQUID microscopy to measure it locally. These local measurements
often reveal spatial inhomogeneity in the penetration depth. Spatial inhomogeneity is a
problem, since every experimental probe of the penetration depth assumes uniformity. This
discrepancy motivated us to study penetration depth inhomogeneity in two ways: by cre-
ating and measuring a model system with controlled local penetration depth, and by cal-
culation.

Because most unconventional superconducting materials are created by doping a non–
superconducting parent compound, we expect there to be nanoscale inhomogeneity in the
superconducting properties, including the penetration depth. In this situation, what will be
the result of a measurement at longer length scales? I designed and analyzed a theoretically
tractable model, and showed that the effective (measured) penetration depth is different
from the average penetration depth and is sensitive to the details of the disorder.

As a controllable model system for experiments, we chose arrays of superconducting
dots on a normal metal, which create a proximity effect Josephson junction array. By us-
ing 200 nmdiameter niobium dots on gold, the SQUID response is dominated by screening
currents flowing in the proximitized layer. No signature of the diamagnetismof the individ-
ual dots is seen, so we effectively have an artificial thin–film superconductor. The strength
of the superconductivity is set by the dot separation, so by creating disordered arrays we
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have our model system of a non–uniform penetration depth. I will show measurements
on three such arrays, each with a different disorder correlation length but identical average
density and disorder.
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Chapter 1

Introduction to the Penetration Depth

In this chapter Iwill briefly introduce superconductivity, in particular the penetration depth
and how it can contribute to our understanding of the underlying superconducting state.
Then I will describe several of the most common experimental methods for determining
the penetration depth. This will give context for the advantages and disadvantages of the
local probe methods I used in this thesis.

1.1 Superconductivity

If you had some time and liquid helium on your hands, you could cool a piece of lead down
to 4.2 K, and you would observe its electrical resistance drop to zero. This is because at 7.2
K,[1] the electrons in lead go through a phase transition, from a metal to a superconductor.
The transition occurs because the electrons in the lead begin to form bound pairs, which
then condense into a quantum mechanical ground state.[2, 3] This ground state has a well–
defined phase, which is the origin of the two properties that define superconductivity: zero
resistance and perfect diamagnetism.

The electrical resistance of a superconductor is well and truly zero, not just “very small”.
The best evidence for this are measurements of the decay of the supercurrent in a super-
conducting ring. The current flowing through the ring can be measured inductively, so
there are no leads to interrupt the supercurrent and introduce dissipation. The ring forms
an LR circuit, so current in the ring will decay exponentially with a decay time given by
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CHAPTER 1. INTRODUCTION TO THE PENETRATION DEPTH 2

the geometric self-inductance divided by the resistance. So zero resistance implies infinite
decay time. The largest decay time observed to date is over 10⁵ years.[4] Even then, the
authors pointed out that the observed field decay could be attributed to expansion of the
solenoid due to radial magnetic pressure. Specifically, an increase of the solenoid radius by
2 microinches (51 nm) would be sufficient. (The nominal coil diameter was 4 inches.)

The majority of the applications of superconductivity make use of the zero resistance
property. Most common is the use of superconducting wire to make extremely powerful
magnets, thus enabling Magnetic Resonance Imaging, particle accelerators like the Large
HadronCollider, andmaglev trains. Another use is in radiofrequency applications, tomake
cavities with ludicrously high quality factors. These find use in cell phone towers, wheremi-
crowave filters with demanding specifications are needed. Of course, the most tantalizing
potential application of the zero resistance of superconductors is in the electric grid, for
power transmission.

The drawback in all of these applications is the need to keep the superconductor below
its transition temperature. This requires cryogenic temperatures, substantially adding to
cost and complexity. In metallic elements and their alloys, used to make common super-
conducting wire, the transition temperature tops out around 23 K. Exotic materials exist
with higher transitions, most notably the cuprates. Many compounds in this family are su-
perconducting at the boiling point of liquid nitrogen (77 K), which is much cheaper than
the liquid helium needed for the metallic superconductors. Under special conditions, the
transition can go as high as 138 K, not quite a cold day in Antarctica.[5] Unfortunately,
other materials properties have prevented the cuprates from being widely deployed.

We have a detailed understanding of how and why elemental metals and their alloys are
superconducting,[3] but the origin of superconductivity in the cuprates remains a mystery.
The goal of basic research in superconductivity is to understand these novel materials, so
that understanding can guide us towardsmore and bettermaterials for broader application.

1.2 The Penetration Depth

The penetration depth comes from the second defining property of superconductivity —
perfect diamagnetism. If you put a metal sphere into a background magnetic field, the field
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lines will simply go through the sphere unperturbed. But if that sphere became supercon-
ducting, perhaps because it is made of lead and you lowered the temperature from 10 K to
4.2 K, now the field lines go around the sphere. The field has been expelled from the interior
of the sample.

To achieve this, the superconductor sets up screening currents flowing near its edge.
The field resulting from the screening currents cancels the applied field inside the sample,
and modifies the total field outside the sample so that it smoothly flows around the sphere.
It turns out that the magnitude of both the total field and the screening currents decay
exponentially with distance as you travel into the sample. The decay length of the field and
screening currents defines the superconducting penetration depth, denoted λ.

We are primarily interested in the temperature dependence of λ, because it probes the
energy required to break apart a bound pair of electrons. As temperature increases, ther-
mal energy can break apart more and more electron pairs, which kicks those electrons out
of the superconducting ground state. This reduces the ability of the superconductor to
screen fields, which increases λ. Loosely speaking, we are just counting the number of ther-
mally excited quasiparticles. This makes penetration depth measurements complementary
to measurements of the heat capacity and thermal conductivity, because these also probe
thermally excited quasiparticles but differ in the details, giving them each advantages and
disadvantages relative to one another.

At the simplest level, measurements of the temperature–induced change in λ, denoted
∆λ(T ), can discriminate between conventional andunconventional superconducting states
based solely on “the shape of the curve”. A conventional superconductor has essentially no
change in its penetration depth at temperatures small compared to the transition temper-
ature. Specifically, it has an exponentially–activated form, with

∆λ(T ) ∝
√

∆0/T exp(−∆0/T ),

where ∆0 is the zero–temperature value of the energy gap, or half of the energy needed to
break apart a bound pair of electrons. In contrast, the cuprates have a linear slope in the
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penetration depth, observation of which was among the first evidence for d-wave super-
conductivity.[6] It is possible to extract more detailed, quantitative information from mea-
surements of the penetration depth, but this requires an absolute, rather than a differential,
measurement of λ. The absolute magnitude of λ allows determination of the normalized
superfluid density, ρs =

(
λ(0)/λ(T )

)2, which is easier to access theoretically.
There are many different techniques to measure the penetration depth, each with its

own advantages and disadvantages. I will describe three here, but there are many more.
The most glaring omission is microwave cavity measurements; a good review is Ref. [7].
Frankly, I do not understand the details particularly well. Some microwave cavity mea-
surements, for example Ref. [6], report a differential measurement of λ, and the analysis is
identical to Section 1.3. Others report the absolute magnitude of λ, by extending the mea-
surement into the normal state and using the normal metal skin depth as a yardstick.[7]
I believe the difference is whether one is measuring the frequency shift or quality factor.
Another omitted technique is two–coil mutual inductance. A thin–film sample is placed
between two coaxial coils and modifies the mutual inductance between them.[8, 9] These
measurements are similar our Scanning SQUID measurements, which are described later.

1.3 Tunnel Diode Resonator

The Tunnel Diode Resonator (TDR) technique is a cavity perturbation method that relates
changes in the resonant frequency of an LC tank circuit to changes in the penetration depth.
The tank circuit is typically a copper inductor and lump capacitor, and is driven to self-
resonate by the negative differential resistance of the tunnel diode that gives the technique
its name. The quality factor is deliberately kept low (∼100) in order to keep the excitation
field small, of order 20 mOe. Resonance frequencies are typically in the 10–15 MHz range.
The sample is mounted on a sapphire cold finger, so the resonator can be maintained at a
fixed temperature (by immersing it in liquid helium) for improved stability. Another ben-
efit of the sapphire cold finger is that it allows the sample to be removed from the resonator
in situ, which provides a calibration for the measurement. The low noise and reliability of
this technique have led to its widespread use. A veritable industry has arisen to measure
∆λ in every novel superconductor under the sun.[10]
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1.3.1 Analysis

The directly measured quantity is the change in the resonance frequency of the TDR. With
no sample present, the TDR runs at frequency 2πf0 = 1/

√
LC . Introducing the sample

into the cavity causes a change in inductance ∆L, which causes a fractional change in res-
onant frequency:

∆f

f0
=

−∆L

2L
. (1.1)

The simplest estimate of the inductance change will be the total magnetic field excluded
from the sample volume. For example, consider a perfect diamagnet placed in a region
of uniform field H0. To the extent we can ignore the field lines that will bend around the
sample, the change in cavity inductance will be−H0Vs, where Vs is the volume of the sam-
ple. The unperturbed inductance will scale asH0Vc, where Vc is the effective volume of the
cavity, giving:

∆f

f0
=

Vs

2Vc

. (1.2)

To add a nonzero penetration depth, we can approximate the field in the sample as H0 for
the first λ of thickness on each side of the sample, and 0 beyond that. Then for a sample of
thickness 2c, the penetrated volume is reduced by a factor of 1− λ/c, so we estimate:

∆f

f0
=

Vs

2Vc

(
1− λ

c

)
. (1.3)

With this formula, we’re assuming that λ � c and that the geometry is as pictured in
Fig. 1.1(a). A platelet sample, with two dimensionsmuch larger than the third, is in a region
of uniform applied field with the field applied parallel to the broad face. We’ve neglected
the contributions to the screening from the thin faces and the field lines bending around
the sample at the top and bottom. Under these assumptions, the sample’s internal field
distribution is identical to that of a semi–infinite slab of the same thickness.

Since we’re already approximating the sample response as that of a semi–infinite slab,
we can use the exact solution of that problem to relax the assumption λ � c. Suppose a
slab of superconductor with penetration depth λ fills the space from x = 0 to x = 2c with
infinite extent in the yz plane. If the applied field isH0 on both sides, then the internal field
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(a) (b)

J

H

Figure 1.1: Sketch of the screening currents in a thin sample in the longitudinal (a) and
transverse (b) field configurations.

solution in the Meissner state is:

hint = H0

cosh
(
(x− c)λ

)
cosh (c/λ)

. (1.4)

The field penetrating the region per unit cross sectional length is:∫ 2c

0

hintdx =
H0

cosh
(
c
λ

) ∫ 2c

0

cosh
(
x− c

λ

)
dx,

= 2λH0 tanh
c

λ
. (1.5)

Multiplying by the cross-sectional area of the sample’s broad faces, we find the frequency
change due to the sample is:

∆f

f0
=

Vs

2Vc

(
1− λ

c
tanh

c

λ

)
(1.6)

(because 2λA = Vsλ/c). Pleasingly, this matches Eq. 1.3 in the usual limit that λ � c. But
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the conversion from frequency shift to penetration depth requires knowing the sample and
cavity volume, as well as the thickness of the sample. These are difficult to measure directly,
which is why TDR is typically used as a differential measurement of the penetration depth.

To calibrate the geometrical effects in the frequency shift, define∆f0 to be the frequency
change on inserting the sample at the reference temperature T0:

∆f0 = f0
Vs

2Vc

(
1− λ(T0)

c
tanh

c

λ(T0)

)
. (1.7)

Now define δf , which is the change in frequency due to changing the sample temperature
from T0.

δf(T ) = f0
Vs

2Vc

(
λ(T0)

c
tanh

c

λ(T0)
− λ(T )

c
tanh

c

λ(T )

)
. (1.8)

Dividing Eq. 1.8 by Eq. 1.7 provides our calibration of the sample and cavity volumes. Tak-
ing the limit of λ � c and re-arranging, we get:

∆λ(T ) = −δf(T )
c

∆f0
. (1.9)

So to determine∆λ(T ), you need to measure two frequency shifts — one at base tempera-
ture on inserting the sample and sapphire cold finger into the resonator (∆f0), the second
as the temperature of the sample is slowly warmed and cooled (δf(T )) — and one length,
the sample thickness 2c. My hunch is that the dominant error is the uncertainty onmeasur-
ing the sample thickness, because it would re–scale the inferred ∆λ. In addition, thermal
expansion can make c a function of temperature, which would contaminate the measured
∆λ(T ).[6, 7]

The preceding analysis has neglected any effect of screening currents crossing the thin
faces of the sample. This is fine if the penetration depth is isotropic (between the three
crystal axes) and the sample aspect ratio is large. If the penetration depth is not isotropic
this assumptionmay break down. Manymaterials of interest, such as the cuprates and pnic-
tides, are layered compounds that grow as thin platelets with the c-axis perpendicular to the
broad face. In this geometry the screening currents flowing along the broad faces probe λab,
and the currents flowing across the thin faces allow λc to mix into the measurement. Be-
cause because λc is typically much larger than λab, the ends can even come to dominate the
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measurement. Oneway to get a handle on this is tomeasuremultiple samples with different
aspect ratios, or to measure one sample then cut pieces off of it and measure those.[6, 7, 11]

The more elegant approach is to measure in the transverse field geometry, sketched in
Fig. 1.1(b). With the field applied along the c-axis, screening currents only flow in the ab
plane and there is no contribution from λc. The drawback to this approach is that there is
no solution to the London equation in this geometry, so the sample’s contribution to the
frequency shift is not precisely known. Prozorov and collaborators worked around this by
combining numerical solutions of London’s equation in two dimensions with approximate
analytical expressions.[12] It’s a fairly confusing paper, but the upshot is an approximate
expression for the frequency shift due to the sample:

∆f

f0
=

Vs

2Vc(1−N)

(
1− λ

R
tanh

(
R

λ

))
, (1.10)

where now R is an effective sample dimension and N is an effective demagnetization fac-
tor. Now the same procedure of inserting the sample at base temperature and changing the
temperature will give you an expression just like Eq. 1.9, with c replaced byR. As a practical
matter,R is typically taken to be

√
ab/5. I’ve yet to find any discussion of the effect of ther-

mal expansion on measurements taken in the transverse geometry. Perhaps the ab plane
has a much smaller coefficient of thermal expansion than the c-axis, and it is a non–issue.

1.3.2 Absolute Value of λ

An interestingmodification of the TDR technique is to first coat the sample in a thin film of
a second superconductor, typically aluminum, with a lower transition temperature than the
bulk sample of interest.[10, 13, 14] The film thickness and penetration depth provide refer-
ence lengths, allowing one to infer the absolute value of the penetration depth in the sample
of interest. Below the transition temperature of the aluminum, the aluminum screens the
applied field, effectively increasing the linear dimensions of the sample by the film thick-
ness. Once the aluminum becomes non–superconducting it does no screening, since the
film thickness is chosen to be much smaller than the skin depth at the operating frequency.
So the aluminum film transition causes a shift in the cavity frequency, providing another
handhold on the calibration and allowing the absolute value of λ in the sample of interest
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be recovered.
The drawbacks I see are that now λ is related to three other lengths: the aluminum

thickness, the sample geometry, and the penetration depth of the aluminum film. It is also
rather difficult to coat a three–dimensional sample with a film of uniform thickness. The
penetration depth of the aluminum film is taken from the literature. This strikes me as a
bad assumption, given that the transition temperature of aluminum can change depending
on details of the film growth.[15]

1.4 Muons

The technique of muon spin rotation (μSR) is unique in that it directly measures the mag-
netic field inside of the sample. A positive muon is implanted in the sample, where it pre-
cesses about the local magnetic field. So a measurement of its Larmor frequency, ωµ =

γµB(r), gives the local magnetic field. The proportionality is the muon gyromagnetic ra-
tio, γµ/2π = 135.5342 MHz/T. But how do we measure its Larmor frequency? The poor
muon is trapped in the sample. Fortunately, it decays with a 2.2 μs half-life, emitting a
positron and two neutrinos. All three decay products flee the scene with a quickness, and
the positron is detected by one of the positron counters surrounding the sample.[16]

This is a frequency measurement in the time domain, and there are more than a few
technical details that make it possible. Briefly, the positive muons are produced from the
decay of a pion at rest, π+ → µ+ + νµ. The muons produced are spin-polarized, with spin
opposite to momentum, and have a kinetic energy of 4.119 MeV. The spin polarization is
essential for success of the technique. It comes courtesy of the fixed helicity of the neutrino
and the spinlessness of the pion. The muons travel to the sample, where they implant at
random. Before they impact the sample, the muons pass through a thin scintillation de-
tector, which initializes the timing information.[16] This way the detected positron can be
assigned to the proper time bin.

Once the muon enters the sample, it thermalizes with the lattice and comes to rest
somewhere in the crystal. Typically it occupies an intersitial site, due to electrostatic re-
pulsion. Importantly, the spin orientation is maintained through this process.[17] Once in
the sample, the muon precesses around the local magnetic field and eventually decays as
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µ+ → e+ + νe + ν̄µ. The positron momentum is preferentially along the spin direction
of the muon. This asymmetry allows the experimenter to track the time evolution of the
muon spin, giving them the Larmor frequency and with it the local magnetic field.

Of course, what is actually measured is the superposition of decays from many muon
events, each one at a random location in the sample. Which means the measurement is of
the ensemble-averaged spin direction, usually called the muon spin polarization P (t).[16]
The spin polarization signal is analogous to the free induction decay signal of NMR, and
its Fourier transform is the spectrum of local magnetic fields, the μSR line shape. I have
omitted the details of how raw histogram counts are converted into the time dependent
muon polarization, see Ref. [16].

Since they are related by a Fourier transform, both the line shape and the spin polar-
ization contain the information about λ that we’re interested in. In practice, the data is fit
in the time domain and the penetration depth extracted from the fit parameters. There are
two distinctmethods for determining the penetration depth from μSR.The oldest andmost
common is to study the field profile in the vortex state. Here the vortex spacing provides a
reference lengthscale and the penetration depth is a parameter describing the field distribu-
tion around the vortices. A newer technique uses low energy muons that stop within a few
hundred nanometers of the surface and directly probe the field screening in the Meissner
state.

1.4.1 Vortex Lattice

A superconducting vortex is a defect in the superconducting state wherein a bundle ofmag-
netic field lines passes through the sample. This creates screening currents flowing in the
superconductor, and the lengthscale over which the screening currents (andmagnetic field)
decay is just λ. If we could selectively implantmuons certain distances from the vortex core,
this would determine the decay length of the field, and be ameasurement of the penetration
depth. Current muon sources don’t have this capability, so instead the technique requires
applying a large (roughly 1 Tesla) to the sample, creating a vortex lattice. The spacing be-
tween vortices in the lattice is set by the field intensity, which is why it can serve as a ref-
erence lengthscale. As the penetration depth changes, changing the field profile between
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vortices, the vortex spacing itself doesn’t change.
To extract λ from this we will need a model of the field distribution. The simplest one

to start with is the London model. We treat the vortices as one–dimensional sources in the
London equation, and solve for h:

h(r) + λ2 ∇×∇×h(r) = Φ0

∑
n

δ(r − rn)ẑ, (1.11)

where the rn are locations of the vortices and δ(r) is a two–dimensional delta function. The
vortices are located on a lattice of some kind, so it’s easiest to solve in Fourier modes. For a
perfect vortex lattice, the field far from any edges will be entirely along ẑ. The solution is:

h(r) =
∑
K

h0e
−iK·r

1 +K2λ2
ẑ, (1.12)

where the sum is over all reciprocal lattice vectorsK, andh0 is the average field. It is also the
applied field, which sets the inter-vortex spacing. In the London model, the field diverges
at the core of each vortex, which is unphysical. This can be fixed by rolling off the higher
modes with a cutoff factor such as exp(−K2ξ2/2), which does unfortunately introduce an
additional fitting parameter.[16]

The internal field solution determines the muon lineshape, n(B), essentially the his-
togram of internal magnetic fields. The penetration depth is determined by fitting the data
to the model in the time domain, by calculating the complex muon polarization:[16]

Px(t) + iPy(t) = G(t)

∫
n(B)eiγµBtdB, (1.13)

whereG(t) is a depolarization function that exists to account for additional sources of inho-
mogeneous magnetic fields. This can include nuclear dipole moments and inhomogeneity
in the vortex lattice. The depolarization function is almost always Gaussian, usually with
several sources, such as:

G(t) = e−(σ2
d+σ2

f )t
2/2, (1.14)

used in Ref. [18]. In that work, σd determined by data above Tc and kept fixed. However
the authors did find a correlation between σf and 1/λ2, which lead to a small increase in
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claimed systematic uncertainty on the measurement. They attributed the effects of σf to
pinning–induced disorder in the vortex lattice causing approximately five percent devia-
tions from the ideal lattice positions.[18]

Many early μSR studies of the cuprates did not fit to a complete model like the one
described, but instead assumed a Gaussian lineshape and fit for a relaxation rate like σ in
Eq. 1.14. The relaxation rate was then equated to the second moment of the field distri-
bution found in the London model.[19–22] The second moment of the field distribution
is calculated by adding the squares of all the Fourier modes in Eq. 1.12 with K 6= 0. This
works out to:[23] 〈

h2
〉
− 〈h〉2 = 0.00371Φ2

0λ
−4. (1.15)

The drawbacks to this analysis techniquewere known at the time; indeed, they were pointed
out by Brandt in Ref. [23]. I’m just going to quote from the abstract:

Fitting of the highly asymmetric n(B) by a Gaussian or Lorentzian, as done in
existing μSR experiments, yields for a perfect vortex lattice λ values which are
too large, and for a strongly distorted (due to pinning) lattice λ values which
are too small. An improved evaluation of μSR data is suggested.[23]

Even so, a simple analysis based on Eq. 1.15 is still used from time to time.[24–27]

1.4.2 Low Energy

Thevortex latticemethod is commonly used to infer the penetration depth in newly discov-
ered superconducting systems. But the technique relies on the existence of a highly–ordered
vortex lattice, which may not exist at all in some materials, making interpretation of these
experiments problematic.[28] But the vortex lattice is needed, for without it there would be
no field for the muons to precess around. This is because the incoming muons have a large
kinetic energy (4.2 MeV) which implants them deep into the sample bulk.

The alternate technique of low energy μSR uses low energymuons with stopping depths
less than 100 nm. The stopping depths are tunable, allowing direct measurement of the
magnetic field as a function of depth below the sample surface in the Meissner state. This
is quite special, as every other technique to measure the penetration depth assumes the
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London equation as a starting point. In addition, it is an absolute measurement, since the
stopping depth profile is a known function of beam energy.

The technique starts with your standard intense beam of 4.2 MeV muons, which are
moderated by (implanted in) a layer of Van der Waals ice such as Ar, Ne, or N₂. Something
happens in the ice, and out pops epithermal muons with kinetic energies of around 15 eV.
These can then be electrostatically accelerated, manipulated, and lensed, so the outcome of
all of this is a beamofmuons, with energy tunable from15 eV to 30 keV, headed for the sam-
ple.[29] The spin polarization is maintained through all this, so standard μSR techniques
can be used from there.

Themuons have a range of stopping distances, depending on the beam energy. This can
be determined by Monte Carlo calculations, resulting in an implantation depth probability
density, n(z, E). So running the beam at constant energy still gives a superposition of decay
frequencies, depending on the field depth profile, B(z). The measured data are still polar-
ization functions in the time domain, but now we can consider the data as a superposition
of field (Eq. 1.13) or as a superposition of implantation depths:

Px(t) + iPy(t) = G(t)

∫
n(z, E)eiγµB(z)tdz. (1.16)

From here, there are several approaches to the analysis. The simplest is to assume a
model forB(z), whether a vortex lattice near the surface,[29] or an exponential decay such
as you get from the London equation.[30, 31] With a model assumed forB(z) and n(z, E)

known, the data can be fit in the time domain just as in the vortex lattice technique. This is
a perfectly reasonable thing to do, and has given some very nice results. But it is not a direct
measurement of the penetration depth, no matter what the title of the paper says.[30]

The second and third analysis techniques in the literature to date first invert Eq. 1.13,
either by Fourier transform or maximum entropy methods, to get n(B). Now we have in
hand the calculated depth probability, n(z, E), and the measured field probability, n(B).
It sure seems like that should be enough to get the field profile, B(z), doesn’t it? As a first
approximation, we can pick off the peak field and plot it against the peak depth.[32] A
second approximation would be to take first moments of field and depth, to plot average
field versus average implantation depth. Thiswill only equal the trueB(z) if the field profile
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is linear, due to Jensen’s inequality, explained in Section 4.5.1.
For a more detailed comparison, the equality of Eqs. 1.13 and 1.16 implies:

n(z, E)dz = n(B)dB. (1.17)

If we assume thatB(z) is a monotonically decaying function of z, then we can use Eq. 1.17
to get an integral equation for the field at a specified z:∫ z

0

n(z′, E)dz′ =
∫ ∞

B(z)

n(B′, E)dB′. (1.18)

This equation can then be used to retrieve the directly–measured field profile B(z). This
method of analysis was developed and exploited to observe nonlocal effects in lead.[33, 34]
In those papers the authors showed that B(z) deviates from exponential over a decade of
decay, and is consistent with the Pippard nonlocal electrodynamics.

One drawback to this technique is the maximum stopping distance of the muons, cur-
rently around 200 nm. This makes it difficult to convincingly probe the field screening
in superconductors with penetration depths larger than 100 nm, which includes both the
cuprates and pnictides. An additional problem is the necessity of including some kind of
“dead layer” in the data analysis. There are very good reasons for it to exist, particularly
surface roughness mixing λc into the screening and the surface potentially suppressing the
superfluid density, but currently it is an additional fit parameter.

1.5 Local Probes

By “local probes”, Imean any technique thatmeasuresmagnetic fields on lengthscalesmuch
smaller than the sample size. This opens the possibility ofmeasuring spatial variation in the
sample’s magnetic response. The measurement probe itself can be any number of things,
whetherHall probe, scanning SQUID, orMFM. I’ll describe a few techniques inmore detail
below. The common thread among all local probes techniques is that the probe is moved
over the sample surface. Then the position dependence can be used for analysis of the
sample properties.
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Local probe measurements of the penetration depth fall into two categories, regardless
of the experimental technique used. The first category, described in Section 1.5.1, uses the
field profile of a superconducting vortex to determine the penetration depth. The second
category, described in Section 1.5.2, applies a small excitation field to the sample and mea-
sures the field generated by the sample’s Meissner response. Determining the penetration
depth from this requires a model of the probe field and taking touchdown curves by chang-
ing the sample–probe separation.

The scanning Hall probe is the simplest local magnetic probe. Typically an active re-
gion is lithographically defined in a GaAs–AlGaAs heterostructure which supports a two–
dimensional electron gas (2DEG) at the interface. Leads to the active region allow the ex-
perimenter to measure the Hall effect in the active region, giving a direct measurement
of the average magnetic field perpendicular to the 2DEG in the region. I want to empha-
size the importance of this, as it is a significant advantage of the Hall probe technique. We
will soon see that quantitative extraction of the penetration depth from scanning SQUID or
MFM is hampered by the need tomodel probe response. In contrast, theHall probe directly
measures the magnetic field perpendicular to the 2DEG. If that field varies slowly enough,
we don’t need to know the size of the active region at all. Even for rapidly changing fields,
where the detected feature will be resolution–limited, the effect of the device resolution is
a simple area average.

Other advantages of the Hall probe are its ability to be used at high temperature and
high magnetic field. Disadvantages include a high level of low–frequency electronic noise,
which becomes substantially worse on reducing the size of the active area.[35] Another
disadvantage is the fragility of GaAs. Devices are more susceptible electrostatic discharge
and breaking due to impact. Such impact is more common that you might think. Step one
of scanning a microprobe is finding the sample surface. Magnetic probes have no built–in
way to do this, unlike a force microscope or tunnel probe. Our lab has historically solved
this by putting the probe on a metal cantilever that forms half of a capacitor. When the tip
of the probe touches the sample, the cantilever deflects and changes the capacitance. For
more, see Appendix A. Point being, touching the sample with the probe happens a lot. This
can kill delicate GaAs Hall probes.

Similar in spirit to the scanning Hall probe is the scanning Superconducting QUantum
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Interference Device (SQUID). A SQUID is a superconducting loop interrupted by one or
two weak links. The weak link(s) make the loop’s critical current a sensitive function of the
magnetic flux in the loop. Measuring the critical current can happen one of several ways,
see Section 2.1, but the end result is an indirect measurement of the magnetic field in the
sensor active area. The primary advantage of the SQUID is its incredible sensitivity com-
bined with low noise. Another advantage of the SQUIDS used in our lab is that they are
very, very robust. They take a lickin’ and keep on tickin’. I have taken good data with a
device that was dropped on the lab floor. Disadvantages are primarily the limited field and
temperature ranges the devices can be used in. This doesn’t rule out measuring high tem-
perature samples, but it does make it more difficult. Another disadvantage is the indirect
nature of the field measurement alluded to previously.

Rather different in spirit from SQUIDs and Hall probes is the Magnetic Force Micro-
scope (MFM). In force microscopy, a flexible silicon cantilever is brought close to the sam-
ple. At the end of the cantilever is a large pyramid which interacts with the sample. A
changing interaction force between the sample and the pyramid deflects the cantilever. This
deflection is usually detected optically, but there are piezoresistive cantilevers in use. The
experimenter can choose to measure the static deflection of the cantilever, giving a mea-
surement of the interaction force, or they can drive the cantilever at resonance andmeasure
changes in the resonance frequency or quality factor, measuring the spatial gradient of the
interaction force.

The tip–sample interaction force can arise from a number of physical effects, and in fact
all are present at any given time. What distinguishes force microscopies is which interac-
tion force is dominant. When the tip is very close to the sample, the Van der Waals force
dominates, and the measurement can resolve purely the topography of the sample. Atomic
resolution is even possible. By coating the tip in a magnetic layer the magnetic features of
the sample can bemeasured, whether it is a hard drive or a superconductor. But for themag-
netic interaction force to be dominant, all other interactions must be minimized. The Van
der Waals interaction is extremely short–ranged; scanning 5 nm above the surface makes
this negligible. The electrostatic interaction is more troublesome, but can be minimized by
controlling the tip–sample voltage difference.

Like theHall probe, theMFM can be used over a wide range of temperature and applied
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field. Also like the Hall probe, the MFM has worse noise performance than the SQUID, al-
though this is a bit unfair. SQUIDs are among the lowest noise sensors available to modern
science. The unique advantage of the MFM is the very small lengthscales accessible. It is
also possible to manipulate vortices directly using the MFM, which opens up other exper-
imental opportunities that are entirely irrelevant to us here. Another disadvantage of the
MFM is the fear of crashing the tip into the sample, which usually ends the cooldown.

1.5.1 Vortex Profiles

Thefield froman isolated superconducting vortex is approximately that of amagneticmonopole
located λ below the surface.[36–38] So one method to extract the penetration depth from
local probe measurements is to image isolated vortices and determine λ from a fit param-
eter.[38] The fit is typically to line cuts through the data, rather than the entire scanned
image. The fitted λ depends strongly on the scan height above the sample surface and other
geometric parameters, including the probe geometry and scanner calibration constants.
The offset height in particular is difficult to control accurately, and is the main source of
systematic uncertainty in these measurements. It is difficult to properly account for this
sort of uncertainty.

1.5.2 Touchdown Curves

In the second category of experiments, the probe is now a source of magnetic field. The
probe ismoved towards the sample, which generates an increasingly stronger response field
due to the Meissner effect. The probe response during this process is called a touchdown
curve. The experimenter can then extract λ from the touchdown curve by fitting it to a
model of the probe source field and response function. The process is illustrated in Fig. 1.2,
showing the movement of the probe towards the sample alongside the touchdown curve so
generated.
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(b)

above sample in contact

(a)

above sample in contact

Figure 1.2: Touchdown curves, shown in red, are slightly different for the SQUID (a) and
MFM (b). The SQUID is only sensitive to magnetic response, and the signal increases until
touchdown and is mostly constant as the sensor pushes past the touchdown point. The
MFM responds to all forces, so the signal peaks then decreases rapidly due to Van derWaals
forces.



Chapter 2

Calculating the Response Fields of
Superconductors

In the last chapter I described several different localmagnetic probes and the two techniques
of using local probes to determine the penetration depth. Aside from a brief dalliance with
the MFM, I spent my graduate career using scanning SQUIDs to measure the penetration
depth, so the rest of this thesis will focus only on SQUID measurements. In this chapter I
will work through the equations and model we use to analyze the measurements. Then I
will spend some time considering the induced current distribution in thin films and what it
can tell us about how themeasurementmight respond to inhomogeneity in the penetration
depth.

2.1 SQUID Background

A SQUID, or Superconducting QUantum Interference Device, is a very sensitive detector
of magnetic flux. Our devices are dc SQUIDs, so at the core there is a superconducting
loop interrupted by two weak links. The loop also has leads, and is sketched in Fig. 2.1(a).
The critical current through the loop (across the two leads) is periodic in the magnetic flux
threading the loop. When the SQUID is driven above its critical current it is in the voltage
state, and only time–dependent solutions to the Josephson equations are allowed.[2] These
Josephson currents circulate through the SQUID loop and occur at microwave frequencies

19
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(10 GHz). I’m not interested in them, although they can be a significant source of noise
and heating in measurements of mesoscopic structures.[39] In the voltage state there is an
average (dc) voltage across the two terminals of the SQUID, and it is periodic in the applied
flux.[2] There are many more details to how SQUIDs really work;[40] I understand them at
the level that a current–biased SQUID functions as a flux to voltage transducer.

But it can’t even be that simple. A current–biased superconducting device is unstable
against heating. The device goes normal, the resistance gets larger, which causes more heat-
ing, and perhaps you fry it. Much better to voltage bias the SQUID. Now if it goes normal,
the current drops so there’s less Joule heating, then the temperature goes down and the
device returns to the superconducting state. We voltage bias our devices with an alkaline
battery and a very small (0.1 Ω) bypass resistor. It’s still operating in the voltage state, but
now the current through the SQUID is periodic in the applied flux. We inductively couple
the SQUID bias current to a series array of 100 more SQUIDs, which serves as a low–noise
preamplifier and impedance match to room temperature electronics.[41]

But wait, there’s more! Our devices are optimized for scanning in several ways, illus-
trated in Fig. 2.1. The SQUID loop is gradiometric (crosses over itself), stretched out, and
shielded everywhere except for the two pickup loops. In addition there is a pair of modula-
tion coils for coupling flux into the SQUID loop. This allows us to operate in a flux–locked
loop, linearizing the sensor.[40] Finally, there is a set of one–turn field coils around each
pickup loop. A center tap allows precise nulling of the total flux into the SQUID loop due
to the field coils.

To measure the penetration depth I applied an alternating current to the field coils, and
used a lock–in amplifier to record the component of the SQUID signal caused by the exci-
tation. Typically I would apply the current with a voltage source and a 1 kΩ resistor into
the front field coil lead (at the scanning tip), float the center tap, and ground the rear lead.
This doesn’t give a perfect null signal, but it’s a simple configuration and one that’s impos-
sible to change in some subtle way. Other folks in the lab prefer to use voltage–controlled
bidirectional current sources with a tunable second output for the center tap. This gives a
good null signal and can drive more current through the field coil (important for studying
mesoscopic rings[39]), and as a current source gives more certainty in the excitation level
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thanmymethod. Although using the center tap introduces uncertainty in the current flow-
ing around the rear field coil, since the center tap can either source or sink current. This
could be an issue if configured differently — with the current source connected to the rear
field coil, center tap connected, and the front field coil lead grounded. Which you might
choose in order to have the SQUID corner nearest the sample “closer to ground”, if you’re
concerned about electrostatic effects.

An alternate configuration that I found useful when studying bulk superconductors is
to source current into the front field coil, float the rear lead, and ground the center tap.
Then the signal is large far from the sample, but small close to it. So if I was going to park
near the sample to measure ∆λ(T ), I could use more gain.

The takeaway is that the SQUID driver has some flexibility in the offset of the suscep-
tibility signal, by choosing to use or ignore the rear field coil and center tap. And, because
the lockin has a phase setting, the driver can also change the sign of the signal. Me, I always
preferred the data to go up when I got closer to the sample, so I kept the phase set to 180
degrees, meaning my measurements are of Φ/(−I). Really, a susceptibility signal due to
diamagnetism should be negative. But then, our measurements aren’t reallymeasurements
of susceptibility, meaningM/H . The “susceptibility”measurement is amutual inductance
measurement. For example, with current only going through the front field coil, the mea-
sured signal is proportional to the mutual inductance between the front field coil and front
pickup loop. With no sample nearby, the mutual inductance is a positive number, around 2
pH. With a strongly screening superconductor nearby, the mutual inductance is less, possi-
bly even zero. In the balanced configuration, the measurement is of the mutual inductance
between both field coils and the entire SQUID loop. Far from the sample, this is close to
zero, because the SQUID loop is gradiometric. A superconductor near the front field coil
increases themeasured signal by canceling the flux into the front pickup loop. I think there’s
an ambiguity here, whether the signal will be positive or negative.

To understand the measurement and interpret the data, we need to model the system.
To do that, I consider an arbitrary magnetic field source above a superconducting slab of
thickness t and infinite lateral extent. The superconductor has an isotropic penetration
depth. In Section 2.2, I work through the solution of this problem, including the internal
solution in the superconductor. Quantitative comparison with data requires a model of the
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Figure 2.1: Summary of scanning SQUID devices. (a) Schematic of a dc SQUID, the crosses
are Josephson junctions. (b) Schematic of scanning SQUIDs, showing the gradiomet-
ric SQUID loop (black), covered in Niobium shielding (gray) everywhere except the two
pickup loops and a region near the modulation coils (green). Also shown are the field coils
(blue). (c) Picture of a SQUID taken with an optical microscope. The rear pickup loop is
roughly 1mm from the scanning tip, and is usually not sensitive to the sample. (d) Another
microscope image of the SQUID, at higher magnification, showing the front pickup loop
and field coil.

field from the SQUID field coil and how the SQUID signal reacts to the superconducting
response fields. The simplest model for this is the two–coil model, developed in Section 2.3.
Most of these results have previously been derived in one form or another, a few examples
are Refs. [42–46]. I’ll follow the formalism of Ref. [43].

How reasonable is this model? What assumptions have I made? By choosing to solve
the London equation I’m assuming that the samples are in the local limit, with the super-
conducting coherence length much smaller than the penetration depth. The restriction to
isotropic λ doesn’t necessarily exclude anisotropic systems; in the common scenario where
the sample surface is the ab-plane and λa = λb, the c-axis penetration depth drops out and
the response is identical to an isotropic superconductor with penetration depth λab.[43]

Real samples are finite in extent, typically 500 μm on a side or larger. But the fields and
currents involved in the measurement should be confined to the much smaller lengthscale
of the SQUID, leaving the measurement unaware of the boundary. This assumption could
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fail in the dot arrays studied in Chapter 5, where the effective penetration depth can be
extremely large and the structures are only 120 μm on a side. I try to get a sense of this in
Section 2.3.2, by calculating the supercurrents induced in a thin film by a circular field coil.

An unstated assumption is that the sample surface is smooth and flat. Roughness in
the surface could cause (in an ab-oriented surface) λc to mix in as the screening current is
forced to follow the topography. This is part of the “dead layer” discussed in Section 1.4.2.
I would expect the SQUID to be less sensitive to any dead layer than μSR, just due to the
very different lengthscales probed. More concerning for the SQUID are terraces and other
vertical features. Not atomic terraces like you get from film growth on a miscut substrate.
These are visible under the microscope, and quite common on flux–grown single crystals.
This could be a way for λc to enter the measurement. But even estimating the effect of a
vertical feature in an isotropic superconductor can only be approached numerically. So
this problem will have to stay under the rug for now.

2.2 Meissner Response

The geometry I’m using is sketched in Fig. 2.2. The SQUID is in vacuum, at a height D
above the sample surface. The SQUID is drawn as two circular wires, but for now is just
the origin of an arbitrary source field. The sample is an isotropic superconductor, a slab of
infinite lateral extent and width t. I’m going to take the top sample surface to be z = 0 and
the region above the sample, where the SQUID is, is positive z. Below the sample, z < −t,
is more vacuum.

In the region where 0 < z < D, the field is given by:

h = ∇
(
ϕs + ϕr), (2.1)
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Vacuum
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Figure 2.2: The geometry for our calculation. The SQUID is represented by two infinitely
thin circular wires. The larger field coil (blue) is concentric and coplanar with a smaller
pickup loop (red). The SQUID is in vacuum above a superconducting film of arbitrary
thickness t.

where ϕs is the magnetic potential from the source and ϕr is the response from the super-
conductor. They are given in terms of their two-dimensional transforms as:

ϕs(r, z) =

∫
dk
4π2

ϕs(k)e
kzeik·r (2.2)

ϕr(r, z) =

∫
dk
4π2

ϕr(k)e
−kzeik·r. (2.3)

For z < −t, the field is given by:
h = ∇ϕt, (2.4)



CHAPTER 2. RESPONSE FIELDS 25

and ϕt is given by:

ϕt(r, z) =

∫
dk
4π2

ϕt(k)e
kzeik·r. (2.5)

In the region−t < z < 0, the field is a linear combination of both possible solutions to
the London equation:

h =

∫
dk
4π2

[
h1(k)e

Qz + h2(k)e
−Qz
]
eik·r, (2.6)

where Q2 = k2 + λ−2. The goal is to determine ϕr in terms of ϕs. There are 8 unknowns
- ϕr, ϕt, and three components for each of h1 and h2. We require continuity of the field at
both boundaries, which gives us six equations. Thefinal two equations come from requiring
thath1 andh2 are both divergenceless. We require this of each field separately, since they’re
both valid magnetic fields.

Continuity at the z = 0 interface requires:

h1x + h2x = ikx
(
ϕs + ϕr

)
h1y + h2y = iky

(
ϕs + ϕr

)
h1z + h2z = k

(
ϕs − ϕr

) (2.7)

Continuity at z = −t gives:

h1xe
−Qt + h2xe

Qt = ikxϕt

h1ye
−Qt + h2ye

Qt = ikyϕt

h1ze
−Qt + h2ze

Qt = kϕt

(2.8)

And the the two divergenceless conditions gives:

ikxh1x + ikyh1y +Qh1z = 0 (2.9)

ikxh2x + ikyh2y −Qh2z = 0. (2.10)
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I found it easiest to solve the system with a matrix notation. Define:

ϕ =


ϕs

ϕr

ϕt

 . (2.11)

We can write the equations for the z = 0 interface as:

h1 + h2 =


ikx ikx 0

iky iky 0

k −k 0

ϕ ≡ M0ϕ. (2.12)

Similarly for the z = −t interface:

e−Qth1 + eQth2 =


0 0 ikx

0 0 iky

0 0 k

ϕ ≡ Mtϕ. (2.13)

We will also define the row vectors A and B:

A =
[
ikx iky Q

]
(2.14)

B =
[
ikx iky −Q

]
, (2.15)

so that the divergenceless conditions become:

Ah1 = 0 (2.16)

Bh2 = 0. (2.17)

Now we can combine Eqs. 2.12, 2.13, 2.16, and 2.17 to get the equations:

AM0ϕ = e−QtAMtϕ (2.18)

BM0ϕ = eQtBMtϕ. (2.19)
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Once we evaluate the matrix products, Eq. 2.18 becomes:

(
Q− k

)
ϕs −

(
Q+ k

)
ϕr = e−Qt

(
Q− k

)
ϕt. (2.20)

Similarly, Eq. 2.19 becomes:

−
(
Q+ k

)
ϕs +

(
Q− k

)
ϕr = −eQt

(
Q+ k

)
ϕt. (2.21)

We can solve the system (Eqs. 2.20 and 2.21) to get:

ϕr = ϕs

(
Q2 − k2

)
sinh(Qt)(

Q2 + k2
)
sinh(Qt) + 2kQ cosh(Qt)

(2.22)

ϕt = ϕs
2kQ(

Q2 + k2
)
sinh(Qt) + 2kQ cosh(Qt)

. (2.23)

For convenience later, I’m going to define two kernel functions:

Kr ≡
ϕr

ϕs

, and Kt ≡
ϕt

ϕs

.

We’re mostly concerned with the thin film (t → 0) and bulk (t → ∞) limits of the response
field. In the thin film limit:

Kr ≈
(
Q2 − k2

)
Qt(

Q2 + k2
)
Qt+ 2kQ

=
λ−2Qt(

2k2 + λ−2
)
Qt+ 2kQ

=
1

2k2λ2 + 1 + 2kλ2t−1

=
1

1 + Λk + Λtk2
≈ 1

1 + Λk
. (2.24)

Here, I’ve introduced the Pearl length, Λ = 2λ2

t
. In the opposite limit of a superconducting
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half space we have:

Kr ≈
(
Q2 − k2

)
eQt(

Q2 + k2
)
eQt + 2kQeQt

=
Q2 − k2(
Q+ k

)2
=

Q− k

Q+ k
=

√
1 + λ2k2 − λk√
1 + λ2k2 + λk

. (2.25)

Since I’ll need it later (Section 2.3.2), the thin film limit of the transmitted response is:

Kt ≈
2kQ(

Q2 − k2
)
Qt

(
Q2 + k2

)
Qt+ 2kQ

=
2kQ(

2k2 + λ−2
)
Qt+ 2kQ

=
1

1 +
(
2k2λ−2

)
t/2k

=
Λk

1 + Λk + Λtk2
≈ Λk

1 + Λk
. (2.26)

The bulk limit of Kt is zero, naturally.
With Eq. 2.22 in hand, we can determine the superconducting response field arising

from an arbitrary local source field. We still need to relate this to the experimental response.
The obvious way forward is tomake some reasonable assumption about the geometry of the
probe. For a SQUID, a reasonable starting point is the two–coil model, where the pickup
loop and field coil are infinitely thin circular coils. The field coil creates a source field, and
the measured response is given by the flux of hz through the pickup loop. This describes
the data reasonably well, so we’ll develop it further in Section 2.3.

The drawback here is that this is an approximation to the true behavior. Worse, it is an
uncontrolled approximation — we have no a prioriway to know the effect any given model
geometry will have on the inferred penetration depth. We may be forced to consider a set
of geometrical models, a seriously disheartening proposition. It might be worth looking at
what can be said without reference to the detailed geometry of the scanning probe. This
could mean analysis of the response kernel Kr in real space, because the form of Eq. 2.22
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tells us that the (real space) response field is a two–dimensional convolution of the source
field and the response kernel. Specifically, you can show that:

hr × ẑ = Kr ◦
(
hs × ẑ

)
(2.27)

hr · ẑ = −Kr ◦
(
hs · ẑ

)
. (2.28)

An artificial example would be if in some limit Kr is only a function of the penetration
depth and the sensor height. Then the response field at the sensor would be proportional
to the source field with the z-component flipped. Then the signal is proportional to this
function of λ and z times minus the mutual inductance between the front field coil and the
pickup loop. This assumes that the SQUID response is linear in the response field, so it can’t
account for flux focusing due to the diamagnetism of the niobium pickup loop.

2.2.1 Internal Solution

We can also solve for the magnetic field inside the superconductor, which lets us calculate
the screening currents. This might be useful when we try to understand the spatial reso-
lution of local penetration depth measurements, or what the response to a non–uniform
penetration depth might be. For example, what effect does the finite sample size have in
various limits (thin film, bulk, weak screening, strong screening)?

Anyhow, Eqs. 2.22 and 2.23 give the reflected and transmitted potentials as proportional
to the source potential ϕs. Then we can use the system defined by Eqs. 2.12 and 2.13:

h1 + h2 = M0ϕ (2.29)

e−Qth1 + eQth2 = Mtϕ, (2.30)

to solve for the internal field, sinceϕ is known. The internal magnetic field is related to h1

and h2 via Eq. 2.6. Solving the system gives us:

h1 =
1

2 sinh(Qt)

(
M0e

Qt −Mt

)
ϕ, (2.31)

h2 =
1

2 sinh(Qt)

(
Mt −M0e

−Qt
)
ϕ. (2.32)
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Of course, we aren’t actually interested in h1 or h2, but the total field:

h(k) = h1e
Qz + h2e

−Qz. (2.33)

Plugging Eqs. 2.31 and 2.32 into Eq. 2.33 and simplifying gives us:

h(k) =

[
sinh

[
Q(z + t)

]
sinh(Qt)

M0 −
sinh(Qz)

sinh(Qt)
Mt

]
ϕ. (2.34)

This is going to get worse before it gets better. Using the definitions ofM0 andMt (Eqs. 2.12
and 2.13) we have:

M0ϕ =


ikx(ϕs + ϕr)

iky(ϕs + ϕr)

k(ϕs − ϕr)

 , (2.35)

and:

Mtϕ =


ikxϕt

ikyϕt

kϕt

 . (2.36)

Collecting everything and simplifying, we get:

h(k) =
{
fxy(k, λ, t, z)

[
ikxx̂+ ikyŷ

]
+ fz(k, λ, t, z)kẑ

}
ϕs(k), (2.37)

with fxy and fz defined by:

fxy =
Q2
[
cosh

[
Q(z + 2t)

]
− cosh(Qz)

]
+ kQ

[
sinh

[
Q(z + 2t)

]
− sinh(Qz)

]
1
2
(Q2 + k2)(cosh(2Qt)− 1) + kQ sinh(2Qt)

, (2.38)

and:

fz =
k2
[
cosh

[
Q(z + 2t)

]
− cosh(Qz)

]
+ kQ

[
sinh

[
Q(z + 2t)

]
− sinh(Qz)

]
1
2
(Q2 + k2)(cosh(2Qt)− 1) + kQ sinh(2Qt)

. (2.39)

Recall that Q2 = k2 + λ−2 and k =
√
k2
x + k2

y . From here, we can calculate the screening
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currents from µ0J = ∇×h. This won’t work for the thin film limit, where there is no
internal solution; the superconductor simply provides a boundary condition for the field.
The bulk limit of Eqs. 2.38 and 2.39 is:

fxy →
2Q

Q+ k
eQz (2.40)

fz →
2k

Q+ k
eQz. (2.41)

2.3 Two–Coil Model

In the two–coil model the SQUID is reduced to two coaxial and coplanar circles, like in
Fig. 2.2. The outer circle represents the field coil, and it carries current I and has no thick-
ness. The inner circle represents the pickup loop. The SQUID signal is the total flux of the
z-component of the response field inside this area. That is, I’m leaving out the flux directly
coupled into the pickup loop by the field coil, it’s been canceled out by the back pickup loop
so that the signal is 0 far from the sample.

Since we’re approximating the field coil as an infinitely thin circular current of radius a
at a height D above the sample surface, the source potential is given by:

ϕs(k) =
µ0πIa

k
e−kDJ1(ka), (2.42)

where J1 is a Bessel function of the first kind, I is the current in the field coil, and µ0 is
the vacuum permeability. The SQUID signal is the flux of the z-component of the response
field through the pickup loop, which has radius p, or:

Φ = 2π

∫ p

0

dr r ∂zϕr(r, z)
∣∣∣
z=D

. (2.43)

Inserting Eq. 2.3 into Eq. 2.43, this becomes:

Φ = −2π

∫ p

0

rdr
∫

dk
4π2

ϕr(k)ke
−kDeik·r. (2.44)
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Everything is cylindrically symmetric, so we can integrate over the orientation of k as:∫ 2π

0

dϕeikr cos ϕ = 2πJ0(kr). (2.45)

Now the SQUID signal is:

Φ = −
∫ p

0

rdr
∫ ∞

0

k2dk Krϕs(k) J0(kr) e
−kD. (2.46)

Using the identity ∫ u

0

u′J0(u
′)du′ = uJ1(u), (2.47)

and inserting Eq. 2.42 this simplifies to:

Φ = −µ0πIap

∫ ∞

0

dk KrJ1(ka)J1(kp) e
−2kD, (2.48)

where Kr is the response kernel defined by Eq. 2.22. In Fig. 2.3 I plot the SQUID signal as
a function of height above the sample (D) in the bulk and thin film limits at a few values of
the relevant screening length (λ or Λ). The pickup loop radius (a) is 7.58 μm, and the field
coil radius (p) is 2.55 μm. These values come from fitting sets of touchdown curves, and
don’t perfectly match the actual geometry of the SQUID. The curves are normalized by the
mutual inductance between the field coil and pickup loop, M(a, p, 0), with M is defined
by Eq. 2.49.

2.3.1 Useful Limits of the SQUID Signal

I’m going to define the function M(a, p, h) to be the mutual inductance between coaxial
rings of radius a and p, separated by a vertical height h. I can look up in Jackson the vector
potential of a circular current–carrying loop, it’s on page 182 in my copy.[47] From there
it’s pretty easy to determine that

M(a, p, h) = µ0

√
ap

m

[
(2−m2)K(m)− 2E(m)

]
, (2.49)
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Figure 2.3: Calculated touchdown curves in the two–coil model, for the bulk (left) and thin
film (right) limiting cases. The curves use the best–fit values of the pickup loop and field
coil radii, 7.58 and 2.55 μm respectively. The normalization (M) is the mutual inductance
between field coil and pickup loop.

whereK , andE are the complete elliptic integrals of the first and second kind, respectively.
The elliptic modulus m is given by:

m2 =
4ap

h2 + (a+ p)2
. (2.50)

This seems like a good time to mention the integral relation∫ ∞

0

dx e−xhJ1(xa)J1(xp) =
1

πm
√
ap

[
(2−m2)K(m)− 2E(m)

]
, (2.51)

which is equation 2.5.4 in Ref. [48]. I distinctly recall a homework problemwhere you prove
that the mutual inductance of two coaxial rings had a form with the integral of two Bessel
functions. I’ve always wondered how to prove the equivalence of the two forms for the
mutual inductance without making reference to circular current loops. The best I could do
was find a reference.
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Why am I telling you this? There are a few useful limits of Eq. 2.48 that can be ex-
pressed in termsofM, and complete elliptic integrals can be evaluated using the arithmetic-
geometric mean, which is much faster than numerical quadrature of an oscillatory inte-
grand. The simplest case is when the penetration depth is zero, then Kr is one, and the
SQUID signal is:

Φ = −IM(a, p, 2D). (2.52)

In this case, the SQUID signal is from a time–reversed image field coil, with the image plane
at the sample surface.

The second case is a bulk sample with small penetration depth. Specifically, when λ is
small compared to the SQUID heightD, the exponential term limits weight in the integral
to wavevectors that satisfy kλ � 1, so we can expand Kr:

Kr =
Q− k

Q+ k
≈ e−2kλ

(
1 +O

(
λ
h

)3)
. (2.53)

Then over a bulk sample, when the SQUID height is large compared to the penetration
depth, the signal is a modified image problem:

Φ = −IM
(
a, p, 2(D + λ)

)
, (2.54)

where the mirror plane is λ below the surface. For most bulk superconductors, the pene-
tration depth is at most a few hundred nanometers. And the center of the pickup loop is
roughly onemicron above the sample surface evenwhen the SQUID tip is touching the sam-
ple, so we are almost always in this limit. A nice feature of this limit is that height changes
are equivalent to penetration depth changes, so it is possible to determine ∆λ without ref-
erence to the SQUID geometry; only the z-bender calibration enters.

The last relation I want to mention is in the thin film limit, Eq. 2.24. Using the Laplace
transform pair

1

1 + kΛ
=

1

Λ

∫ ∞

0

e−t/Λ e−ktdt,
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you can re–write the SQUID response as:

Φ =
−I

Λ

∫ ∞

0

dt e−t/ΛM(a, p, t+ 2D). (2.55)

The advantage to this is that M is a monotonically decreasing function of h, so numerical
integration is faster and more accurate.

2.3.2 Supercurrents in a Film

I want to investigate the distribution of screening currents in the SQUID measurement,
to better understand where the assumptions break down in terms of sample extent and
what might be the imaging kernel of the susceptibility measurement. I’ll work it out in
the case of the thin film, since it has one less variable (depth) to plot and worry about.
Maxwell’s equations tell us that the screening current in a thin film will be determined by
the discontinuity in the transverse component of the field, or:

ẑ ×
(
h+ − h−

)
= µ0J , (2.56)

where h± indicates the field above and below the film:

h+ = ∇
(
ϕr + ϕs

)
, (2.57)

h− = ∇ϕt. (2.58)

The cylindrical symmetry guarantees that there is only an azimuthal component to the cur-
rent, and that we can use Eq. 2.45 to get:

µ0Jφ = −
∫ ∞

0

k2dk
2π

J1(kr)

[
2ϕs(k)

1 + kΛ

]
, (2.59)

which with Eq. 2.42 for ϕs gives:

Jφ = −Ia

∫ ∞

0

kdk
1 + kΛ

J1(kr)J1(ka)e
−kD. (2.60)
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It’s going to help to make things unitless, by defining all lengths relative to the field coil
radius. Defining z = ka, d = D/a, l = Λ/a, and x = r/a, Eq. 2.60 becomes:

Jφ =
−I

a

∫ ∞

0

zdz
1 + zl

J1(xz)J1(z)e
−zd. (2.61)
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Figure 2.4: The supercurrent density (top row) and cumulative supercurrent (bottom row)
as a function of radius. Each column is a different sensor height, normalized by the field
coil radius. Colors correspond to different values of the Pearl length.

The upper row of Fig. 2.4 shows the supercurrent density, normalized by the total super-
current, as a function of radius for three different heights (columns) and five values of the
Pearl length (curves). The total induced supercurrent can be found by integrating Eq. 2.61
over x:

Isc = −I

∫ ∞

0

dz
1 + zl

J1(z)e
−zd. (2.62)

The lower row of Fig. 2.4 shows the cumulative current as a function of radius. As the name
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implies, the cumulative current is the integral of the supercurrent density:

Icum(R) =

∫ R

0

Jφdr, (2.63)

= −I

∫ ∞

0

zdz
1 + zl

J1(z)e
−zd

∫ X

0

J1(xz)dx, (2.64)

= −I

∫ ∞

0

dz
1 + zl

[
1− J0(Xz)

]
J1(z)e

−zd. (2.65)

where X = R/a. To me, the biggest take–away from Fig. 2.4 is that the response is much
more a function of SQUID height than it is of the penetration depth. At d = 0.1, slightly
lower than the typical offset height, the supercurrent is sharply peaked at the field coil ra-
dius, no matter what the Pearl length is. At d = 1 the picture is similar, although the tail of
the current distribution is more prominent and the maximum has moved out slightly. At
d = 3 the maximum current density is more clearly a function of the Pearl length.
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Figure 2.5: The f–critical radius as a function of reduced Pearl length, when f = 0.5 (left)
and f = 0.9 (right). Colors correspond to different sensor heights.

As mentioned, there are two things I’d like to learn about by solving for the current
distribution. The first is to understand when the finite size of the sample might become
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important. The second is the imaging kernel of the SQUID susceptibility measurement,
or the way in which the measurement will average an inhomogeneous penetration depth.
We can address both of these by defining the f–critical radius, Rf. This is the radius at
which Icum(Rf) = f Isc. So when f = 0.5, this is the radius that encloses half of the total
supercurrent. Finite size effects can be addressed by considering f close to 1, because if
the sample boundary is in a region with a negligible amount of current flow it should be
a small perturbation. In Fig. 2.5 I consider f = 0.9 (right graph). The imaging kernel will
be influenced by the spatial extent of the induced supercurrents. For this we can consider
either the peak in the supercurrent density or the fifty percent f–critical radius, shown in the
left graph of Fig. 2.5. This shows that sensor heights less than roughly 7 μm, the lengthscale
of the supercurrent response is the field coil radius and is essentially independent of Λ.
Even at d = 3, R0.5 is less than 3 at small Pearl length and slowly grows to 5 at Λ/a = 100.
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Figure 2.6: The differential flux (top row) and cumulative flux (bottom row) as a function of
radius. Each column is a different sensor height, normalized by the field coil radius. Colors
correspond to different values of the Pearl length.
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So that’s the currents. What about the SQUID signal? Well, in the two coil model the
signal is the flux through the pickup loop. So I can define the differential flux or SQUID
signal as the flux through the pickup loop due to the current flowing at radius r:

dΦ = Jφ(r)M(p, r,D). (2.66)

There’s little point writing out the equations for this, since it is the product of two improper
integrals. Of course, it makes sense to normalize by the total SQUID signal Φ. The impor-
tance of the differential SQUID signal is that while there can be screening currents flowing
over a large area, the sensor is not sensitive to them. By considering the pickup loop I’ve
introduced another length; I’ll use the same values for a and p as before, 7.58 and 2.55 μm
respectively. The differential and cumulative SQUID signal are shown in Fig. 2.6, in exact
analogy to Fig. 2.4. I’ve also calculated f–critical radii, shown in Fig. 2.7, just like Fig. 2.5.

It turns out that the f–critical flux radii are both smaller and larger than the correspond-
ing values for the current. At small Pearl length and low height the fluxR0.5 is smaller than
the currentR0.5. But at larger height and small Pearl length the flux value is larger than the
current value. At larger Pearl length the flux radii are always smaller than the corresponding
current values. The flux radii saturate at large values of the Pearl length, in contrast to the
currents, which spread out logarithmically with increasing Pearl length. This was expected,
since currents flowing far from the pickup loop are not effective at coupling flux into the
SQUID. In Fig. 2.8 I’ve plotted both the flux and current Rf to directly compare the two.
The figure’s a bit busy, but the crossover is very clear for R0.5.

Another fun feature of the differential flux is that at small heights there is a shoulder
corresponding to the pickup loop radius. The shoulder seems to not depend on the Pearl
length, except when Λ/a = 0.1. What seems to be happening is that at short Pearl length,
the supercurrents are strongly localized at the field coil radius, so themeasurement kernel is
the size of the field coil. As the Pearl length increases, the supercurrent density spreads out
and the coupling to the pickup loop becomes more important. Surprisingly, the resolution
at low heights gets better as the Pearl length increases. At larger height the resolution (R0.5)
grows with Λ as expected.
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Figure 2.7: The f–critical flux radius as a function of reduced Pearl length, when f = 0.5 (left)
and f = 0.9 (right). Colors correspond to different sensor heights.
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Figure 2.8: The f–critical flux (dashed) and current (solid) radius as a function of reduced
Pearl length, when f = 0.5 (left) and f = 0.9 (right). Colors correspond to different sensor
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Abstract

Microscopic variations in composition or structure can lead to nanoscale inhomogeneity in
superconducting properties such as the magnetic penetration depth, but measurements of
these properties are usually made on longer length scales. We solve a generalized London
equation with a non-uniform penetration depth, λ(r), obtaining an approximate solution
for the disorder-averaged Meissner screening. We find that the effective penetration depth
is different from the average penetration depth and is sensitive to the details of the disorder.
These results indicate the need for caution when interpreting measurements of the pene-
tration depth and its temperature dependence in systems which may be inhomogeneous.
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3.1 Introduction

Thepenetration depth and its temperature dependence are important characteristics of any
superconductor and are considered key to determining the momentum space structure of
the order parameter.[6, 7, 10] The possibility of disorder in exotic superconductors is well
known, but analyses performed to date have concentrated on the effect of disorder–induced
scattering on the momentum space structure of the gap.[49–52] This paper is motivated by
the possibility that disorder may lead to nanoscale real space variation and the associated
need to model the relationship between such spatial variation and properties that are mea-
sured on longer length scales. We address how inhomogeneity in the penetration depth
may affect bulk measurements of the penetration depth for methods that rely on Meissner
screening and can be analyzed by solutions to London’s equation. In particular, we show
that the measured result is not simply given by the average value of the penetration depth,
but is affected by the statistical structure of the spatial variations in the penetration depth.

Many superconductors are created by chemical doping of a non-superconducting par-
ent compound. In these systems the inherent randomness of the doping process may give
rise to an inhomogeneous superconducting state. The importance of this effect will be de-
termined by the characteristic length over which the dopant atoms affect the supercon-
ductivity. Even in the most ordered material, there will be binomial fluctuations in the
total number of dopants in a given region. In general, one does not expect significant spa-
tial variation in materials that are weakly correlated and can be described by a rigid band
model. For example, disorder is largely irrelevant in classic metallic superconductors, due
to their long coherence lengths and weakly correlated nature.[53] In contrast, the cuprates
are doped insulators with a coherence length on the scale of the lattice. They are known to
have nanoscale disorder in their superconducting properties, as seen by scanning tunneling
microscopy.[54] Similar gap maps have been observed in the iron pnictide family[55–57]
and in disordered titanium nitride films close to the superconductor to insulator transi-
tion.[58, 59]

Materials with intrinsic disorder present two separate challenges. Understanding how
the random doping process gives rise to local superconducting properties, such as the pen-
etration depth or local density of states, requires amicroscopicmodel. But even with such a
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model, we still need to make the connection between the local superconducting properties
and bulk measurements. The manner in which local superconducting properties relate to
the observed properties will differ from experiment to experiment. For instance, a mea-
surement of the heat capacity will return the total heat capacity of the macroscopic sample,
so the inferred specific heat capacity will be a volume average over the sample. In contrast,
we might expect the thermal conductivity response to be dominated by a percolation path
connecting regions with small local gap, ∆(r), or large local density of states.

Here we focus on the penetration depth, λ, as measured by screening of the magnetic
field, including both resonant cavity frequency shiftmeasurements at radio frequencies[10]
and the local probes ofMagnetic ForceMicroscopy[60] and Scanning SQUID Susceptome-
try.[61]Thesemethodsmeasureλ(T ) by detecting the responsemagnetic field generated by
the superconductor due to an applied field, and can be analyzed using the London equation.
Thus, we can model the effect of inhomogeneity by solving the London equation with λ(r)

as a random function of position r. Our goal is to find a new equation for the disorder–
averaged magnetic field, as this will determine the measured response. Here, we work in
the limit of small fluctuations to find an approximate equation for the disorder–averaged
magnetic field, as this will determine the measured response.

3.2 Stochastic London Equation

To understand the measured penetration depth when λ(r) is a random function of po-
sition, we calculate the disorder-averaged magnetic field response to obtain an effective
penetration depth. For isotropic and local superconductors in three dimensions, the static
magnetic field h(r) is given by the London equation with λ(r) a function of position. The
correct form[62] of the London equation when the penetration depth is non–uniform is:

h+∇×
[
λ(r)2 ∇× h

]
= 0, (3.1)
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which is derived from the second Ginzburg–Landau equation in the London limit.1 We
parametrize the penetration depth as the average value plus a fluctuating term:

λ(r) = Λ [1 + ξ(r)] , (3.2)

so that 〈λ(r)〉 = Λ. Then Eq. 3.1 becomes:

(L+M1 +M2)h = 0, (3.3)

where:

L ≡ 1− Λ2∇2I,

M1 ≡ −2Λ2ξ∇2I + 2Λ2∇ξ ×∇×, and (3.4)

M2 ≡ −Λ2ξ2∇2I + Λ2∇ξ2 ×∇×.

Here I is the identity tensor, and the “dangling curl” is understood to operate on a vector to
its right. The terms are grouped so thatM1 is first–order in ξ,M2 is second–order in ξ, and
L gives the unperturbed London equation. We will work in the limit of small fluctuations,
ξ(r) � 1, so that M1 +M2 is a perturbative term in Eq. 3.3.

Our method of solution comes from the similarity of the Helmholtz and London equa-
tions. The Helmholtz equation, which governs wave propagation, becomes the London
equation when the wavevector is purely imaginary. Thus our problem is related to the prop-
agation of waves in a randommedium, andwe can build upon a large andmultidisciplinary
literature devoted to this challenge.[63, 64] The paper by Karal and Keller [65] is particu-
larly relevant, because it retains the vectorial nature of the problem, rather than simplifying
to a scalar wave equation.

We now derive, from Eq. 3.3, an approximate equation for the disorder-averaged field
1The familiar relation J = −A/λ2 is not valid when the order parameter is non-uniform. Instead, we

start with the Ginzburg–Landau equations, which can describe a non–uniform superconducting state. From
the second Ginzburg–Landau equation we derive our starting point, Eq. 3.1, a generalized London equation.
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〈h〉. Applying the inverse of L to both sides:

[
1 + L−1(M1 +M2)

]
h = h0, (3.5)

where Lh0 = 0. Solving for h:

h =
[
1 + L−1(M1 +M2)

]−1
h0, (3.6)

assuming the inverse exists. Averaging both sides:

〈h〉 =
〈[

1 + L−1(M1 +M2)
]−1
〉
h0, (3.7)

where h0 comes outside of the average because it is non–random. Solving for h0:〈[
1 + L−1(M1 +M2)

]−1
〉−1

〈h〉 = h0. (3.8)

Since we assume small fluctuations, we can expand the term inside the average:

〈
1− L−1(M1 +M2) + L−1M1L

−1M1 +O(ξ3)
〉−1 〈h〉 = h0. (3.9)

Averaging and expanding again:

(
1− L−1

〈
M1L

−1M1

〉
+ L−1 〈M2〉

)
〈h〉 = h0, (3.10)

since 〈M1〉 = 0 due to Eq. 3.2. We then apply L to both sides:

(
L−

〈
M1L

−1M1

〉
+ 〈M2〉

)
〈h〉 = 0, (3.11)

which yields the average field to second order in ξ.
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3.3 Results

We first evaluate the averages in Eq. 3.11, giving us an equation for 〈h〉 in terms of the
penetration depth correlation function, 〈λ(r)λ(r′)〉. We then consider two specific cases
for the correlation function and numerically evaluate the effective penetration depth for a
range of parameters.

3.3.1 Evaluating the Averages

Wewill solve Eq. 3.11 for a single Fouriermode of 〈h(r)〉 = h eik·r, then derive an equation
for k that yields exponentially decaying solutions consistent with Meissner screening.

First, we evaluate 〈M2〉:

〈M2〉 = −Λ2
〈
ξ(r)2

〉
∇2I + Λ2

〈
∇ξ(r)2

〉
×∇×. (3.12)

We introduce the correlation function R(r, r′) = 〈ξ(r)ξ(r′)〉, which is a function only
of |r − r′| if ξ is stationary and isotropic. Then we see that 〈ξ2〉 = R(0) and 〈∇ξ2〉 =

∇ 〈ξ2〉 = 0, so
〈M2〉 〈h〉 = Λ2 k2R(0)h eik·r. (3.13)

We now evaluate the remaining average,
〈
M1L

−1M1

〉
, in three stages to derive Eq. 3.21.

First we expand the differential operations, then evaluate the disorder average. The last
stage is to evaluate the integral. We will then combine this integral with Eq. 3.13 to solve
Eq. 3.11.

The average to evaluate has the form:

〈
M1L

−1M1

〉
〈h〉 =

∫
dr′
〈
M1(r)G(r − r′)M1(r

′)
〉
〈h(r′)〉 . (3.14)

The Green’s function is the solution to (1− Λ2∇2)G(r, r′) = δ(r − r′), and is:

G(z) =
1

Λ2

1

4πz
e−z/Λ. (3.15)

Here, we have defined z = r − r′.
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We now expand the differential operations in Eq. 3.14. We do this in two segments, first
with derivatives at r, then with derivatives at r′. The first is:

M1(r)G(r − r′)v(r′) =
[
−2Λ2ξ(r)∇2

r + 2Λ2∇rξ(r)×∇r×
]
G(r − r′)v(r′)

= 2ξv(r′)
[
δ(z)−G(z)

]
+ 2Λ2∇ξ ×

[
∇rG(r − r′)

]
× v(r′). (3.16)

The second, which was represented by v(r′) above, is:

v(r′) = M1(r
′) 〈h(r′)〉 = eik·r

′
[
2Λ2k2ξ(r′)h+ 2iΛ2∇r′ξ(r′)× k × h

]
= 2Λ2eik·r

′
{[

k2ξ(r′)− i∇r′ξ(r′) · k
]
h+ i

[
∇r′ξ(r′) · h

]
k
}
. (3.17)

Combining Eqs. 3.16 and 3.17, we obtain:

M1(r)G(r − r′)M1(r
′) 〈h(r′)〉 = 2Λ2eik·r

′

{
ξ(r)ξ(r′)

[
δ(z)−G(z)

]
2k2h

+ ξ(r)∇r′ξ
(
h⊗ k − k ⊗ h

)
2i
[
δ(z)−G(z)

]
− 2Λ2G(z)

(
Λ−1 + z−1

)[
ξ(r′)∇rξ

(
h⊗ ẑ − ẑ ⊗ h

)
k2

+ i
(
h⊗ ẑ − ẑ ⊗ h

)(
∇rξ ⊗∇r′ξ

)
k + i

(
ẑ ⊗ k − k ⊗ ẑ

)(
∇rξ ⊗∇r′ξ

)
h

]}
, (3.18)

where we use ⊗ to indicate the tensor product.
To perform the disorder average in the second stage, we need various derivatives of the

correlation function R(z):

〈
ξ(r)∇r′ξ

〉
= ∇r′ R

(
|r − r′|

)
= −ẑ Ṙ(z),〈

ξ(r′)∇rξ
〉
= ∇r R

(
|r − r′|

)
= ẑ Ṙ(z), and〈

∇rξ∇r′ξ
〉
= ∇∇′ R(|r − r′|) = −

[
Ṙ

z
I + ẑ ⊗ ẑ

(
R̈− Ṙ

z

)]
,

where the overdot indicates differentiation with respect to z, and I is the identity tensor.



CHAPTER 3. RANDOM SUPERFLUID DENSITY AND Λ 48

Then averaging Eq. 3.18 gives:

〈
M1(r)G(r − r′)M1(r

′)
〉
〈h(r′)〉 = 2Λ2eik·r

′
{[

A(z) + 2k2R(z)δ(z)
]
h

−
[
B(z) + 2iṘ(z)δ(z)

](
k ⊗ h− h⊗ k

)
ẑ − C(z)h

(
ẑ ⊗ ẑ

)}
, (3.19)

with the scalars A,B, and C given by:

A(z) = 2k2
[
Ṙ(z)Λ2G(z)

(
Λ−1 + z−1

)
−R(z)G(z)

]
,

B(z) = 2i
[
R̈(z)Λ2G(z)

(
Λ−1 + z−1

)
− Ṙ(z)G(z)

]
, and

C(z) = 2Λ2k2Ṙ(z)G(z)
(
Λ−1 + z−1

)
.

The final stage in evaluating Eq. 3.14 is to perform the integral over r′. We first change
variables from r′ to z, then integrate over the orientation of z. Using the relations∫

dẑ e−ik·z = 4π
sin(kz)
kz

≡ F (k, z),∫
dẑ ẑ e−ik·z = k̂

i

z
∂kF, and∫

dẑ ẑ ⊗ ẑ e−ik·z =
−1

z2

[
∂kF

k
I + k̂ ⊗ k̂

(
∂2
kF − ∂kF

k

)]
,

(3.20)

we find that Eq. 3.14 evaluates to:

∫
dr′
〈
M1(r)G(r − r′)M1(r

′)
〉
〈h(r′)〉 =

4Λ2k2eik·r
{
[X +R(0)] h+ Y k̂(h · k̂)

}
. (3.21)
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The functions X and Y are given by:

X(k) =

∫ ∞

0

dz G(z)

{
Λ2
(
Λ−1 + z−1

)[
Ṙ
(
z2F + k−1∂kF

)
− R̈zk−1∂kF

]
+ Ṙzk−1∂kF −Rz2F

}
,

Y (k) =

∫ ∞

0

dz G(z)

{
Λ2
(
Λ−1+z−1

)[
R̈zk−1∂kF+Ṙ

(
∂2
kF−k−1∂kF

)]
−Ṙzk−1∂kF

}
.

(3.22)

We require the average magnetic field to have ∇·h = 0, which means that k · h = 0. We
now collect our results from Eqs. 3.13 and 3.21, and insert them into Eq. 3.11:

h eik·r
[
1 + Λ2k2

(
1− 3R(0)− 4X

)]
= 0. (3.23)

We are interested in solutions consistent with Meissner screening, so we require that k be
positive and purely imaginary. Then the field decays on a length scale λeff =

i
k
, which we

identify as the experimentally measured penetration depth. To calculate λeff, we will solve
the equation:

λ2
eff

Λ2
= 1− 3R(0)− 4X. (3.24)

Inserting k = i
λeff

into our equation for X , we get:

X = 4π

∫ ∞

0

dz G(z)sinh
(

z

λeff

){
Λ2
(
Λ−1 + z−1

)[
Ṙλeff z

−1
(
z2 + λ2

eff
)
− R̈λ3

eff

]
+ Ṙλ3

eff −Rzλeff

}
+ 4π

∫ ∞

0

dz G(z)cosh
(

z

λeff

){
Λ2
(
Λ−1 + z−1

)[
−Ṙλ2

eff + R̈zλ2
eff

]
− Ṙzλ2

eff

}
. (3.25)

Valid solutions for λeff will require the integral for X to converge and Eq. 3.24 to have so-
lutions.
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3.3.2 Correlation Function

A full solution of the disorder–averaged magnetic field, 〈h〉, requires knowledge of the cor-
relation function R(z) and hence requires not only a detailed knowledge of the compo-
sition, structure, and disorder of the sample, but also a microscopic model to locally de-
termine the superconducting properties from that structure. Without guidance from mi-
croscopic calculations, we will use the Matérn one–parameter family of correlation func-
tions[66] to tune the smoothness, as well as the magnitude and correlation length, of the
penetration depth fluctuations. Handcock and Wallis [67] parametrize the Matérn class of
covariance functions as:

R(z) =
R(0)

2ν−1Γ(ν)

(
2
√
ν
z

l

)ν
Kν

(
2
√
ν
z

l

)
, (3.26)

whereKν is amodified Bessel function of the second kind andΓ(z) is the Gamma function.
The intercept at zero separation is the normalized variance of the penetrationdepth,R(0) =

σ2
λ/ 〈λ〉

2 = (〈λ2〉−〈λ〉2)/ 〈λ〉2, and quantifies themagnitude of the inhomogeneity inλ(r).
The correlation length, l, controls the size of the fluctuations in λ(r). The parameter ν
controls the smoothness of λ(r). Larger ν gives a smoother random field, since it is dνe−1

times mean squared differentiable, where d·e is the ceiling function.[67]
Two members of the family deserve specific mention. When ν = 1/2, Eq. 3.26 re-

duces to the exponential correlation function, R(z) = R(0) exp
(
−z

√
2/l
)
, which is the

correlation function of a Markov process in one dimension. The integrals forX in Eq. 3.25
diverge when R(z) ∝ e−z, making the case ν = 1/2 invalid. In the limit where ν → ∞,
R(z) → R(0) exp(−z2/l2), which is labeled the squared exponential correlation function,
to prevent confusion with the Gaussian probability distribution. This correlation function
gives the smoothest possible λ(r) that can be described within the Matérn covariance fam-
ily.

3.3.3 Squared Exponential Correlations

We now consider the case of squared exponential correlations, R(z) = R(0) e−z2/l2 . In
Fig. 3.1 we plot four realizations of a normally distributed penetration depth with squared
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Figure 3.1: Sample realizations of a random penetration depth reveal the influence of the
correlation length, l, and variance,R(0). The variance,R(0) = 〈λ2〉 / 〈λ〉2−1, controls the
width the penetration depth distribution, and the correlation length establishes the char-
acteristic length over which λ(r) changes.

exponential correlations, illustrating the effect of the two parameters l and R(0) on λ(r).
Evaluating Eq. 3.25 gives:

X = −R(0)

∫ ∞

0

dz e−z/Λe−z2/l2sinh
(

z

λeff

)
λeff

Λ2

[(
1 + 2Λ2

l2

)
+ 2 z

Λ

l2

] (
1 + 2

λ2
eff
l2

)
+ 2R(0)

∫ ∞

0

dz e−z/Λe−z2/2l2cosh
(

z

λeff

)
λ2

eff

Λ2

[
z
1

l2
(
1 + 2 Λ2

l2

)
+ 2 z2

Λ

l4

]
. (3.27)
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All of these integrals converge, so we evaluate X as:

X = R(0)
2λ2

eff

l2

+R(0)
λeff

√
π

4l3Λ2

{(
l4 − 2l2Λλeff + 4Λ2λ2

eff

)
exp

[
l2

4

(
1

Λ
+

1

λeff

)2
]
erfc

[
l

2

(
1

Λ
+

1

λeff

)]

−
(
l4 + 2l2Λλeff + 4Λ2λ2

eff

)
exp

[
l2

4

(
1

Λ
− 1

λeff

)2
]
erfc

[
l

2

(
1

Λ
− 1

λeff

)]}
. (3.28)

After inserting Eq. 3.28 into Eq. 3.24, we solve for λeff over three decades in the corre-
lation length, l, and in the disorder variance, R(0) (Fig. 3.2). At large correlation length
the effective penetration depth is larger than the average value, representing suppressed
Meissner screening. Conversely, at small correlation length the effective penetration depth
is smaller than the average, indicating enhanced screening. The separatrix, where λeff = Λ

for all values of R(0), occurs near l = 1.643Λ. Note that the system is not symmetric
about the separatrix, although it becomes more symmetric as R(0) → 1. This is true
for both linear and logarithmic spacing around the separatrix. In other words, neither
|λeff(ls + ∆l) − 〈λ〉 | = |λeff(ls − ∆l) − 〈λ〉 | nor |λeff(als) − 〈λ〉 | = |λeff(ls/a) − 〈λ〉 |
are true, where ls denotes the separatrix, and a is an arbitrary positive real number. As
expected, λeff → Λ as R(0) → 0. Yet even at small disorder, λeff has variations on the one
percent scale, shown by the contours in Fig. 3.2. As we will discuss below, sub–percent
variations of λeff could be significant in the context of a typical measurement of ∆λ(T ).

The trends in λeff can also be seen in Fig. 3.3, where we plot λeff/Λ vs. R(0) at fixed
correlation length. All three curves taper toλeff = Λ as themagnitude of disorder decreases.
At large correlation length, in this case l = 10Λ, λeff increases by ten percent whenR(0) =

0.02. The effect at small correlation is more modest, but still reaches nearly ten percent by
the time R(0) = 0.1 when l = 0.1Λ.

The penetration depth has a temperature dependence that it inherits from the under-
lying disordered superconducting state. It is natural to expect that R(0) and l will have
a temperature dependence of their own, which will create a temperature–induced change
in λeff. This change contributes to any measurement of λ(T ), but is not related to the gap
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structure in momentum space, because it arises from the spatial arrangement of the super-
conducting state. If we neglected the spatial variation of λ we would erroneously attribute
the entire temperature dependence to the order parameter.

R(0) = σ2
λ/〈λ〉2

l

〈λ〉
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Figure 3.2: The effective penetration depth is a strong function of the parameters that char-
acterize the distribution of local penetration depths. Here we show the value of λeff as the
correlation length, l, and variance, R(0), run across three orders of magnitude. This figure
considers the case of squared exponential correlations in the penetration depth; a differ-
ent case is shown in Fig. 3.4. The most important features of this color plot are the range
of λeff/ 〈λ〉 and the appearance of values both above and below 1. The calculation is valid
when R(0) � 1, but we show the region with R(0) > 0.1 to emphasize the trends seen.
Any temperature dependence in l or R(0) will contribute to λ(T ). This temperature de-
pendence is not accounted for by the superconducting gap.

3.3.4 General Matérn Correlations

To understand the impact of the smoothness of λ(r) on the measured penetration depth,
λeff, we now consider the general case of Matérn covariance. Recall that the parameter ν
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Figure 3.3: The screening can either be enhanced (λeff < 〈λ〉) or suppressed (λeff > 〈λ〉),
depending on the correlation length. The curves for l = 0.1 〈λ〉 and l = 0.01 〈λ〉 overlap.

controls the smoothness of the penetration depth. With the correlation function defined
by Eq. 3.26, we evaluate Eq. 3.25:

X = − R(0)

2ν−1Γ(ν)

∫ ∞

0

dz e−z/Λ sinh
(

z

λeff

)
λeff

Λ2l4

[
l4
(
2
√
ν
z

l

)ν
Kν

(
2
√
ν
z

l

)
+ 4νl2

(
Λ2 + Λz + λ2

eff
) (

2
√
ν
z

l

)ν−1

Kν−1

(
2
√
ν
z

l

)
+ 16ν2λ2
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These integrals can be evaluated using equation 6.621.3 in Gradshteyn and Ryzhik:[68]

∫ ∞

0

xµ−1e−αxKν(βx)dx =

√
π

(2β)ν

(α + β)µ+ν

Γ(µ+ ν)Γ(µ− ν)

Γ(µ+ 1
2
)

2F1

(
µ+ ν, ν + 1

2
;µ+ 1

2
;
α− β

α + β

)
, (3.30)

which requires Reµ > |Re ν| and Re (α + β) > 0. The function 2F1(a, b; c; z) is Gauss’
hypergeometric function. Using the integral in Eq. 3.30 to evaluate Eq. 3.29, we find the
constraints

ν >
3

2
and

λeff

Λ
>

l

l + 2Λ
√
ν
. (3.31)

The full solution for X is then:
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+
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+
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, (3.32)
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where we have introduced the variables

a =
1

Λ
+

1

λeff
+

2
√
ν

l
,

b =
1

Λ
− 1

λeff
+

2
√
ν

l
,

� =
l(λeff + Λ)− 2λeffΛ

√
ν

l(λeff + Λ) + 2λeffΛ
√
ν
,

♣ =
l(Λ− λeff) + 2λeffΛ

√
ν

l(Λ− λeff)− 2λeffΛ
√
ν
,

and functions

F1(·) = 2F1(2ν − 1, ν − 1
2
; ν + 1

2
; ·),

F2(·) = 2F1(2ν, ν − 1
2
; ν + 3

2
; ·),

F3(·) = 2F1(2ν + 1, ν + 1
2
; ν + 3

2
; ·),

F4(·) = 2F1(2ν − 3, ν − 3
2
; ν − 1

2
; ·),

F5(·) = 2F1(2ν − 2, ν − 3
2
; ν + 1

2
; ·), and

F6(·) = 2F1(2ν − 1, ν − 3
2
; ν + 3

2
; ·).

Inserting this expression forX into Eq. 3.24, we can solve for λeff after choosing a value
for the smoothness parameter ν. In Fig. 3.4, we have chosen ν = 2, close to the lower bound
of 3

2
required for convergence of X . The results are almost identical to the case of squared

exponential correlations (Fig. 3.2); evidently λeff is not much affected by changes in the
smoothness of λ(r) for the Matérn family of correlation functions. The qualitative features
of interest to us are still present: there are regions of enhanced screening and regions of
suppressed screening, the effect grows on increasing the variance of λ(r), and changes in
λeff at the one percent level persist down to small disorder. Quantitatively, the results in
Figs. 3.2 and 3.4 differ by five percent in the region near l = 1 and R(0) = 1, where the
difference is largest.
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R(0) = σ2
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Figure 3.4: The effective penetration depth for Matérn correlations when ν = 2 (shown
here) has strong similarities to Fig. 3.2, which represents the limiting case where ν → ∞.
These similarities imply that the smoothness of the random penetration depth does not
strongly affect λeff.

3.4 Discussion

The measured λ(T ) in a non–uniform superconductor will be determined by both the mo-
mentum space gap structure and the real space variations of the penetration depth. We cal-
culate the influence of spatial fluctuations in the penetration depth by solving the stochastic
London equation in the limit of small fluctuations. This gives an equation (Eq. 3.24) for the
disorder–averaged magnetic field in terms of the penetration depth correlation function.
We then solve this equation for two example correlation functions to find λeff, the decay
length of the disorder–averaged field, which we identify as the penetration depth measured
experimentally. We find that λeff can be either smaller or larger than the average penetra-
tion depth, depending on the correlation length of λ. More importantly, the variance and
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correlation length of λ will likely change with temperature, endowing the experimentally
measured penetration depth with temperature dependence that is unrelated to the super-
conducting order parameter.

This work shows that there can be a disorder–induced change of the penetration depth
that is not caused by the structure of the superconducting gap inmomentum space. Rather,
it reflects the real space variations of the order parameter. An interpretation that assumed
a spatially uniform penetration depth would infer a larger modulation of ∆(k) than truly
exists. Because∆(k) is the starting point for investigations of the mechanism of the super-
conductor, this omission could lead us astray when we seek to determine the underlying
mechanism.

How significant is the effect of disorder–induced change in the penetration depth, given
that λeff/ 〈λ〉 approaches 1 over a large segment of the R(0)-l plane? Modern measure-
ments can routinely resolve sub–nanometer changes in the penetration depth; [6, 10, 60] in
cuprates and pnictides the penetration depth is approximately 200 nm, and a 1 nm change
in λ yields ∆λ

λ
of 0.5% — making even small changes in λeff/ 〈λ〉 potentially significant.

Two issues are worth emphasizing. First, we have made no assumption about the dis-
tribution of λ(r), i.e., whether it is normally distributed or follows a different probability
distribution. However, the calculation presented here only extends to second order, and
any non–normality only enters at third order and above. Second, λeff has a complicated
dependence on the correlation function R(z), and we know neither its functional form
nor its temperature dependence. Hence we cannot make any tidy prediction for the low-
temperature behavior of λ(T ); there is no power–law to be had.

Evenwithout perfect knowledge ofR(z), itmay be possible learnmore aboutλeff by tak-
ing advantage of the general constraints that apply to all correlation functions.[66, 69] In
particular, the strong similarities between the two cases presented here (Figs. 3.2 and 3.4)
lead us to expect qualitatively similar behavior in λeff for most possible correlation func-
tions.

Tomake a stronger statement aboutλ(T ), we need to determine the local superconduct-
ing properties of a given chemically doped and intrinsically disorderedmaterial, which nat-
urally depends on the microscopic details of the superconducting mechanism. Although it
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should be possible to extract a local penetration depth or superfluid density from numeri-
cal methods such as solving the Bogoliubov–de Gennes equations on a lattice, to the best of
our knowledge this has never been attempted. Several groups have calculated the disorder–
averaged superfluid stiffness using this approach, for both s-wave[70] and d-wave[71, 72]
models. The full temperature dependence of the disorder–averaged superfluid density can
also be calculated,[73] but is incomplete, for we have shown that the real space inhomo-
geneity of the superconducting state also contributes to the temperature dependence.

The larger message is that some measured properties of disordered superconductors
will not be determined by their disorder averages alone; inhomogeneities can affect the
measured properties in an experiment–dependent manner. For example, the heat capac-
ity will be given by the disorder average because it is additive, but we have seen that the
penetration depth is non–trivially affected by the disorder. Nonetheless, these two experi-
ments are both traditionally interpreted as measuring the same thing — the magnitude of
the single–particle gap, ∆(k).

These results give a specific example of the potential impact of spatial variation onmea-
surements of the penetration depth. With a full consideration of the impact of spatial vari-
ation on differentmeasured quantities, as well as a complete understanding of how random
chemical doping gives rise to a non–uniform superconducting state, we will be able to in-
tegrate a complete account of the effects of disorder into our understanding of unconven-
tional superconductivity.
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Chapter 4

Designing Disordered Dot Arrays

In this chapter I will describe how we make disordered dot arrays. Not the fabrication,
which is covered in Chapter 5, but rather the process of determining target dot positions.
We begin with an undisturbed two–dimensional Bravais lattice, with the position of each
dot given by r = na+mb, where a and b are Bravais lattice vectors and n and m are two
integers. All of the examples in this chapter are square lattices, where a = ax̂ and b = aŷ,
but everything should be general. For a finite array I can define a single integer to index the
entire array. So we restrict n andm to the sets {0 . . . N−1} and {0 . . .M−1}, respectively.
Then there are NxMdots in the array, and we can index all of them by defining i = n+Nm.

To add disorder to an array, I’ll generate two sets of random variables, {Xi} and {Yi},
which are the x and y displacements of each dot from its undisturbed lattice position. The
x and y displacements are independent from each other, although there certainly can be
correlations within each set. The correlation structure of the displacements will control the
lattice morphology and hence, the superconductivity.

4.1 Random Variables

It’s a beautiful day outside, so we’re in the lab, measuring two things as voltage signals. One
is averaging to 1V,with 0.3Vof noise. Theother averages at -0.3V,with 0.5Vof noise. Since
our next experiment is tomeasure the sum of these two signals, what will the new signal be?
One approach is to say you have two variables, x and y, with their own probability density

60
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functions, f(x) and f(y). Then we need to find f(x+ y), which I think is the convolution
of f(x)with f(y), provided x and y are independent. But then we need a function for f(x)
and f(y). We could assume the noise is Gaussian and do the integral, although real noise
is almost never Gaussian.

The other approach is to say that each signal is represented by a random variable, X or
Y . We already know the mean and sample standard deviation for each one. The average
value of the new signal is 0.7 V, but to derive that using random variables we use the ex-
pectation operator, which is linear. So we get 〈X + Y 〉 = 〈X〉 + 〈Y 〉 = 0.7 V, as expected.
Typically the expectation operator is denoted as E[·], but I’ve used 〈·〉 for consistency with
Chapter 3 and typical physics convention.

To talk about the noise on the new signal, I need to introduce two new operators, the
variance and covariance. The covariance of two random variables is defined as:

Cov(X,Y ) ≡ 〈(X − 〈X〉) (Y − 〈Y 〉)〉 . (4.1)

Linearity of the expectation operator lets us simplify to:

Cov(X,Y ) = 〈XY 〉 − 〈X〉 〈Y 〉 . (4.2)

The variance of a random variable is just its covariance with itself, or:

Var(X) ≡ Cov(X,X) , (4.3)

which leads us to the familiar expression:

Var(X) =
〈
X2
〉
− 〈X〉2 . (4.4)

The variance is often denoted as σ2, which is to say that the standard deviation (σ) is the
square root of the variance.

What I earlier described as just “the noise” was the sample standard deviation. Then
Var(X) = (0.3 V)2 andVar(Y ) = (0.5 V)2, or vice versa. We can easily calculate the variance
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of the new signal:

Var(X + Y ) =
〈
(X + Y )2

〉
− (〈X + Y 〉)2

=
〈
X2 + Y 2 + 2XY

〉
−
(
〈X〉2 + 〈Y 〉2 + 2 〈X〉 〈Y 〉

)
= Var(X) + Var(Y ) + 2Cov(X,Y ) .

(4.5)

If the two signals are uncorrelated, Cov(X,Y ) = 0, and the variances add. Assuming that,
then we find that the noise in the new sample is:

σx+y =
√

Var(X + Y )

=
√

Var(X) + Var(Y )

= 0.6 V,

(4.6)

to one significant figure. This is the reasoning behind the laboratory maxim that “noise
sources add in quadrature”, since different noise sources are usually uncorrelated. Two
things to remember are that we did not need to assume anything about the distribution
of the noise in our two voltage measurements, and we also did not need to assume inde-
pendence. We only had to assume the measurements are uncorrelated, which is a weaker
statement.

4.2 Correlations

I’ve stated that the correlation structure of the displacements {Xi} and {Yi} will deter-
mine what the disordered lattice looks like. This can be seen in Fig. 4.1, which shows three
different disordered arrays, each with different correlation structure. To make “correlation
structure” more precise, we need to define the correlation function. For a discrete set of
random variables, like the set of x displacements {Xi}, the correlation function is defined
as:

R(i, j) = Cov(Xi, Xj)

=

〈(
Xi − 〈Xi〉

)(
Xj − 〈Xj〉

)〉
.

(4.7)
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Figure 4.1: Three example disordered dot arrays. The obvious differences in morphology
are due to different statistical correlations in the displacements used to create disorder.

The set {Xi} is defined on a lattice, but we can also consider, like in Section 3.2, a random
function of a continuously–variable position (a random field). In this case the correlation
function is defined as:

R(r, r′) = Cov(ξ(r), ξ(r′))

=

〈(
ξ(r)− 〈ξ(r)〉

)(
ξ(r′)− 〈ξ(r′)〉

)〉
.

(4.8)

A stationary randomprocess has no special origin, so the correlation function depends only
on the difference, r − r′. This also implies that the mean and variance are independent of
position as well. In addition to stationarity, I’m going to require that the displacements also
be isotropic, meaning the correlation function only depends on the distance between two
points, denoted z = |r − r′|. With the two restrictions of stationary and isotropic, we can
say generically that the correlation function has a maximum at z = 0, where it equals the
variance of the process (R(0) = σ2), and obeys the inequality |R(z)| 6 R(0).[63]

The displacements are a discrete set of random variables defined on a lattice, so the cor-
relation function has the formR(i, j), as in Eq. 4.7. Because I’ve restricted this to stationary
and isotropic displacements, we can use R(z) by considering z to be the distance between
lattice sites i and j.

If we want the displacements to be uncorrelated between sites, the correlation function
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will simply be a delta function weighted by the variance. To pick a correlation function,
I’m going to make the same choice as I did in Section 3.3.2, and use the Matérn family of
covariance functions, defined in Eq. 3.26 as:

R(z) =
R(0)

2ν−1Γ(ν)

(
2
√
ν
z

l

)ν
Kν

(
2
√
ν
z

l

)
, (4.9)

where ν > 0, Kν is a modified Bessel function of the second kind and Γ(z) is the Gamma
function. The motivation for the choice is the same as before: the Matérn family has an ad-
ditional parameter that controls the smoothness of the disorder. We can get some sense of
the effect of this third parameter in Fig. 4.2, which plotsR(z) curves for several values of ν,
as well as showing a realization of a random field with ν = 1/2 and ν → ∞. (As a practical
matter, a ν of 10 or more is tough to distinguish from this limiting case.) You can see that
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Figure 4.2: Illustrating the effect of the Matérn smoothness parameter on a random field.
(a) Plot of the covariance function, Eq. 4.9, for several values of the smoothness parameter
ν. (b) An example random field in the limiting case ν → ∞. (c) An example random field
when ν = 1/2.
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the two realizations are very different in appearance, showing the effect of ν. We can under-
stand this by invoking the Wiener–Khinchin theorem, which states that for any stationary
random process, the Fourier transform of its correlation function is the power spectrum
of fluctuations.[64] In the plot, you can see that smaller values of ν develop a cusp in R(z)

near 0. This will create higher frequency components in the Fourier transform, leading to
the spiky appearance. Loosely speaking, decreasing ν tunes from a very correlated to an
uncorrelated random process. A random field must be a continuous function of position,
so it cannot be truly uncorrelated. The dot displacements I’m constructing here live on a
discrete lattice and become uncorrelated when ν goes to 0. This is why the difference be-
tween the continuous calculations and the discrete implementation becomes important at
small ν, as in Section 4.5.2.

The form of Eq. 4.9 is a little strange, since ν appears in the argument to the Bessel func-
tion. The motivation for this parameterization of the Matérn family (it’s not the only one)
is that the integral ofR(z) over the two–dimensional plane is πl2R(0), regardless of ν. The
importance of this is...something. As I mentioned, the Wiener–Khinchin theorem relates
the correlation function to the spectral content of fluctuations. Because the normalization
fixes the area under the curve of the correlation function, the dc component of the spectral
density is always πl2R(0). I’m not sure what to make of that. Perhaps it could define the
correlation length l.

To recap, we choose a lattice geometry and periodicity. Then we choose a correlation
function, either Matérn or uncorrelated. For Matérn we choose R(0), l, and ν; while for
uncorrelated we only choose R(0). Then we generate two independent sets of normally–
distributed random numbers, {Xi} and {Yi}, both of which have the chosen correlation
structure. These random numbers serve as the displacement of each dot position from its
original location, creating a disordered lattice.

Three example arrays are shown in Fig. 4.3. All are based on a square lattice with 500
nm period; the section displayed is 30 μm by 15 μm. The magnitude of disorder, or std(X)

and std(Y ), is 150 nm for each example. Furthermore, the correlation length is 2 μm in
each case. What differs is the smoothness parameter ν, which is 10, 2, and 1 from top to
bottom.

The next two sections go into the details of how we can generate the displacements.
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Figure 4.3: The effect of the Matérn smoothness parameter on the resulting dot arrays. At
left are 30 μm by 15 μm sections of three dot arrays, ν = 10, 2, and 1 from top to bottom.
At right is a histogram of the distance between nearest neighbor dots for each of the three
arrays.

After that, I’ll describe several different ways to characterize the resulting array, including
the nearest neighbor distance shown in Fig. 4.3.

4.3 Generating Correlated Random Numbers

This section answers two related questions:

1. How do I generate random variables with a specified distribution and correlation
function?

2. Given a set of random variables, what are the statistics of some function or weighted
average of them?
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Consider a set of independent and identically distributed random variables {Gi}. The
index i is a position on a one-dimensional line, but the results generalize to higher dimen-
sions. Define Xi as a weighted sum of the Gi:

Xi ≡
∑
j

ai−jGj. (4.10)

It’s easy to see that
〈Xi〉 = 〈G〉

∑
j

aj (4.11)

for all i. The {Xi} are stationary, because they are defined as a convolution of a set of inde-
pendent and identically distributed random variables. Isotropy requires some symmetries
among the ai, but we’ll take that for granted. To calculate the correlation function,

R(l) =
〈(
Xl+i − 〈Xl+i〉

)(
Xi − 〈Xi〉

)〉
, (4.12)

we insert Eq. 4.10 into Eq. 4.12 and simplify:

R(l) =

〈(∑
j

al+i−j (Gj − 〈Gj〉)

)(∑
w

ai−w (Gw − 〈Gw〉)

)〉
=

∑
j,w

al+i−jai−w 〈(Gj − 〈Gj〉) (Gw − 〈Gw〉)〉

= σ2
G

∑
w

al+waw. (4.13)

The last line follows from the independence of the {Xi} and the definition of the variance,
so that:

〈(Gj − 〈Gj〉) (Gw − 〈Gw〉)〉 = σ2
Gδj,w. (4.14)

So we see that the correlation function of Xi is proportional to the self convolution of the
filter kernel (aj), provided it has inversion symmetry (aj = a−j). Then we can use the
convolution theorem to construct a filter kernel which will give an Xi with the desired
correlation function. For a continuous random variable with desired correlation function
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given by R(z), the required filter kernel is:

a = F−1

[√
F
[
R(z)

]]
, (4.15)

where F ,F−1 is the Fourier transform and its inverse. To completely specify the proba-
bility distribution of Xi, we need to determine all of its statistical moments in terms of the
corresponding moments of the Gj . This is easiest to do with the characteristic function.

4.3.1 The Characteristic Function

For any random variable G, the characteristic function of G is defined as:

ϕG(t) ≡
〈
eitG
〉
. (4.16)

The exponential of a random variable is defined as a power series:

eitG = 1 + itG+
(it)2

2
G2 + ... (4.17)

We see that the power-series coefficients of ϕG(t) are just the statistical moments of G.
Specifically, the k-thmoment ofG is proportional to the k-th derivative of the characteristic
function: 〈

Gk
〉
= (−i)k

dk

dtk
ϕG(t)

∣∣∣∣
t=0

. (4.18)

IfG is a continuous random variable, the characteristic function turns out to be the Fourier
transform of the probability distribution:

ϕG(t) =
〈
eitG
〉
=

∫
dg eitgPG(g), (4.19)

where PG(g) is the probability density function of G.
From the definitions, Eq. 4.16 and Eq. 4.10, it’s clear that the characteristic function of

X is:
ϕX(t) =

∏
i

ϕG(ait), (4.20)
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because the {Gi} are independent and identically distributed. While this is complete and
correct, it’s pretty useless. To calculate the variance of X we would need to take a second
derivative of a product of many power series, and so on. It helps to introduce an alternate
set of statistical moments, the cumulants. Where the moments

〈
Gk
〉
are the power-series

coefficients of ϕG(t), the cumulants
〈〈
Gk
〉〉

are the power-series coefficients of lnϕG(t).
Or:

lnϕG(t) ≡
∞∑
k=1

〈〈
Gk
〉〉 (it)k

k!
. (4.21)

The cumulants are linear combinations of the moments, which you can see by equating
Eq. 4.16 and the exponential of Eq. 4.21, and manipulating the power series. The only
important ones to know are that the first cumulant is the mean, and the second cumulant
is the variance.

More importantly for us, we can combine Eq. 4.20 and Eq. 4.21 to see that:

lnϕX(t) =
∑
j

lnϕGj
(ajt)

=
∑
j

∑
k

〈〈
Gk

j

〉〉 (iajt)k
k!

. (4.22)

After changing the order of summation, we find:

〈〈
Xk
〉〉

=
〈〈
Gk
〉〉∑

i

aki . (4.23)

Which indirectly specifies the probability distribution ofX . It tells us everything we could
want to know aboutX , but getting back to a probability density function won’t be easy. An
important special case is when the Gi are normally distributed. The normal distribution
has only two non–zero cumulants, the mean and variance. In this case, X is also normally
distributed. This is an extension of themore familiar knowledge that the sumof two normal
random variables is also normally distributed.

Now we know how to make the displacements. Generate independent normally dis-
tributed numbers for each lattice site, and filter with the appropriate filter kernel. I’ve cho-
sen to normalize the filter kernel so that the variance ofX matches that ofG, Eq. 4.23 when



CHAPTER 4. DESIGNING DISORDERED DOT ARRAYS 70

k = 2. Thismakes it easy to specify the standard deviation of the displacements, which is the
knob we use to control the amount of disorder in the lattice. Although the standard devia-
tion of the displacements may not be the best way to parametrize the “amount of disorder”
in the lattice, see Section 4.5.

One final note is that if we generate a set of correlated displacements for a given lattice,
the histogramof those displacementswon’t actually beGaussian. It will bemissing events in
the tails, which makes intuitive sense, because to get a filtered variable with a high z–score
would requiremany of the original independent variables in that area to have large z–scores.
The fancy way to say it is that this method of generating correlated random variables is
non–ergodic. But if we look at any given lattice site over many realizations of disorder, that
will have a Gaussian distribution.

4.4 Matérn Derivations

Back in Section 3.3.2 I mentioned two special cases of theMatérn covariance functions, ν =
1/2, whereR(z) = R(0) exp

(
−z

√
2/l
)
and ν → ∞, whereR(z) → R(0) exp(−z2/l2). To

derive both of these results, we look up an integral representation of Kν , equation 8.432.5
in [68]:

Kν(z) =
Γ(ν + 1

2
)(2z)ν

√
π

∫ ∞

0

cos tdt
(t2 + z2)ν+1/2

, (4.24)

which requires ν > −1/2 and z > 0 for z, ν ∈ R. TheBesselKν(z) diverge as z−ν as z → 0,
except K0 which diverges logarithmically. Plugging Eq. 4.24 into Eq. 4.9 and simplifying,
we get:

R(z)

R(0)
=

Γ(ν + 1
2
)

Γ(ν)

22ν+1

√
π

νν
(z
l

)2ν ∫ ∞

0

cos tdt(
t2 + 4ν z2

l2

)ν+1/2
. (4.25)

We nowmake the perhaps–suggestive substitution t = zk and simplify considerably to get:

R(z)

R(0)
=

Γ(ν + 1
2
)

Γ(ν)
√
ν

l√
π

∫ ∞

0

cos(zk)dk(
1 + k2l2

4ν

)ν+1/2
. (4.26)
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4.4.1 Exponential

When we set ν = 1/2, the integral in Eq. 4.26 becomes:∫ ∞

0

cos(zk)dk
1 + k2l2

2

=
π

l
√
2
e−z

√
2/l, (4.27)

and we find that:
R(z) = R(0)e−z

√
2/l. (4.28)

4.4.2 Squared Exponential

In the limit that ν → ∞,

lim
ν→∞

(
1 +

k2l2

4ν

)−ν−1/2

= e−k2l2/4, (4.29)

which comes from a definition of the exponential function. Then the integral in Eq. 4.26
becomes: ∫ ∞

0

e−k2l2/4 cos(zk)dk =

√
π

l
e−z2/l2 . (4.30)

We also need to know that:
lim
ν→∞

Γ(ν + 1
2
)

Γ(ν)
√
ν

= 1, (4.31)

which comes from the Stirling series. Putting these together, we find that:

lim
ν→∞

R(z) = R(0)e−z2/l2 , (4.32)

as promised.

4.4.3 Spectral Function

Recall from Section 4.2 that the spectral density of fluctuations is the Fourier transform of
the correlation function. In this chapter we care about two dimensions. So let’s calculate
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the spectral density of fluctuations, cleverly denoted R(k), for the Matérn family.

R(k) =

∫
dze−ik·zR(z). (4.33)

Since the correlation function doesn’t depend on the angle of r, we can perform the angular
integral: ∫ 2π

0

dθe−ikz cos θ = 2πJ0(kz), (4.34)

to get:
R(k)

R(0)
=

4π

Γ(ν)

(√
ν

l

)ν ∫ ∞

0

zν+1Kν

(
2
√
ν
z

l

)
J0(kz)dz. (4.35)

The integral can be done, and we end up with:

R(k) = R(0)πl2
(
1 +

k2l2

4ν

)−(ν+1)

. (4.36)

In the limit that ν → ∞, R(k) → R(0)πl2 exp(−k2l2/4), which we can find from taking
the limit in Eq. 4.36 or directly Fourier transforming Eq. 4.32.

4.4.4 Filter Kernel

In Section 4.3 we found that we can create a set of correlated random variables by filtering
a set of uncorrelated variables. The filter kernel is determined by the desired correlation
function according to Eq. 4.15, which in two dimensions takes the form:

aν(r) =

∫
dk
4π2

√
R(k)eik·z. (4.37)

Of course, R(k) only depends on the magnitude of k, so we can perform the angular inte-
gral: ∫ 2π

0

dθeikz cos θ = 2πJ0(kz), (4.38)

so that:
aν(z) =

∫ ∞

0

dk
2π

k
√
R(k)J0(kz). (4.39)
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The limiting case of squared exponential correlations is more straightforward, so we
start by evaluating:

aν→∞(z) =
l

2
√
π

√
R(0)

∫ ∞

0

kJ0(kz)e
−k2l2/8dk

=
2

l
√
π

√
R(0)e−2z2/l2 . (4.40)

And we can easily check that

2π

∫ ∞

0

z a2ν→∞(z)dz = R(0). (4.41)

In the general case, the integral is:

aν(z) =
l

2
√
π

√
R(0)

∫ ∞

0

k

(
1 +

k2l2

4ν

)−ν+1
2

J0(kz)dk, (4.42)

which evaluates to:

aν(z) =
2

l
√
π

ν(ν+3)/4

Γ(ν+1
2
)

√
R(0)

(z
l

)−(1−ν)/2

K1−ν
2

(
2
√
ν
z

l

)
. (4.43)

We can evaluate the z = 0 intercept separately:

aν(0) =
l

2
√
π

√
R(0)

∫ ∞

0

k

(
1 +

k2l2

4ν

)−ν+1
2

dk, (4.44)

to get:

aν(0) =
2

l
√
π

ν

ν − 1

√
R(0), (4.45)

provided ν > 1. For 0 < ν 6 1, aν(z) diverges as z goes to 0 from the right.

4.5 Array Structure and Superconductivity

The problem with the preceding sections is that there is nothing interesting about the dis-
placement of a dot from a fictive lattice position. The physically meaningful quantity is the
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Josephson coupling between dots, which is some function of the distance between them.
Because the physics is driven by the nearest neighbor couplings, it makes sense to split the
analysis into the nearest neighbor distances and everything else. For this reason, the best
measure of the degree of disorder in the array is not the variance of the displacements,R(0),
but probably the variance of the Josephson coupling between neighboring niobium islands.
This quantity, in turn, will be related to the distribution of nearest neighbor distances.

This section will relate the displacements ({Xi} and {Yi}) to other quantities that char-
acterize the disorder of the array, and are hopefully more relevant to the superconductivity.
I’ll start by determining the distance between pairs of dots when the two are nearest neigh-
bors in the reference lattice, Section 4.5.1.

A key focus of future work will be addressing the effect of any long–range structure
in the disorder on the inhomogeneous superconducting state. For example, by tuning the
correlation length or by adjusting the smoothness parameter ν. This will require matching
the local disorder across samples with different displacement correlations. To do this we
can change the displacement magnitude (R(0)) and possibly the initial lattice constant in
order to create arrays with matching nearest neighbor distance histograms, discussed in
Section 4.5.2.

4.5.1 Nearest Neighbor Distance

Define the random variable Di to be the distance between dots i and i + 1. The right edge
cases, DN−1 and so on, are undefined. The situation is sketched in Fig. 4.4, showing two
red dots and their respective lattice positions as tan crosses. The x and y displacements are
also indicated. From the diagram, the bond distance is defined as:

Di =

√
(a+Xi+1 −Xi)

2 + (Yi+1 − Yi)
2. (4.46)

As defined, the {Di} only cover the “horizontal” bonds. The vertical bonds, for instance the
distance between dots i and i+N , have the roles ofX and Y interchanged. The statistics of
the two sets of bonds will be identical, because the x and y displacements are independent
and identically distributed.

Unfortunately, there’s no straightforward way to evaluate the mean or variance of Di,
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a

Xi

Xi+1

Yi

Yi+1

Figure 4.4: A diagram showing the position of two dots (red) and their original lattice po-
sitions (tan crosses). The displacements X and Y are indicated.

due to the square root. What I’d like to have is an expression for 〈Di〉 in terms of Var(X)

and Cov(Xi+1, Xi). Inverting this expression would allow me to match the local structure
between samples with different long–range structure.

For instance, if I want two samples to have an identical spread of nearest–neighbor dis-
tances, the sample with correlations would require a largerR(0) than the uncorrelated sam-
ple. I’m going to work around this three ways. First, I’ll think about only the horizontal
separation, because it’s easy to calculate. Then we can set bounds on 〈Di〉 using Jensen’s
inequality. Finally, I can calculate it numerically in a few cases by taking advantage of the
independence of the x and y displacements, as well as their normal distribution.

Horizontal Separation

The horizontal distance between dots i and i+ 1 is:

Hi = a+Xi+1 −Xi; (4.47)

since H seems like a good name for this variable. The average horizontal distance is the
lattice period, 〈H〉 = a, which I had expected to be true for the Euclidean distance (D) as
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well. The variance is:

Var(Hi) = 2 (Var(X)− 〈Xi+1Xi〉) , or

= 2 (R(0)−R(a)) .
(4.48)

We saw in Section 4.2 that R(a) is R(0) times a number smaller than one. For a specific
example, with squared exponential correlations we have R(a) = R(0)e−a2/l2 . If my lattice
period is 500 nm and the correlation length is 5 μm, then R(a) = 0.99R(0). If I want this
sample to have the same variance of horizontal nearest neighbor separations as an uncor-
related sample (where R(a) = 0), I will have to increase R(0) by a factor of one hundred.

Bounds on 〈D〉

Jensen’s inequality relates the expectation value of a function of a random variable and the
value of the function evaluated at the expectation value of the random variable.[68] The
usual statement is that if X is a random variable and f is a convex function, then:

f(〈X〉) 6 〈f(X)〉 . (4.49)

The corollary, when f is a concave function, is:

〈f(X)〉 6 f(〈X〉). (4.50)

To apply these inequalities, note that we can write D = f(Xi+1 −Xi, Yi+1 − Yi), with
f(x, y) =

√
(a+ x)2 + y2, which is everywhere convex. Then we conclude that:

f(〈Xi+1 −Xi〉 , 〈Yi+1 − Yi〉) 6 〈D〉 , (4.51)

or 〈D〉 is greater than or equal to the lattice period. Alternately, I can define D = f(D2),
with f(x) =

√
x. This function is everywhere concave, so the inequality is:

〈D〉 6
√

a2 + 4 (Var(X)− 〈Xi+1Xi〉), (4.52)

where the quantity in the square root is simply 〈D2〉, assuming thatX and Y are identically
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distributed, so that Var(X) = Var(Y ) and 〈Xi+1Xi〉 = 〈Yi+1Yi〉. Taking that all together,
we have:

a 6 〈D〉 6
√

a2 + 4 (Var(X)− 〈Xi+1Xi〉). (4.53)

Since the variance of D is 〈D2〉 − 〈D〉2, it is bounded from below by 0, and from above by
4 (Var(X)− 〈Xi+1Xi〉).

Direct Computation

While there is not a straightforward way to evaluate 〈Di〉, there certainly is a tedious way.
We can brute–force perform the integral to evaluate the average, provided we can construct
the joint probability density function of Xi+1,Xi,Yi+1, and Yi. I’ve already chosen to make
the x and y displacements normally distributed and independent of one another. So they
each follow a bivariate normal distribution. If two random variables,X and Y , follow a bi-
variate normal distribution and both havemean zero and varianceσ2, their joint probability
density function is:

f(x, y) =
1

2πσ2
√

1− ρ2
exp

[
−(x2 + y2 − 2ρxy)

2σ2(1− ρ2)

]
, (4.54)

where ρ = Cov(X,Y ) /σ2 is the correlation coefficient. For our example, ρ = R(a)/R(0)

and σ2 = Var(X) /a2. With that defined, we can find the average nearest–neighbor dis-
tance by evaluating

〈Di〉 = a

∫∫∫∫
dxi+1dxidyi+1dyi

√
(1 + xi+1 − xi)2 + (yi+1 − yi)2

× f(xi+1, xi)f(yi+1, yi). (4.55)

I’ve made the integral dimensionless by referring all lengths to the lattice constant. I should
note that it’s not really possible to directly evaluate the integral in Eq. 4.55. Instead we
estimate 〈D〉 by Monte Carlo, by generating many bivariate normal random numbers and
averaging the calculatedD. In Table 4.1, I’ve done this for a few values of σ and ρ, as well as
calculating the standard deviation of D. Both 〈D〉 and std(D) increase with increasing σ,
while increasing ρ decreases both. As required by the inequalities in Eq. 4.53, 〈D〉 is larger
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than a. I’ve taken to calling this effect dilation, and it is less than ten percent for reasonable
values of std(D). Interestingly, std(D)/a is larger than σ for small enough correlation.

〈D〉 /a ρ
0 0.1 0.3 0.5 0.9 0.99

σ
0.01 1.000 1.000 1.000 1.000 1.000 1.000
0.1 1.010 1.009 1.007 1.005 1.001 1.000
0.3 1.096 1.086 1.066 1.046 1.009 1.001
0.5 1.282 1.253 1.195 1.136 1.025 1.003
0.9 1.832 1.762 1.614 1.452 1.086 1.008
1 1.988 1.907 1.737 1.549 1.107 1.010

std(D)/a ρ
0 0.1 0.3 0.5 0.9 0.99

σ
0.01 0.014 0.013 0.012 0.010 0.005 0.002
0.1 0.141 0.133 0.118 0.100 0.045 0.014
0.3 0.399 0.381 0.341 0.292 0.134 0.042
0.5 0.597 0.574 0.522 0.457 0.221 0.071
0.9 0.940 0.900 0.814 0.716 0.381 0.127
1 1.025 0.981 0.885 0.776 0.417 0.141

Table 4.1: The mean (upper) and standard deviation (lower) of the nearest neighbor dis-
tance, normalized by the initial lattice constant a, for several values of the standard devia-
tion (σ) and correlation coefficient (ρ) of the positional displacements. The mean of D is
always larger than 1, increasing with growing σ or decreasing ρ. The same trend holds in
the standard deviation of D.

4.5.2 Matching Local Properties

When creating the array I control the initial lattice constant, a, and the standard deviation
of the displacements, aσ. (I’ve also referred to the latter as

√
R(0) and

√
Var(X).) The

goal is to find one or more equations that determine a and σ from the desired mean and
standard deviation of D. This depends on the choice of whether or not to correct for the
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dilation.
First, if I choose to ignore the dilation the only equation needed is std(D) = fa, where

f defines the standard deviation ofD relative to the lattice constant. For convenience I will
define the dilation function N as:

aN(σ, ρ) = 〈D〉 , (4.56)

which just labels the integral in Eq. 4.55 as N . The equation to solve is:

f 2a2 =
〈
D2
〉
− 〈D〉2 ,

= a2
[
1 + 4σ2(1− ρ)

]
− a2N2,

f 2 +N2 = 1 + 4σ2(1− ρ). (4.57)

This is an implicit equation for σ, because the dilation function depends on it and ρ. With
the lattice constant set, ρ is simply a number; it has no dependence on σ or anything else.

Correcting for the dilation requires a second equation, because ρ = R(a)/R(0) de-
pends on the lattice constant. I’m assuming that the properties of the correlation function,
namely ν and l, are kept constant. Defining l in terms of a makes the dilation correction
pointless. The system to solve is:

α = 〈D〉 fα = std(D). (4.58)

Where α is the desired average nearest neighbor distance and f defines the standard devi-
ation of D relative to α. Introducing N as before, the system works out to:

α = aN (1 + f 2)N2 = 1 + 4σ2(1− ρ). (4.59)

In the special case of uncorrelated disorder (ρ = 0) the two equations decouple and there is
only one equation to solve, the other being a trivial choice of lengthscale.

As an implementation note, this is one area where continuous vs. discrete will bite you.
You expect ρ = R(a)/R(0), but it doesn’t quite work out. The true correlation between
nearest neighbor displacements ends up being a bit smaller, depending on ν. The thing to
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Figure 4.5: Three arrays similar to Fig. 4.3, after matching the local structure with std(D)/a
= 0.3. Comparing this figure to Fig. 4.3, the arrays with ν = 10 and 2 are more disordered
here, while the ν = 1 array is less disordered. This is evident both in the images at left and
in the histograms at right. This trend is consistent with the data in Table 4.1, which shows
that std(D)/a is larger than σ for small enough correlation.

do is auto–correlate the filter kernel (aν) and pick off the value at one lattice constant.
As an example, I’ve made the local structure correction for the three arrays initially

shown in Fig. 4.3, with l = 2 μm, a = 500 nm, and ν = 10, 2, and 1. The corrected arrays, set
to have f = 0.3, are shown in Fig. 4.5. When I make the dilation correction by solving the
system in Eq. 4.59, I get σ = 0.95, 0.66, and 0.24 for ν = 10, 2, and 1 respectively. In each
case the corrected lattice constant is 473 nm, so the dilation was six percent. If I skip the
dilation correction by solving Eq. 4.57, the solutions are σ = 0.85, 0.59, and 0.22 in the same
order as before.



Chapter 5

SQUIDMeasurements of Dot Arrays

5.1 Methods

Thedot arrays are niobium islands placed on a patterned gold film by electron beam lithog-
raphy. The gold film is 10 nm thick on top of a 0.4 nm titanium sticking layer, all on a
silicon substrate. The metals are patterned into a four point structure for transport mea-
surements, either by optical or electron beam lithography. Once the metals are deposited,
resist spun on, exposed, and developed. Argon ion milling is used to clean the surface in
situ before evaporating niobium onto the sample. The resulting niobium film is granular,
with 50 to 100 grains per dot. The granularity has a significant impact on the physics of
superconductivity in the arrays.[74]

I measured five of these samples. The first two samples were uniform triangular lattices
with periods of 500 and 550 nm, pictured in Fig. 5.1(d) and (e). The dots are always 260
nm diameter, so that corresponds to spacings of 240 and 290 nm, respectively. These two
samples were fabricated for transport experiments, so the gold pattern is long and skinny:
120 μm by 30 μm. Finally, there is some problem with the gold in these two samples, which
is apparent both the optical image (Fig. 5.1(d,e)) and in the superconducting properties
(Fig. 5.4(d,e)).

The next three samples were all disordered, with a 120 μm square active area. The gold
pattern also has leads for a four point pattern transport measurement, but the the square
active area is not ideal for determining the conductivity from the measured resistance. One

81
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120 μm

(a) (b) (c)

(d) (e)

Figure 5.1: Optical photographs of the five arrays. (a) The uncorrelated sample, DS1, has
dots placed randomly with a uniform density. (b) DS2 is a square lattice with correlated
disorder, correlation length 3√2 μm. (c) DS3 is also a disordered square lattice, with corre-
lation length 5√2 μm. (d) A uniform array, with dots on a triangular lattice of period 500
nm. (e) As (d), with period 550 nm. The arrays in (d) and (e) have patchy discolorations
due to some schmutz in the gold layer.

possible fix to enable combined transport and SQUID measurements would be to use the
Van der Pauw configuration.

One sample, DS1, is completely uncorrelated — dots were placed over a 150 μm square
area with a uniform random distribution. The density is equivalent to a 500 nm period
square lattice. The other two samples are disordered from a 500 nm period square lattice,
following the procedure described in Chapter 4. Both have squared exponential correla-
tions of the displacements. One, DS2, has a correlation length of 3√2 μm. The second, DS3,
has a correlation length of 5√2 μm. The √2 factor is for consistency with Chapter 4; the dis-
placements were made using a gaussian filter with equation given by a(z) ∝ exp(−z2/l2),
in contrast to Eq. 4.39, which has a(z) ∝ exp(−2z2/l2). So the resulting correlation length



CHAPTER 5. SQUID MEASUREMENTS OF DOT ARRAYS 83

is larger by √2.
As I’ve mentioned, the uniform arrays have a triangular lattice, while the disordered ar-

rays have a square lattice. Based on the previous results,[74] a triangular lattice should have
stronger superconductivity—more screening and higher Tc—than a square lattice with the
same spacing, because it has 6 nearest neighbors instead of 4. Future work (Section 5.3) will
have uniform square lattice arrays to compare against the disordered structures.

1 μm 1 μm

(a) (b)

Figure 5.2: Scanning electron microscopy images of two disordered arrays, showing that
the lithography places the dots where intended. (a) The completely uncorrelated sample,
DS1. (b) The sample with correlation length 5√2 μm, DS3. Images courtesy Jared Schwede.

Two images of the disordered dot arrays taken by scanning electron microscopy (SEM)
after the cooldown are shown in Fig. 5.2. These images confirm the lithography, that the
dots are located where we wanted them. Even better, the SEM data shows that the capaci-
tive touchdowns do not noticeably damage the arrays. I took several hundred touchdown
curves on each sample, and expected to see isolated spots of damage in the SEM image
corresponding to each touchdown location.

Some analysis of the three disordered structures is presented in Fig. 5.3. Panels a–c show
15 μm square sections of the structures. Each dot represents the center of a niobium island;
the dot size is not to scale. Figure 5.3(g) shows the pair correlation function for each of the
three disordered arrays, while panel h shows the histogram of nearest neighbor distances.
Lastly, in panels d–f I show the local neighborhood of the array. For a random selection of
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dots, plot the relative location of every other dot within a certain distance (here 2.5 μm).
This just the pair correlation function before radial averaging. I find it easier to understand;
it looks like a fuzzed over square lattice andmakes it very clear that DS2 andDS3 are weakly
disordered.
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Figure 5.3: Structure analysis of the three disordered arrays. Top row: 15 μm square sec-
tions of each pattern. Each dot is the center of a niobium island, size not to scale. (a) DS3,
with correlation length 5√2 μm. (b) DS2, correlation length 3√2 μm. (c) DS1, with a uni-
form random density of islands. Middle row: the local region of each array. Each gray dot
represents a niobium island within 2.5 μm of 100 randomly selected islands. (d) DS3 (e)
DS2 (f) DS1. (g) The pair correlation function for each structure. (h) Histogram of nearest
neighbor distances, defined relative to the unperturbed lattice as in Section 4.5.1, for DS3
and DS2.
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5.2 Results and Discussion

Base Temperature

In Fig. 5.4, I show SQUID susceptometry images of each of the five samples. All are taken
at the base temperature of the ³He microscope, roughly 0.4 K.

The uniform arrays don’t have a uniform superconducting response, due to a defect in
the gold layer that is clearly visible in Fig. 5.1(d) and (e). The dot array is undisturbed in
those regions, which can be verified with a sufficiently powerful optical microscope. What
is likely occurring is that contamination in the gold layer locally changes the normal coher-
ence length. This would weaken the inter–island Josephson couplings, resulting in weaker
superconducting screening.

The second observation in the uniform arrays is the comparison between the two sam-
ples. The 500 nm period sample has both a higher transition temperature (2.9 vs. 1.5 K)
and a larger superconducting response (250 vs. 180 Φ₀) than the 550 nm sample. This is
consistent with the transport data, at least for the transition temperature.[74]

The completely random sample (panel a) is barely superconducting at all, and no in-
homogeneity is observed. The dominant feature in the image is a denim pattern due to
correlated noise. From this data it is not possible to tell whether the sample has a uniform
SQUID response, or if the inhomogeneity is simply under the noise floor. The transition
temperature is 1.05 K.

The DS2 sample (panel b) has stronger superconducting response and a higher transi-
tion temperature (1.5 K).There is also some apparent inhomogeneity, the white lumps near
the center of the square. In addition, notice the small tails extending from the top and bot-
tom. Compare that to the optical image, Fig. 5.1(b), where you can see the niobium dots (a
square of gray fuzz) extending beyond the gold layer visible underneath. What I take from
this is that the data are not showing the diamagnetism of thousands of tiny niobium islands,
but are imaging the screening currents flowing in the gold, because there is only response
when there is both niobium and gold. This argument is strengthened by the data on theDS3
sample (panel c), where the tails are more pronounced. In addition, a lithography error re-
sulted in a small patch of continuous niobium film at the corner of the dot array, visible in
Fig. 5.1(c) as a white–yellow spot in the top–right corner. This patch of niobium was found
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Figure 5.4: Susceptibility measurements of each array at base temperature, roughly 0.4 K.
The lateral scale is identical across subfigures, but the colorscale is independent. White is
stronger superconducting response, black is no superconductivity. (a) DS1 (b)DS2 (c) DS3.
The dark square region in the middle was damaged by scanning in contact. (d) Uniform
triangular array with period 500 nm. At bottom right is a sketch of the SQUID geometry
to scale, showing the field coil (blue) and pickup loop (red). (e) Uniform triangular array
with period 550 nm.

around 10 μm away from the top–right corner of the sample, with no measurable diamag-
netic response found in between. Similar niobium patches are found near each of the other
disordered samples, always on or near an alignment mark. My hunch is that imaging the
alignment mark, which uses the electron beam as an SEM, exposed the resist there. This
would result in a patch of continuous film near the four corners of the array. These patches
were fortuitous; without them I would never have found the uncorrelated sample.

Now focusing on the DS3 sample shown in Fig. 5.4(c), the response is stronger yet, and
the transition temperature higher still (1.8 K). The inhomogeneity is very apparent in this
sample, for example the two bright white dots near the bottom each with a signal of roughly
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120 Φ₀/A. There is also substantial inhomogeneity in the region along the right edge. Of
course, the most prominent feature in the data is the darker region in the middle. This was
damaged by accidentally scanning in contact. For nine hours. Even so, the response in the
damaged areas (roughly 80 Φ₀/A) is larger than the peak response over the DS2 sample.

A more detailed comparison of the DS2 and DS3 samples is in Fig. 5.5, which shows
two identically sized regions of data over each sample, taken with the same nominal scan
height of 4.9 μm. We again see that the sample with a longer correlation length has both
more obvious inhomogeneity and also a larger average magnitude. This is underlined by
Fig. 5.5(c), which shows histograms of the data in each scan (the pixel values).

The data at base temperature suggest that the SQUID signal (and its variance) varies
inversely with the correlation length. Perhaps at smaller correlation length the inhomo-
geneity is averaging out. In some sense, the correlation length can tune the system from
one where the SQUID is a local probe to a regime where the SQUID is only sensitive to the
disorder–averaged field.

Once caveat to the preceding discussion is the effect of the scan height. For each sample
I defined the plane of the substrate with capacitive touchdown detection, as described in
Appendix A. To avoid damaging the arrays, these touchdowns are done at a few points
around the array, which means that I’m truly finding the location of the substrate. The
very top of the niobium islands is some 100 nm higher than that. The data are taken by
(open–loop) scanning in a plane a specified distance, the scan height, above the plane of
the substrate. The data in Fig. 5.4 were taken with scan heights of 1.9, 0.8, 0.8, 1.1, and 1.1
μm, respectively panels a–e. There is an additional offset height, corresponding to the height
of the SQUID pickup loop above the surface when the sensor tip is touching the substrate.
This offset height, of order 1 μm, should be the same for samples on the same silicon chip in
the same cooldown, but can change from cooldown to cooldown. Specifically, there should
be one offset height for the two uniform arrays and another for the three disordered arrays.

From both Appendix A and the touchdown data in Fig. 5.8, we know that the scan
height has a large effect on the observed magnitude of the SQUID signal. It will also affect
the observed inhomogeneity in two ways. First, the height will change the spread of the
data directly by the height dependence of the SQUID response. If we imagine touchdown
curves taken on uniform infinite films with different Pearl lengths, the difference between
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the raw SQUID signal in Φ₀/A is a function of height. So if the scanning data corresponds
to a distribution of Pearl lengths, the width of the distribution of raw data will depend on
the height. The second and more interesting (if problematic) reason is that the effective
lengthscale being probed by the SQUID is itself is a function of height, as we saw in Sec-
tion 2.3.2.
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Figure 5.5: Comparison of the two arrays with correlated disorder: (a) DS2, and (b) DS3.
Both images are the same size, with the same nominal scan height of 4.9 μm, but indepen-
dent colorscales including offset. (c) Histograms of the data in (a) and (b), showing that the
sample with shorter correlation length (DS2, panel a) has both a smaller average SQUID
signal and a smaller variance than the longer correlation length sample.

Temperature Dependence of DS3

In addition to the SQUID images at base temperature, I also took a lot of temperature series
data. That is, you stabilize the temperature at some setpoint and take a scan, then change
the temperature and take another scan with identical parameters. Here I’m going to focus
on only one of these temperature series, taken on a 61 by 71 μm region over DS3. This is the
very same damaged region mentioned earlier, and that’s no coincidence. What happened
was the ³He pot ran dry while taking data at high temperature (4 K or so), which caused
the SQUID to scan in contact. This happened in the middle of an overnight run, so it was
not caught and stopped for quite some time. I was taking data at such high temperatures
because I already had data showing the persistence of superconductivity in small islands.
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All that aside, the data shown here were taken before the damage occurred.
The temperature series is summarized in Fig. 5.6, which shows the region at 0.42 K

(panel a) and at 1.2 K (panel b). The data at 0.42 K are also used in Fig. 5.5(b). Figure 5.6(c)
shows the data as a function of temperature; the gray region bounds the range of pixel
values and the red line is the average. The diamagnetic response does not go to zero with
finite slope, instead there is a tail that is probably indicative of phase fluctuations. The
other feature to note is that the width of the gray region is larger at lower temperatures, and
decreases with increasing temperature until it is set by the system noise. Taken together,
this could suggest that the superconducting response uniformly scales down. That is, the
only effect of the disorder is to introduce a distribution of local superfluid densities with
identical temperature dependence. Of course, that is belied by Fig. 5.6(b), which does not
look the same as Fig. 5.6(a).
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Figure 5.6: Summary of the temperature dependence of the SQUID susceptibility overDS3.
(a) Data at 0.42 K. (b) Data at 1.2 K. (c) The entire temperature series, showing the span of
the data (gray region) and the average value (red line). Note that the vertical height of the
gray region decreases along with the average value.

What’s also cool and surprising is that the regions with the largest SQUID signal at base
temperature don’t have the highest transition temperature. This can be seen in Fig. 5.7,
which again shows the region at 0.42 K (panel a). But now in panel b I show the highest
temperature attained, 1.9 K, rather than 1.2 K as in Fig. 5.6(b). In panels a and b I have
circled three regions of interest. Note how the region indicated by the green circle has the
largest signal (is most white) in panel a, but is completely non–superconducting (black) in
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panel b. In contrast, the two regions in the red and yellow circles are still superconducting
at 1.9 K, and at 0.42 K are merely above average. This can be seen in panel c, which plots
the difference between the average inside the region and the average of the entire scan as a
function of temperature.

This is surprising because at the simplest level both the magnitude of the diamagnetic
response and the transition temperature should be controlled by the local density of dots.
Regions with an enhanced density have smaller distances between islands, hence they have
stronger inter–dot couplings. The nearest neighbor coupling controls both the effective
Pearl length and the transition temperature, ref equations in chapter 4, from the LAT paper.

However, this neglects the fact that a region of higher density will necessarily be sur-
rounded by a region of lower density. This is a consequence of how the arrays are con-
structed. The ring of weaker coupling can serve to suppress the transition temperature of
the island inside, due to the fact that the superconducting phase in each dot is stabilized by
its coupling to the neighborhood. At low temperatures, phase coherence is well–established
throughout the array, so the island of enhanced density has a larger superfluid density, as
expected. But at higher temperatures, the stabilizing effect of the rest of the array is weak-
ened. The sparse ring surrounding the dense island has lower phase rigidity, allowing the
island to decouple from the rest of the array and fluctuate itself out of the superconducting
state.

Perhaps that is a plausible explanation for this observation. But it is also an argument
for the impossibility of isolated superconducting islands, which are observed. So there’s
that.

Touchdown Curves

In Fig. 5.8, I show touchdown curves taken at base temperature over four of the five sam-
ples. The missing one is the uniform array with 550 nm periodicity, which was destroyed
before I had the chance to take any touchdown data. At first glance, the data are consistent
with the picture drawn by the scanning images in Fig. 5.4. The non–disordered array has
substantially more diamagnetism than any of the disordered arrays, and among the dis-
ordered arrays the response tracks with the correlation length. But a closer look reveals
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Figure 5.7: Isolated superconducting islands near Tc in DS3. (a) Data at 0.42 K, with three
regions of interest indicated by colored circles. The region inside the green circle atmiddle–
left has the largest response in the scan, over 35 Φ₀/A. (b) The same region at 1.9 K, with
the three regions also indicated. Most of the sample is non–superconducting, except the
regions in the yellow and red circles, which were not the regions with strongest supercon-
ductivity at base temperature. (c) Plot of the average value inside each region, minus the
average of the entire scan, at each temperature.

discrepancies. The largest signal observed in a touchdown curve over the DS3 sample is
around 90 Φ₀/A. But data larger than that (up to 120 Φ₀/A) are seen in Fig. 5.4(c). This
could be explained by the sensor being closer to the sample surface during the scan than
the touchdown. This is ruled out by the capacitance data taken simultaneously during the
scan, which indicates that the sensor tip is not touching the sample. At touchdown the sen-
sor tip is touching the sample, by definition. Another possible source of the discrepancy
could be lateral drift. The intended touchdown point was the peak in the center bottom of
Fig. 5.4(c), so missing this point at the beginning or slowly drifting off of it due to creep
in the x and y benders would result in a smaller than expected signal. I estimate this drift
would have to be 5 to 10 μm in order to explain the discrepancy. This is larger than I expect,
but it is not impossibly large. Beyond that, the scan and the touchdown curve were taken
with the same excitation magnitude and frequency, so an appeal to nonlinearity is moot.

The second major discrepancy is the data on the uncorrelated sample. The scans show
very weak superconductivity, with SQUID signals roughly 2 Φ₀/A. But the touchdown re-
sponse is up to 30 Φ₀/A. The scanning data were taken at a nominal scan height of 2 μm.
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Based on the touchdown, the signal at that height should be roughly 17 Φ₀/A, almost ten
times higher than observed. Turning that around, 2 Φ₀/A of signal would imply a scan
height of just over 10 μm based on the touchdown curve. I have no explanation for this.

The final upsetting discrepancy is a handful, perhaps five to ten, touchdowns on DS2
with much larger response than not just the scanning data, but also all of the other several
hundred touchdowns. The anomalous data are upwards of 100 Φ₀/A, and can only be ex-
plained by the sensor getting 5 μm closer to the sample than usual. This suggests that the
SQUID wasn’t touching down at the tip in all of the other data. But I don’t even know. I
also have no explanation for this, but it calls into question every conclusion otherwisemade
about the differences between anything.
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Figure 5.8: Touchdown curves at base temperature. Left: All four samples with touchdown
data; US1 is the 500 nm period uniform array. Right: Only the three disordered arrays.
Note how the data for DS3cross over the other two curves. This is inconsistent with Fig. 2.3,
indicating that an effective Pearl length does not adequately describe the response.

Considering the discrepancies just noted, it is clear to me that the offset height is not
under control. It might not be consistent between the three disordered samples, and it may
even change from touchdown to touchdown, a disheartening prospect indeed. Neverthe-
less, I went ahead and fit the touchdown curves in Fig. 5.8 to the two–coil model described
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in Section 2.3. The results are summarized in Table 5.1, showing the fitted Pearl length and
the offset height. The field coil radius (a) is fixed at 7.58 μm, and the pickup loop radius (p)
is fixed at 2.55 μm.

The model fits the data on the uniform (US1) and uncorrelated disorder (DS1) samples
reasonably well. But the model fails to describe the two samples with correlated disorder,
DS2 and DS3. This can be seen from the unrealistic values of the fitted offset height and
Pearl length. It can also be seen from theway theDS3 data crosses over the other two, which
is inconsistent with simply having a smaller Pearl length based on Fig. 2.3. The failure of
the model indicates that the effect of the disorder cannot be described by an effective Pearl
length.

Sample Pearl Length [μm] Offset Height [μm]

DS1 102 1.89
DS2 2.65 8.5
DS3 64 0.16
US1 4.1 1.24

Table 5.1: The results of fitting the touchdown curves in Fig. 5.8 to the two–coil model as
described in the text. The fitted offset heights for the two samples with correlated disorder
(DS2 and DS3) stretch the bounds of plausibility, possibly indicating a failure of the model.

5.3 Future Possibilities

There is a large body of literature that studies the destruction of the superconducting state
by disorder, but very little of it is spatially resolved.[59] The dot arrays provide a model
system to study this question, because it is simple to create samples at any desired level of
disorder. It is also possible to change more subtle properties of the disorder, including the
lengthscale and and smoothness of correlations in the disorder. This allows us to not only
observe the destruction of the superconducting state by disorder, but also to investigate how
the lengthscale of the disorder modifies the superconductivity.

A good place to start will be to fabricate two sets of arrays. Each set will be a disorder se-
ries, one set with uncorrelated disorder and the other with correlated disorder. Because I’m
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interested in how the long–range structure of the disorder affects the superconductivity and
its destruction, it makes sense to match the short–range structure between corresponding
samples in each of the two sets. For our purposes “short–range structure” means the stan-
dard deviation of the distance between nearest neighbors, as described in Section 4.5.1.
Matching this quantity between arrays with different correlation structure is non–trivial,
see Section 4.5.2, but it can be done.

More specifically, each set will have four samples with the standard deviation of the
nearest neighbor distance being 0, 5, 10, and 25 percent of the lattice constant. The first
sample (0 percent) serves as a reference uniform array; for fabrication reasons each set
will be on a separate chip, and probably measured in different cooldowns. Each array will
be 80 μm square, with a four–point pattern for transport measurements, and based on a
square lattice with 500 nm period. One set will have uncorrelated displacements of dot
positions, the other will have squared exponential correlations (Section 4.4.2) with a cor-
relation length of 5 μm.

Following the procedure and notation in Section 4.5.2, the samples in the correlated set
can be generated with σ = 0.36, 0.71, and 1.84 for f = 0.05, 0.1, and 0.25 respectively. The
uncorrelated set has σ = 0.035, 0.071, and 0.18, in the same order. An example of the cor-
related set is shown in Fig. 5.9, while the uncorrelated set is in Fig. 5.10. Each figure shows
15 μm square sections of the arrays (a–c) along with the characterization plots described
previously.

I’ve elected to ignore the dilation correction, which refers to the fact that the average
nearest neighbor distance is larger than the lattice constant. If you wanted to account for
that, the correlated set would have σ = 0.36, 0.72, and 2.00 with a = 499, 498, and 481 nm for
f = 0.05, 0.1, and 0.25 respectively. The uncorrelated sample has σ = 0.036, 0.071, and 0.19
with a = 499, 498, and 483 nm. In both cases the dilation effect is at most three percent, and
ignoring it simplifies things. But it is worth keeping inmind that a ten percent change in the
lattice constant is significant, as seen in the difference between the two uniform structures
and in the previous transport data.[74]
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Figure 5.9: Structure analysis of the proposed disorder series with correlated disorder. Each
panel is the same as Fig. 5.3, but now each array has squared exponential correlations with
correlation length 5 μm. What changes is the standard deviation of nearest neighbor dis-
tances, which are 5 (a,d), 10 (b,e), and 25 (c,f) percent of the lattice period of 500 nm.
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Figure 5.10: Structure analysis of the proposed disorder series with uncorrelated disorder.
Each panel is the same as Fig. 5.3, but now each array has uncorrelated disorder. What
changes is the standard deviation of nearest neighbor distances, which are 5 (a,d), 10 (b,e),
and 25 (c,f) percent of the lattice period of 500 nm.



Appendix A

Capacitive Touchdown Detection

A.1 Introduction

Unlike other local probes, the scanning SQUID doesn’t have a built–in way to detect the
sample surface. For example, in STM measurements the tunnel current itself gives a very
sensitive measure of the tip height above the sample surface. Force probe measurements
have the Van derWaals force to tell themwhen they’re too close to the sample. An incorpo-
rated height measurement allows true constant–height scanning; errors are canceled with
negative feedback.

This lack of heightmeasurementmeans that systematic uncertainty dominates in any at-
tempt at precision, quantitative studies using the scanning SQUID. As we saw in Chapter 2,
the sensor height above the sample is extremely important for determining the penetration
depth, even in the limit where the penetration depth is much larger than the height. Height
uncertainty is also a problem when determining the magnetic moment of dipoles[75] and
ferromagnetic patches,[76] and for inferring the current flow in 2d structures.[77]

Now, perhaps all is not lost. We could add a parallel measurement of the height and use
that for control. For example, we could glue a SQUID chip to a quartz tuning fork, incor-
porating a force measurement thereby. Another option would be to add an optical fiber to
the SQUID tip to turn the space between the SQUID and sample into a Fabry–Pérot cavity.
Now, there will be drawbacks to either of these examples, from increased system complexity
to sample heating due to the laser light. Quite aside from that, a parallel measurement may

98
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not give an absolute height measurement, since most distance measurements in the world
are differential. And even if it did, it would be measuring the height to the tip or fiber, with
some offset from that to the SQUID pickup loop itself. I am pessimistic about the possibil-
ity of calibrating that independently; can we ensure that the alignment angle, say, does not
change at low temperature?

An interesting variation on this idea is to put the parallel measurement into the scanner
itself. For example, there’s the PicoCube™ from Physik Instrumente, which uses capacitors
incorporated into the enclosed box of the scanning stage to offer three axis closed–loop
scanning. Bear in mind this isn’t really the same thing, since we’re not measuring the dis-
tance to the sample, but rather the distance between two elements of the scanner. So really
this is a method for eliminating drift and nonlinearity in the scan stage itself. This is noth-
ing to sneeze at, but not a solution to the problem at hand. For example, we could not use it
to maintain a fixed sample–probe separation while ramping the sample temperature, since
the sample may wander off due to thermal expansion.

This seems like a good time to mention the current state of the art. With capacitive
touchdowns, we can find the point where the tip of the squid first touches the sample sur-
face. At that point, the sensor is some distance h0 above the surface. This offset is defined by
the SQUID tip geometry and alignment angle. We assume that this offset does not change
across a sample, but may change between cooldowns and between samples in the same
cooldown. Aside from that, we can get the penetration depth from touchdown curves, or
from constant height measurements. They’re both sensitive to the uncertainty in the ben-
der calibration constant, and the latter is additionally affected by piezo drift. My experience
has been that this can be a few nm over several hours, but is sensitive to the details of the
recent history.

The lack of integrated height measurement is not all bad, since we are strongly encour-
aged, if not forced, to use open loop control. There are tradeoffs associated with the choice
between open loop and closed loop scanning. Open loop control reduces system complex-
ity and the need for a stiff scanner.

The scanner’s mechanical rigidity sets its lowest resonant frequency, as well as affecting
the achievable scan range. A stiffer scanner has a higher resonant frequency and smaller
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scan range. Conversely, a less stiff scanner has a larger scan range and lower resonant fre-
quencies. We consistently choose larger scan range at the expense of stiffness, due to the
low spatial resolution of the SQUID. The scanner I used can scan an area 400 μm square.
The resonance structure is unknown, sadly. The first resonance of a different scanner, with
half the linear range, was 65 Hz.[78] So the first resonance of my current scanner is likely
much lower. The usual way to measure this is by driving an axis with a heavily–attenuated
function generator and looking for a noticeable vibration amplitude. Cliff described look-
ing at the scanner under a microscope and watching for a speck to go blurry. This happens
at room temperature, which is why we haven’t done it for the current scanner. The silver
electrodes are susceptible to diffusing through the piezo ceramic and shorting the bender.
Typically a nickel underplating prevents this, but it also causes stray magnetic fields that
were intolerable in a previous experiment.[79, 80]

Why is this important? The feedback electronicsmust have a bandwidth below the scan-
ner’s mechanical resonance frequency. This prevents the scanner from shaking itself apart
with positive feedback. We imagine the sensor coming too close to the sample, so the con-
troller pulls it away. But there is some overshoot and now the sensor is too far from the
sample, etc. Now, that’s just a description of a badly–tuned proportional controller, and
doesn’t have anything to do with the scanner resonance. But proper tuning of the controller
depends on the scanner response. Crucially, on–resonance there is no proportional con-
trol tuning small enough to prevent this destructive over–oscillation. In electronics terms,
the scanner resonance introduces a 180 degree phase shift into the feedback loop, turning
negative feedback into positive feedback.

The answer is to add an integrator, to have a proper PI controller. But that amounts
to limiting the bandwidth of the feedback electronics and we’re back where we started. So
what? The point is that the scanner resonance frequency limits the speed we can scan at.
With resonance frequencies below 60 Hz, we might be looking at feedback bandwidths less
than 1 Hz. This is intolerably slow.

Weighing all of these considerations, we have a post–hoc justification for using open
loop control. But we still need to detect the sample surface, and can’t always count on the
magnetic signal directly. So we add a parallel measurement that is only useful for detecting
when we’ve already touched the sample.
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A.2 Capacitance

To find the sample surface, we use capacitive detection. The sensor is varnished to a thin
metal shim, which is attached to the sensor mount with epoxy or more varnish. Attached
at one end and free at the other, the shim is now a cantilever, which is what I usually call
it. Below the shim is a copper pad, the base plate, that forms a small parallel–plate capac-
itor together with the shim. When the tip of the sensor touches the sample surface it de-
flects the cantilever, increasing the capacitance. The configuration is sketched in Fig. A.1(a).
I’ve plotted an ideal touchdown (red line) in Fig. A.1(b). The capacitance is constant until
touchdown, where it increases sharply. If only it were so easy. A typical touchdown is below
it, in green.

base plate

cantilever

sensor
(a) (b)

above sample in contact

Figure A.1: Capacitive touchdown overview. (a) Sketch of the sensor mount, showing
the sensor, cantilever, and base plate. Drawn by Clifford Hicks, reproduced with permis-
sion. (b)Concept of capacitive touchdowndetection: the base plate–cantilever spacing, and
hence capacitance, is constant as the scanner approaches the sample surface. Once the tip
of the sensor touches the surface the capacitance increases sharply, signaling touchdown.
Real data (green) doesn’t match the ideal (red) due to noise and an incompletely–explained
background slope.
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The real data has noise, of course, and also a background slope. The capacitance de-
creases as we approach the sample. There is also an offset that changes with the scanner’s
position in x and y, as shown in Fig. A.2. I’ve always assumed that the background slope
comes from stray coupling to the ground plane offered by the sample surface. However,
the background slope is the same over grounded, floating, and insulating samples. Rafael
Dinner observed his Hall probe sensors moving towards the sample prior to touchdown,
perhaps due to electrostatic attraction between the sample and sensor.[81] This would ac-
count for a negative slope, but not its long range or linearity. The background slope is linear
over perhaps 500 µm of vertical range, which we observe during the initial approach to the
sample.
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Figure A.2: The ³He system has two position–dependent backgrounds in the capacitance
measurement. Shown are touchdowns at three locations, plotted against z-control voltage
(a) and the height above the surface (b). The data show a decrease in capacitance as the
scanner approaches the surface, as well as an offset that depends on the position in x and
y. The offset can also be observed in constant-height scanning measurements, and is well–
described by a plane.

We measure the capacitance in a bridge configuration, with excitation and detection
provided by a lock–in amplifier. The specific bridge is an old General Radio bridge with an
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internal standard and the ability to use a three–terminal configuration for good rejection of
capacitance to ground. This is essential for a low–noise measurement, since the cantilever
capacitance is at most a few pF and common lab coaxial cable (RG–58) has a capacitance
of 24 pF per foot.
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Figure A.3: Data taken in fast mode (a) and fallback mode (b) with otherwise identical
parameters, at the same location in x and y. The two data modes are described in Ap-
pendix A.3.3. Subtracting a fitted line from the pre–touchdown data, we get the noise his-
tograms in (c). Themarker shows the mean and ±1 standard deviation. Fast std = 0.038 μV,
0.0926 fF. Fallback std = 0.0208 μV, 0.0508 fF. Fitting the pre–touchdown data to a line gives
a slope of -0.0265 fF/μm (fast) and -0.0274 fF/μm (fallback). Fitting the post–touchdown
data to a line gives a slope of 22.73 fF/μm (fast) and 19.14 fF/μm (fallback). There is some
curvature in the post–touchdown data likely due to the lockin timeconstant of 10 ms. With
a 3 ms timeconstant, the post–touchdown slope goes up to 34.87 fF/μm.

Theonly intrinsic electronic noise source I’ve found is thermal (Johnson–Nyquist) noise
across the capacitor. The capacitor is in an RC circuit with some resistor; the resistor has
the usual Johnson noise, but the RC circuit itself sets the noise bandwidth. So the resistor
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value drops out, and the rms voltage noise on the capacitor is just
√

kBT/C . For a 3 pF
capacitor at 4 K, this gives 4.3 µV.

Another source of noise ismechanical vibration of the cantilever. The excitation voltage
of the capacitance measurement can deflect the cantilever. Cliff estimated this deflection to
be 8 nm for 1 VDC.[78] Current cantilever spacings are smaller (more on that later), which
could increase this value. However, we run the bridge at 20 kHz or so, far above the reso-
nant frequency of the cantilever (a few hundred Hz). So the motion of the cantilever due to
our attempts to measure its capacitance is probably small, perhaps a few nm rms. The real
vibration comes from the motion of the scanner itself. The scanner is not very stiff, so it
has low resonant frequencies and is easily excited by ambient vibrations. The total vertical
motion of the sensor is estimated to be 20 nm rms, based on rounding of the susceptom-
etry response over a strong superconductor.[78] We could use the post–touchdown slope
to convert this into a capacitance noise. Of course, 20 nm rms is the motion of the sensor,
and we’re only worried about motion of the cantilever and sensor relative to the base plate.
Motion of the sensor and base plate together can only produce capacitance noise through
some indirect mechanism involving the background slope.

A.2.1 Sensitivity

I want to distinguish between two distinct figures of merit for the capacitive touchdown
detection. Either one could be described as “the sensitivity”, which is why I will belabor the
point.

Thefirst figure ofmerit is the extent, the distance the sensor pushes into the sample. This
is important formeasuring delicate samples, like the Nb dots described in Chapter 5, where
the sensor can significantly damage the sample. Of course, the extent is equally important
for delicate sensors, such as brittle GaAsHall probes. Now, if we’re concerned with damage,
the truly important quantity is the force applied to the sample and sensor. The force applied
will be proportional to the deflection of the cantilever. The maximum cantilever deflection
is the distance the z-bender and base plate travel after the sensor tip first contacts the sam-
ple. So our simple definition of “distance the sensor pushes into the sample” is correct, but
a bit imprecise. Importantly, we can calculate the cantilever deflection directly from the
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z-bender control voltage, by taking the difference between the maximum control voltage
and the touchdown position voltage, and converting to length.

The second figure of merit is the touchdown position uncertainty, or the error bar on the
touchdown position. We could also describe this as the surface uncertainty, since a set of
touchdown positions determine the sample surface. The touchdown position is determined
by finding the intersection of two lines: the data before the touchdown, and the data after
the touchdown. You can see right away that the two figures of merit are in conflict. To
decrease the position uncertainty, we should take more data after the touchdown. This is
increasing the extent.

So, which of these two things should we prioritize? That depends on your application,
on the kind of samples being measured. If the sample and sensor are robust, then it might
make sense to focus on the surface uncertainty. One thing to keep inmind is that vibrations,
drift, and piezo creep and hysteresis all add to the uncertainty of the sample–sensor separa-
tion, but aren’t accounted for by the surface uncertainty determined fromfitting touchdown
data. It is relatively easy to take slow enough touchdown curves to have a 3 nm surface un-
certainty,[78]which is quite impressive on a 20–40 μmz range. But this is in an environment
where the sensor tip has an rms vibration amplitude of 20 nm, and creep and drift in the z
bender can be tens of nanometers over the course of 12 hours. In some sense, the surface
uncertainty is like the error on themean and it isn’t meaningfully compared to the vibration
amplitude, which is more like the standard deviation.

In the next section I’ll talk about efforts to reduce the extent, which was work I did
to reduce my odds of damaging the delicate dot array samples in Chapter 5. I don’t have
anything to say about the surface uncertainty, specifically how it changed as a side effect of
the changes described below. Although I have wondered what bootstrapping the surface–
finding fit would give you.
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A.3 Reducing the Extent (of the damage)

A.3.1 Minimum Achievable Extent

The best we can hope to do, the minimum achievable extent (MAE), is set by the pre–
touchdown noise and the post–touchdown slope. The noise post–touchdown is substan-
tially smaller than pre–touchdown, and in many cases is not observed. It certainly is not a
factor in minimizing the extent. Also irrelevant is the pre–touchdown downward mystery
slope, since our touchdown algorithms can be designed to account for it. The simplest esti-
mate of the MAE is just the ratio of the noise to the post–touchdown slope. It has the right
units, and perhaps that’s good enough. Figure A.3 shows a touchdown curve with a noise
standard deviation of 0.093 fF and a post–touchdown slope of 23 fF/μm. The ratio of these
is 4 nm, so let’s call the simple estimate of the MAE 12 nm.

We canmotivate this estimate by thinking of the capacitance post–touchdown as the ex-
tent times the post–touchdown slope. Before the touchdown the measurement is random,
perhaps normally distributed. Until the measurement exceeds the noise level, the data is
indistinguishable from pre–touchdown. Now, “noise level” is a bit vague. If you’ll grant
that the noise is normally distributed and uncorrelated then we could choose to define the
MAE as 3σ divided by the post–touchdown slope, where σ is an estimate of the noise stan-
dard deviation. We could quibble over the 3, whether we want a one–sided or two–sided
test and what confidence level, etc. That’s getting a bit too much into touchdown detection
algorithms; see Appendix A.3.4.

The MAE can be improved by reducing the noise or increasing the post–touchdown
slope. Reducing the noise requires knowing where it comes from, see Appendix A.2. In-
creasing the post-touchdown slope is easier than reducing system noise; we can just reduce
the spacing between cantilever and base plate. The capacitor is roughly parallel–plate, so
the capacitance is proportional to the area divided by the spacing. The post–touchdown
slope is the derivative of that, so it is proportional to the area over spacing squared.

If the primary noise is extrinsic electronic noise, then changing the capacitance leaves
the noise untouched, and the MAE is proportional to spacing squared. But if the noise is
predominantly thermal noise across the capacitor, the noise decreases as we increase the
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capacitance, and the MAE will be proportional to spacing to the five-halves power. So de-
creasing the spacing should have a large effect on the MAE. One complication is in the
scenario where the noise is mostly set by cantilever vibration. In that case, the (differential)
vibration amplitude is converted into capacitance noise via the post–touchdown slope, and
there is no improvement from reducing the spacing.

A.3.2 Cantilever Improvements

I want to emphasize just how important the capacitor spacing is to every aspect of the ca-
pacitive touchdown detection. Smaller spacing gives a larger capacitance, which is easier
to measure and has lower intrinsic (thermal) noise than a smaller capacitance. A reduced
spacing also increases the post–touchdown slope, which brings several benefits. We’ve seen
that it will decrease the extent, and it also allows us to take data faster. A larger post–
touchdown slope also improves the topographic resolutionwhen scanning in contact; when
scanning the uniform arrays in Chapter 5 I found that the cantilever can detect a 10 nm
thick gold film. The slope also makes it feasible to use a simple global threshold detection
to guard against crashing into the sample. It could also reduce surface uncertainty, if that
is your goal. Really, decreasing the capacitor spacing increases the signal–to–noise ratio of
the touchdown measurement, and brings all of the benefits that implies.

I’ve just stressed the signal importance of the capacitor spacing for improving the touch-
down detection. So what have I done to decrease the spacing? Well, it was sort of an acci-
dent. Early cantilevers in our lab were made using a piece of glass cover slip as a spacer.[81,
82] This gave a spacing of around 100 µm. I was taught to make cantilevers by Cliff, who
used brass shim stock to make the cantilever. A second piece of the same shim stock was
used as a spacer, but a spacer under the base plate. We would put silver epoxy on the PCB
board and the spacer shim over the base plate. The cantilever is laid over both and a large
piece of brass with a machined flat is put over the cantilever while the epoxy cures. Then
the spacer shim is pulled out, and the final spacing is around 25 µm.[78]

While working on penetration depth in pnictides, I was having trouble keeping the
SQUID behaving with the sample at high temperatures (20 K). Thinking that this was due
to the sample heating the SQUID, I set about trying to improve the thermal grounding of
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the sensor. (It was actually the increased ³He boiloff heating the sorb, which is where the
array amplifier is connected.) I wanted to make a good (low–resistance) connection from
the cantilever base to the copper scanner frame, but that would ground one leg of the ca-
pacitor. The measurement would no longer be three-terminal, and how could we hope to
measure 3 pF then? So I used cigarette paper and thin GE varnish to glue the cantilever to
a large copper pad that was connected to the scanner frame. This gave me a decent thermal
connection to the scanner frame, but kept the capacitor isolated from ground. (Wirebonds
from a different copper pad to the cantilever provided electrical contact.)

So instead of epoxy, now I have cigarette paper andGEvarnish connecting the cantilever
to the PCB board. The rest of the procedure was unchanged. Spare shim stock over the base
plate, big heavy brass piece, remove spacer shim. The capacitive touchdown detection still
worked well, and perhaps the thermal grounding of the sensor was better. At some point
after this, I noticed a bend in the cantilever. Apparently cigarette paper is thinner than
the brass shim stock. Naturally, the next time I needed to make a new cantilever, I used
cigarette paper as the spacer. Now there is no noticeable bend in the cantilever, and the
post-touchdown slope is substantially larger. This happy accident is what made all of the
improvements described in this appendix possible.

We can put some rough numbers on this historical improvement by looking at figures in
theses. In Per’s thesis, Fig. 2.6 shows a capacitive touchdown with a post–touchdown slope
of 0.5 fF/μm (that’s femto–Farads) and an extent of 2.4 μm.[82] Rafael’s thesis, Fig. 4.4(c),
gives 1 fF/μm with a 10 μm extent.[81] Both of these figures clearly show that smaller ex-
tents were possible, but it wasn’t a priority. Moving from glass cover slip to brass shim, 100
μm down to 25 μm spacing, Cliff estimated a post–touchdown slope of 50 fF/μm from the
geometry of the cantilever, then says that “In practice about half this is typical.”[78] Sure
enough, from Fig. 1.5(b) I estimate a slope of 20 fF/μm with an extent around 0.4 μm.[78]
Using cigarette paper to set the spacing, I can achieve a slope of 30 fF/μm. The extent is
typically 0.1 μm. That’s when taking fast, routine touchdowns; if I’m trying to not damage
a delicate sample, the extent can be as small as 0.03 μm.
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A.3.3 Data–Taking Procedure

Like the cantilever spacing, I’ve also changed the method of taking touchdown data, with
two variations. The traditional method was to position the scanner at a specified point,
pause, measure the capacitance, then move to the next point, repeat. The user specified
the spacing between the points, and the pause time was determined from the timeconstant
of the lock-in. With this method the touchdown speed is specified by the point spacing,
which will also affect the extent and the surface uncertainty. The time spent moving be-
tween points was always substantially larger than the time spent on the capacitance mea-
surement.[78] The new method of taking touchdown data is to ramp the scanner contin-
uously while retrieving data periodically to determine if a touchdown has occurred. The
motivation for the change to continuous motion was to have SQUID susceptometry touch-
downs simultaneously acquiredwith capacitive touchdowndetection. Then the capacitance
signal provides a consistency check on the SQUID data, which I felt was desirable when us-
ing susceptometry touchdowns to measure the penetration depth of superconductors.

In addition to allowing simultaneous data frommultiple channels during a touchdown,
the new method is also significantly faster. The touchdown speed can be controlled with
a new parameter that sets the approach velocity. The sample rate of the analog output is
chosen to give the desired velocity when subsequent samples are separated by one least
significant bit of the 16-bit DAQ card. For typical touchdown speeds, between 0.1 and 0.5
(control) volts per second, the analog output rate ends up between 300 and 1600 Hz. I
have chosen to match the rates of the analog input and output, reasoning that each data
sample should have an exact corresponding position. It is possible to sample the analog
input substantially faster, and use the average of many samples as the data at each position.
This is how the scanning data is taken, and it seems to work well, although the input sample
rate is almost never an integer multiple of the output rate.

The two variations on the new method differ in how often data is retrieved from the
analog input. The first variation, a “fallback mode” , uses the point spacing parameter to
determine the number of samples that are averaged together into one data point. For typical
settings this number is around 150. From the outside, fallback mode looks like the old
method of taking touchdown data, with the additions of a velocity parameter and the ability
to record multiple data channels simultaneously. The second variation, let’s call it “fast
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mode”, was created specifically for minimum extent. In this mode we retrieve data from
the analog input as fast as it comes in. Since that is never faster than 2 kHz, this should be
feasible. I’ll go into this a bit more in Appendix A.3.5.
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Figure A.4: A touchdown curve in fast (left) and fallback (right) modes, showing the data
(color) and the running threshold (black) which triggers the end of the approach. The tan
square on the left indicates the point where the touchdown was triggered; the points after
are due to latencies in the control loop.

A.3.4 Detection Algorithms

To reduce the touchdown extent, we need to examine and optimize the detection algo-
rithms; meaning the calculations that determine whether or not to stop the approach. My
goal was to reduce the touchdown extent, but that comes at the price of a higher false–
positive rate. That’s the real tradeoff to be made in choosing detection algorithms; how
many false alarms will you tolerate? The other tradeoff that comes to mind, between al-
gorithm speed and sophistication, is really the false–positive tradeoff. Reducing the extent
required streamlining the detection algorithms so that we could sample the data faster and



APPENDIX A. CAPACITIVE TOUCHDOWN DETECTION 111

make stop/continue decisions faster. But a slower algorithm is (presumably) more sophis-
ticated, and you would hope it can give you a lower false–positive rate without increasing
the extent.

The detection algorithms do not determine the location of the surface. That is done after
the fact by fitting the beginning and end of the data separately to two lines and finding the
point of intersection. It might be worthwhile to use this post–processing step to perform
a confidence test on whether the data describe a real touchdown or a false–positive. If the
data are determined to be a potential false–positive we could re–take the touchdown. This
could reduce the false–positive rate without increasing the touchdown extent unnecessarily.

Threshold

The simplest type of detection is threshold detection. If the signal exceeds some critical
value, stop the approach. Then the choice of critical value will set the false–positive rate
and minimum extent, based on the noise and so on. But our capacitance data is compli-
cated by the offset and background slope illustrated in Fig.A.2. And so historically, we never
used simple threshold detection. But the new cantilever construction has such a large post-
touchdown slope that is was worth considering. In the end, the pre–touchdown slope and
offset make it insufficient, but worth keeping as a final safety check.

The next step is to design a test that can account for the pre–touchdown slope. The
algorithm I inherited was to fit the most of the collected data to a line. The fit gives an
estimate of the noise as well as a prediction for the newest data points. Then we can do a
simple threshold test against the predicted value plus the noise. This is a nice solution. It is
elegant and can be self–calibrating because the noise and slope are estimated from the data.
It is also simpler than it could be; it doesn’t calculate the fit prediction interval with a t–test
and so on. The primary downside is that it is slow, requiring a call to polyfit and polyval

each iteration. The specific implementation in scantdC had some trouble with very small
point spacing, just because some things were hard–coded in terms of data points (rather
than distances).

We can also account for the pre–touchdown slope by calculating a weighted running
average of the data. This is nice because it is very simple to calculate. If we can add an
independent estimate of the noise, we can even keep the self–calibrating feature. Thismeans
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that the detection algorithms don’t have to be tuned for every conceivable set of touchdown
parameters, whether that’s lockin gain and timeconstant or touchdown speed.

I implemented this by calculating a running cutoff as the exponentially–weighted mov-
ing average of the data. This is easy to calculate as

Ci = αXi + (1− α)Ci−1, (A.1)

where C is the running cutoff andXi is the most recent data sample. Other details are that
I use a different α for fast and fallback mode, and in fast mode we update the cutoff every
16 samples with the average of the last 16 samples. As an equation, we update the cutoff as:

Ci = α

(
1

16

i∑
j=i−15

Xj

)
+ (1− α)Ci−1, (A.2)

when i is a multiple of 16. To calibrate the noise and initialize the running cutoff, I sample
the capacitance for half a second at the starting position of the touchdown. Then the detec-
tion is calculated as a threshold of themost recent data point against the running cutoff plus
four times the noise estimate, which is the standard deviation of the starting sample. This
is illustrated in Fig. A.4, which shows two example touchdown curves and their changing
detection threshold.

Slope

Another possible test is to compare the slope of the data to a critical value. Data after touch-
down has a large positive slope, while pre–touchdown data has a small negative slope, so
a good choice of critical value is half of the final post–touchdown slope. We could choose
to fit the most recent N data samples to a line and compare the fitted slope to the chosen
threshold. But if you stare at the equation for the least–squarest estimated slope of a line,
you can show that absolute x offset drops out provided that the data spacing in x is uniform.
This is the case here, so the slope can be estimated by calculating the dot product of the data
with a vector of pre–computed constants.

The biggest drawback of the slope test is that it amplifies noise because it is a derivative
estimator. This makes it sensitive to parameters like the noise level, lockin time constant,



APPENDIX A. CAPACITIVE TOUCHDOWN DETECTION 113

and data point spacing. I found that I could get it to work nicely for a given parameter
configuration with some tuning, but it would fail hopelessly for other configurations. The
other drawback is that when the slope test was working well, it was redundant with the
running cutoff threshold test. In the end, the slope test was at best useless, so I got rid of it.

A.3.5 Goddamnit, Matlab

First, it’s worth saying something about the guts of the data acquisition toolbox. All of
the data acquisition (DAQ) code in the lab uses what is now called the “Legacy Interface”.
It isn’t currently scheduled for deprecation (disappearance), although you can’t use it on
64-bit Matlab installations. In the legacy interface, the user interacts with the DAQ board
through data acquisition objects. There are different classes for analog input, analog output,
and digital i/o. The DAQ boards we use from National Instruments have all three, as well
as digital clocks and counters. So we will have different objects in the Matlab workspace
that refer to different features of the same physical DAQ device.

The practical effect of this is that it is impossible to get the analog input and analog
output to run at the same frequency. You can get close; for most of the touchdowns I’ve
taken the two differ by 4 mHz out of about 1 kHz. It is also impossible to get them to start
at the same time. Yes, yes, it is actually impossible to get two things truly synchronized. But
the best I’ve been able to do is a 30 millisecond delay between the two devices starting. It
doesn’t matter whether I use external hardware triggering, where a digital output line sends
a falling edge to the DAQ board’s start triggers, or if I use the RTSI bus (Real–Time System
Integration), which is built into the DAQ board and provided specifically for the purpose
of synchronizing operations. Although it does look like the time difference is always the
same using the RTSI bus, and somewhat random with external hardware triggering. Thirty
milliseconds seemunnecessarily largewhen the computer processor is clocked above 1GHz
and the DAQ board’s internal clock runs at 20 MHz. It is similarly impossible to get the
analog input to sample at an integer multiple of the analog output rate.

The other thing to mention about the legacy interface is that it cannot interact with the
clocks and counters. This is important for “real–time measurements”, where an excitation
such as the field coil current is slaved to the DAQ board to ensure a constant phase lag
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between the excitation andmeasured response. In those situationswe useC code to interact
directly with the software drivers provided by National Instruments.

Well, if something’s called the “legacy interface”, there must be something newer, right?
There is, and it is called the “session–based interface”. The paradigm is completely different.
Under the session–based interface, we interact with an object that represents the entire
data acquisition session. (Hence the name.) All features of the session — analog input and
output, plus counters, clocks, and digital i/o — belong to this object. So now it’s trivial to
keep the analog input and output running at the same frequency. In fact, we have to, there
is no way to sample the data faster than the output changes. This is how the scanning data is
taken, so the session–based interface is unsuited to our needs. The new interface doesmake
it easier to synchronize input and output; the session object can have trigger properties that
specify connections between various digital signals and the start triggers of different objects.
In addition, the session object can mix and match signals between different physical data
acquisition devices. It’s really quite nice.

But there’s always a catch, right? Sure enough, there is no simple way to retrieve the data.
The new method uses callbacks and listeners to send data around. So now I need to create a
data session, and give it callback functions to execute once it gets data, or runs out of data to
output. It’s completely bonkers. Especially considering the substantial overhead to calling
functions in Matlab. My opinion is that it is completely unsuited for real–time control. I
do not see a path to migrating the Moler Lab DAQ to the session–based interface, even if
someone was willing to do the complete re–write necessary.

Should the legacy interface be deprecated, there are a fewoptions. Obviously, the session–
based interface should be re–evaluated at that time, to see if the situation has improved. The
next option is to keep the DAQ largely in Matlab, but without the data acquisition tools.
This would mean implementing the core routines using the National Instruments drivers
(NI–DAQmx) in C, then use the MEX library to run it and pass the data back out to Mat-
lab. The final option is to abandon Matlab entirely. There are few forms this can take.
We could switch the DAQ to different software but continue to use Matlab for analysis, or
both DAQ and analysis can occur in the new environment. Naturally, LabVIEW has excel-
lent support forNational InstrumentsDAQboards, if you’re willing to program in crayon. I
don’t know what analysis in LabVIEW is like, or if it even exists. Another option is Python,
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which would actually require some things to be written in C.These core utilities can then be
wrapped in Python, which can be used to provide a nice object–oriented interface. Analysis
and plotting can be done in Python using a few different libraries.

Switching gears back to the present, I’ve learned a few things about how the legacy in-
terface is implemented that may be useful. The generic advice is that the struct command
can reveal the internals of any Matlab object. For example, if ai is an analog input object,
struct(ai) returns a struct with fields uddobject, daqdevice, version, and info. The first
two fields refer to other classes, so we can call struct on them again to find their proper-
ties. The daqdevice object is boring - it only contains an empty cell array called store. The
daqdevice class exists to provide common DAQ routines like start, stop, and wait. The
uddobject contains every property of the analog input object. In fact, the uddobject is a
reference to the physical hardware device. This allows us to have multiple objects in mem-
ory that refer to the same device. The usefulness of this knowledge is that we can speed up
many interactions with the DAQ device by directly using the uddobject, since that’s what
happens under the hood anyways. For example, start(uddobject) executes faster than
start(ai).

Undocumented Buffers

There are two ways to read analog input objects using the legacy interface: getdata and
peekdata. I lied, there’s actually a third way, getsample, that immediately returns one sam-
ple. But it doesn’t work with hardware triggers, so we never use it. We use getdata most
of the time. It is a blocking function, which means that it doesn’t return until the specified
number of samples are available. It also removes the retrieved samples from the analog in-
put object. So if we call getdata repeatedly during the approach, we will have to collect the
data as we go. Usually we use getdata to collect data once acquisition has finished, such
as at the end of a scan line. In contrast, peekdata is non–blocking; if you ask it for more
samples than are available, it will give you what it has. Since it just peeks at the data, it also
doesn’t remove it from the DAQ engine. So we can call it repeatedly during the approach,
and all the data will be waiting for us to retrieve at the end.

I hope you agree that peekdata seems like the obvious choice for rapidly previewing
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the incoming data and making a touchdown decision. And according to the Matlab doc-
umentation, “data = peekdata(obj,samples) returns the latest number of samples spec-
ified by samples to data.” So that’s what I used, and early versions of the fast mode used
peekdata in a while loop. The loop condition was to check if the analog output is still
running, and profiling the loop is what taught me about uddobjects. I also incremented a
counter in the loop to have some idea how rapidly the code was peeking at the incoming
data. After a lot of streamlining and optimization, I could get to about three times over-
sampled at the largest typical approach velocity; 0.5 control volts per second, about 2 μm/s.
This works out to a loop frequency of just under 5 kHz. Since I’m trying to sample as fast as
possible, there will be repeated data in the samples. This isn’t a problem; it only affects one
of the touchdown tests, and there’s a simple workaround. (Use timing functions to control
the update rate of the running cutoff)

So long as peekdata returns the most recently acquired data, this should work. But
while testing, I kept getting data like that shown in Fig. A.5(a). We can see that there are
several hundred samples taken after the data has clearly crossed the threshold defined by
the running cutoff (black line). It should have stoppedmuch sooner. At some point I started
recording the most recent sample from peekdata, those samples are highlighted with blue
dots. What gives? The test to do now was to record every response from peekdata and
compare it to the complete dataset collected after the touchdown using getdata. What I
expect, from the documentation, is for subsequent responses to either be identical or differ
by two samples (the beginning and end). The mental picture is taking pictures of a window
that always shows themost recent sixteen (in this case) samples. We’ll get the same snapshot
until a new sample is available, when it will slide into the picture and the oldest one will
slide out. So what is Matlab really doing? A small section of that test is in Fig. A.5(b),
which shows the data pulled by peekdata as blue dots clearly missing most of the red trace
of the complete dataset. There must be some other data buffer that does not update fast
enough. This won’t work; so I switched to getdata(1) and accumulating the collected data.
This worked excellently for rapidly stopping the approach and minimizing the extent, but
probably caused the problem described in the next section.
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FigureA.5: Theperils of believing theMatlab documentation. Specifically, theDAQ func-
tion peekdata does not work as advertised. (a) A touchdown curve (red) with the running
cutoff (black) and the sample from peekdata that triggered the touchdown tests (blue dots).
The touchdown clearly should have stopped before it did. (b) The results of a test accumu-
lating every sample from peekdata (blue dots) during a touchdown, then pulling the entire
dataset (red) with getdata. Profiling indicated that peekdata was being called three times
faster than the analog output rate, so you’d expect the blue dots to cover every data point
three times. Instead the gaps between blue dots indicate that something undocumented in
the internals is not updating fast enough.

Mysterious Timeout Error

Unfortunately, a rathermysterious error cropped up once the fastmode was working nicely.
After around five hours taking repeated fast touchdowns, Matlab would freeze up and
require a system restart. I fought with it repeatedly, but it proved quite impossible to debug.
I suspect it is due to a memory leak in a low–level DAQ routine, but that’s all I can say.
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