
Model Analysis on the Performance for an 

Inertial Aided FLL-Assisted-PLL Carrier-

Tracking Loop in the Presence of Ionospheric 

Scintillation 

 
 

Tsung-Yu Chiou 

 Stanford University, Palo Alto, California 

 

Demoz Gebre-Egziabher 

University of Minnesota, Twin Cities, Minneapolis, Minnesota 

 

Todd Walter and Per Enge 

Stanford University, Palo Alto, California 

 

 

BIOGRAPHY   

 

Tsung-Yu Chiou is a Ph.D. candidate in the Aeronautics 

and Astronautics Department at Stanford University.  He 

received his B.S. in Aerospace Engineering in 1998 from 

Tamkang University, Taiwan and his M.S. from Stanford 

in 2002. His research currently focuses on the 

performance analysis and validation of Inertial-aided GPS 

carrier-tracking loops.  He is also looking into the 

solutions to the problem of GPS/WAAS performance 

degradation caused by ionospheric scintillation.   

 

Dr. Demoz Gebre-Egziabher is an assistant professor of 

Aerospace Engineering and Mechanics at the University 

of Minnesota, Twin Cities. His research interests are in 

the areas of navigation and guidance.  He was a member 

of the GPS Laboratory at Stanford University where he 

received a Ph.D. in Aeronautics and Astronautics. 

 

Dr. Todd Walter received his B. S. in physics from 

Rensselaer Polytechnic Institute and his Ph.D. in 1993 

from Stanford University.  He is currently a Senior 

Research Engineer at Stanford University.  He is a co-

chair of the WAAS Integrity Performance Panel (WIPP) 

that focuses on the implementation of WAAS and the 

development of its later stages.  Key contributions 

include: early prototype development proving the 

feasibility of WAAS, significant contribution to MOPS 

design and validation, co-editing of the Institute of 

Navigation's book of papers about WAAS and its 

European and Japanese counterparts, and design of 

ionospheric algorithms for WAAS.  He was the co-

recipient of the 2001 ION early achievement award. 

 

Dr. Per Enge is a Professor of Aeronautics and 

Astronautics at Stanford University, where he is the 

Kleiner-Perkins, Mayfield, Sequoia Capital Professor in 

the School of Engineering.  He directs the GPS Research 

Laboratory, which develops satellite navigation systems 

based on the Global Positioning System (GPS).  These 

navigation systems augment GPS to improve accuracy 

and provide real time error bounds.  Professor Enge’s 

research focuses on the design of navigation systems 

which satisfy stringent requirements with respect to 

accuracy, integrity (truthfulness), time availability, and 

continuity.  Enge has received the Kepler, Thurlow and 

Burka Awards from the Institute of Navigation (ION) for 

his work.  He is also a Fellow of the ION and the Institute 

of Electrical and Electronics Engineers (IEEE).  He 

received his PhD from the University of Illinois in 1983, 

where he designed a direct-sequence multiple-access 

communication system that provided an orthogonal signal 

set to each user. 

 

 

ABSTRACT  

 
Ionospheric scintillation has a significant impact on the 

availability of Global Positioning System (GPS) and 

Wide Area Augmentation System (WAAS), especially 

when the GPS/WAAS receiver is dynamically stressed.  

An example of such a scenario would be an aircraft using 

WAAS to make an approach and landing.  This study 

investigated the tolerable wideband interference level 

given various conditions of ionospheric scintillation.  Two 

important criteria are used to determine the tolerable 



wideband interference level: the tracking threshold and 

the word error rate (WER) of the navigation data 

demodulation.  An inertial aided FLL-assisted-PLL 

carrier-tracking loop is considered to be effective for 

increasing the receiver robustness to interference.  This 

paper quantitatively gives the improvement using the 

inertial aided FLL-assisted-PLL and compares it to the 

generic PLL as well as inertial aided PLL carrier-tracking 

loops.  Theoretical model analysis was performed for the 

above three tracking-loop configurations considering all 

possible error sources which can potentially degrade 

carrier-tracking loop performance.  These errors include 

satellite/receiver clock dynamics, platform dynamics, 

platform vibrations, sensitivity of the receiver clock to 

acceleration, wideband interference, and ionospheric 

scintillation.  The results showed that there is a 10 dB 

improvement in the minimum 0/ NC  by using a FLL as a 

backup tracking loop when compared to the receiver with 

PLL used as the primary tracking loop only.  However, 

satisfying the requirements of the WER limits the 

performance of this technique. 

 

 

Key words: Phase-Locked Loop (PLL), Frequency-

Locked Loop (FLL), Ionospheric Scintillation 

 
 

I. INTRODUCTION  

 

The application of GPS and WAAS in aviation has 

become very important since the first operation of WAAS 

in 2003.  The signals received at an airplane have traveled 

through the atmosphere’s layer from the satellites in orbits.  

As a result, the transmitted signals have been degraded by 

several uncertainties.  One of the largest channel errors is 

due to the perturbations imposed by the ionosphere layer.  

This channel degradation caused by ionosphere can be 

divided in two categories.  The first ionosphere error is 

the nominal ionosphere delay, which can be predicted by 

the Klobuchar model or be well removed by a dual 

frequency technique.  The second ionosphere error is 

known as ionospheric scintillation.  Ionospheric 

scintillation is caused by local ionosphere plasma 

anomalies.  A deep signal power fading and rapid phase 

variations are the typical characteristics made by 

ionospheric scintillation.  Either the power fading or the 

phase variations may lead to loss of signal lock or 

increases in measurement errors.  As a result, the happen 

of ionospheric scintillation is a continuity threat to WAAS.  

The impacts of ionospheric scintillation on the 

GPS/WAAS receiver used for an aviation application 

shown in Figure 1 are of the interest in this work.  

Furthermore, robustness of the carrier tracking loops is 

indeed the key issue in the evaluation of the GPS/WAAS 

receiver performance under ionospheric scintillation. 

 

To evaluate the robustness of the tracking loops to 

ionospheric scintillation, both of the errors due to 

scintillation and the generic tracking loop errors must be 

considered.  Previous work in this area, in general, can be 

divided in two groups.  In the first group, a number of 

researchers have studied the effects of ionospheric 

scintillation on tracking loop performance [1 to 6].  A 

very exhaustive research effort was made by Knight [1] to 

evaluate ionospheric scintillation effects on GPS receivers.  

In addition to the linear model approach, an intensive 

hardware testing has been conducted by Morrissey and et 

al [7, 8, and 9].  The second group of the previous 

researchers contributed to determine the tracking loop 

performance without considering ionospheric scintillation 

[11 to 17].  In particular, most attentions in the previous 

work were on a phase-locked loop (PLL).  Relatively few 

studies have been done on a frequency-locked loop (FLL).  

Except that in [18 and 21], the use of a FLL to assist to a 

PLL was studied.  A comprehensive FLL linear model 

study on the noise performance with different frequency 

discriminators was conducted in [19 and 20].  Recently, in 

[22 and 23], the FLL linear model including various error 

sources were considered.  The use of a FLL to cope with 

ionospheric scintillation was implemented to process 

simulated scintillation data in [10].  It was demonstrated 

in [10] that a FLL is effective for the cycle slip detecting 

under scintillation environments.   
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Figure 1: Problem Statement  
 

 

Although much work has been done on the impacts of 

scintillation on a PLL, little attention has been paid to 

using a FLL to treat scintillation problems.  As will be 

seen in this paper, a FLL is more robust to noise and 

dynamics compared to a PLL.  However, a FLL provides 

more noisy measurements than a PLL does.  An effective 

aiding scheme is considered to take the advantages of a 

FLL but without suffering from the noisy measurements 

provided by the FLL.  The benefits of using an inertial 

aided carrier tracking loop on dealing with ionospheric 

scintillation has not been investigated either.   

 



In this research, we attempt to provide an inclusive linear 

model analysis on both of PLL and FLL by considering 

all of the generic tracking error sources as well as the 

errors due to ionospheric scintillation.  The purpose is to 

determine whether the use of a FLL as a backup tracking 

loop could effectively to cope with ionospheric 

scintillation.  To examine the benefits of the technique of 

inertial aided FLL-assisted PLL, we aimed to determine 

the lowest tolerable signal power to noise power density 

ratio ( 0/ NC ) with the following requirements satisfied 

for both GPS and WAAS signals.  First, the phase 

estimate error from a PLL must be smaller than a 

defined tracking threshold.  Second, the frequency 

estimate error from a FLL must be less than a defined 

tracking threshold.  Finally, the WER, by using either 

a PLL or a FLL, for both GPS (30 bits) and WAAS 

(250 bits) must be less than 10^-4 required by [24]. 

 

A basic understanding of generic GPS/WAAS receivers is 

crucial before moving on to the specifics of linear models 

of tracking loops. 

 

 

II. ARCHITECTURE OF A GPS/WAAS RECEIVER 

 

This section will provide a brief overview of a 

GPS/WAAS receiver.  Figure 2 shows a GPS/WAAS 

receiver block diagram [page 432, 25].  The transmitted 

L-band GPS/WAAS signals are captured by the antenna.  

A signal conditioning process is done by the front-end to 

down-convert the signals from radio frequency (RF) to an 

appropriate intermediate frequency (IF) such that the 

acquisition and tracking are applicable in the next step.  

The operation of the tracking loop for GPS and WAAS is 

the same except that the maximum coherent integration 

time for WAAS is only one tenth of GPS’s because the 

symbol rate for WAAS is 500 symbols per second but for 

GPS is 30 bits per second.  So, the demodulation process 

is where really differentiates the WAAS signals from the 

GPS signals.  An extra convolutional encoding has been 

applied on the WAAS message.  Therefore, an extra 

decoding step must be added, such as Viterbi decoding 

[42], to extract the final 250 bits of WAAS messages.  At 

the step of demodulation, a binary phase shift keying 

(BPSK) demodulation is used if the carrier tracking loop 

is a PLL.  By contrast, if a FLL is used for the carrier 

tracking loop, a differential phase shift keying (DPSK) 

demodulation is needed [20 and page 381 of 26].  The 

details of this DPSK scheme will be discussed in Section 

VI.  The current focus of the coming sections is to discuss 

the carrier tracking loop.  The carrier tracking loop can be 

a stand alone PLL, an inertial aided PLL, a stand alone 

FLL, and an inertial aided FLL.  However, a simple FLL 

aiding the traditional PLL tracking loop is considered to 

be effective to the problem caused by ionospheric 

scintillation. 
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Figure 2: Block Diagram of a GPS/WAAS Receiver
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III. FLL AIDING SCHEME 

 
From the thermal noise performance analysis [20, 26], a 

FLL is more robust to noise than a PLL.  Moreover, a 

FLL can tolerate higher platform dynamics as well as 

clock dynamics [27].  Therefore, to combine the best of 

both, the technique called FLL-assisted-PLL was 

introduced in [21].  In [21], the carrier tracking loop fused 

the FLL tracking to the PLL tracking.  Both types of 

tracking loop operate in parallel.  The overall 

performance of this fused FLL-assisted-PLL is between a 

stand alone FLL and a stand alone PLL.  In our opinion, it 

is not desirable to operate a FLL as the carrier tracking 

loop for long term since the frequency estimate is noisy.  

Also the probability of losing lock of a FLL increases as 

time goes on.  Hence, using a FLL as a backup tracking 

loop is considered in this paper.  The FLL is used in a 

short period of time when the 0/ NC  is low.  In fact, the 

power fading caused by amplitude scintillation is indeed 

this type of problem.   

 

Figure 3 shows the FLL aiding scheme which is 

considered to be effective to cope with the tracking 

challenge imposed by amplitude scintillation.  The basic 

idea depicted in Figure 3 is to use the FLL as a backup 

tracking loop, which was also proposed in [22].  In 

nominal conditions, 0/ NC  of GPS or WAAS signals is 

usually above the tracking threshold of a PLL with 

appropriate noise bandwidth.  However, in the presence of 

amplitude scintillation, 0/ NC  will suddenly drop below 

the tracking threshold of the PLL.  As a result, the PLL 

may have cycle clips or even lose lock on the signal.  

However, fortunately, a deep power fading usually stands 

a very short period amount of time (Dt).  During this brief 

moment of deep power fading, the receiver takes the 

frequency estimate from the FLL instead of the phase 

estimate from the PLL since the PLL is no longer to be 

able to provide reliable measurements.  When 0/ NC is 

recovered back to the nominal condition, the receiver will 

switch back to the PLL.  In this aiding scheme, the FLL 



has to be reinitialized when 0/ NC  is high because the 

probability of losing lock of the FLL increases with time.  

The time ( iniT ) to reinitialize the FLL limits the lower 

bound of the noise bandwidth of the FLL.  Since a FLL 

with smaller noise bandwidth has a longer time constant, 

iniT  has to be at least one time constant of the FLL such 

that any transient responses converge.  Given this FLL 

aiding scheme, we are ready to evaluate the performance 

of carrier tracking loops. 
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IV. MODELS OF SCINTILLATION 

 

As mentioned, ionospheric scintillation can be 

decomposed into two components: phase scintillation and 

amplitude scintillation.  They are defined by their power 

spectral densities (PSD) and probability density functions 

(PDF).  In this section, we simply review the 

mathematical models of the said PSD’s and PDF’s.  

Characterizing the model of ionospheric scintillation is 

not the purpose of this work.  The focus of this paper is to 

evaluate the improvement by using an inertial aided PLL 

or FLL given the PSD’s and PDF’s of scintillation.  

 

The PSD of phase scintillation follows an inverse power 

law, which is given in the flowing form [28]: 
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where sctT  is the magnitude of the PSD at the frequency 

of 1 Hz, f  is the frequency of phase fluctuations, 0f  is 

the frequency corresponding to the maximum irregularity 

size in the ionosphere, and p  is the slope of the PSD 

(usually in the range 1 to 4 and typically 2.5).  In this 

paper, we pick the typical values for the constants in Eq. 

(1). 230 radiansdBTsct  , 0410  ef , and 

5.2p  [1]. 

 

Before defining the PDF of amplitude scintillation, an 

important parameter, 4S , describing the strength of 

amplitude scintillation has to be defined. 4S , the intensity 

scintillation index, is the normalized root mean square 

(RMS) intensity and is given by [page 45 of 1, 9] 
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where I is the signal intensity, and   is the expectation 

operator. 

 

The PDF of amplitude scintillation is modeled as a 

Nakagami-m distribution, which is given by [29] 
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where A is the signal amplitude,    is the Gamma 

function and m is defined as 2
4

1
S

m  .  Given the mean 

square amplitude,
2A , and the m  parameter, the 

Nakagami-m distribution for amplitude scintillation is 

well defined.  In this paper, 4S  is set to be 0.7, which 

represents a moderate scintillation [5].  Given the PSD in 

Eq. (1), using a linear model analysis can determine the 

estimated phase (in PLL) or frequency (in FLL) variance 

caused by phase scintillation.  The estimated phase or 

frequency variance caused by amplitude scintillation will 

be shown in a combined form with the noise performance 

of a carrier tracking loop.  The PDF of amplitude 

scintillation will be used to determine the bit error rate 

(BER) when the received signals are corrupted by 

amplitude scintillation. 

 

Thus far, the error sources from scintillation have been 

described.  In the following two sections, the PLL linear 

model analysis and FLL linear model analysis will be 

provided, respectively. 

 

 

V. PHASE-LOCKED LOOP (PLL) LINEAR MODEL 

ANALYSIS 

 

In this section, a PLL linear model analysis will be 

discussed.  A very comprehensive discussion on the 

generic linear model analysis has been done in [12] and 

no intention exists to duplicate their analysis here.  For 

more details, [12] is highly recommended for further 

readings. Instead, we attempted to address those error 

sources, which were not covered previously.  Also of 

interest to us is the improvement on the carrier tracking 



loop performance by using a very low acceleration 

sensitivity oscillator. Likewise, providing the fundamental 

framework on the PLL linear model analysis would be 

helpful on the understanding for the FLL analysis in the 

coming section.  However, we will only discuss every 

error source to the PLL without details. 

 

A short discussion on the functions of a PLL was given in 

[16].  Here we started with a PLL linear analysis.  To 

analyze the phase error of a PLL, a linear model 

illustrated in Figure 4 is considered. The input 
i  is the 

phase of the incoming digital IF signal.  The output 
o  is 

the phase steered by the PLL to track the input 
i .  The 

summation symbol in Figure 4 represents the phase 

discriminator.  Thus,   is the phase error between 
i  

and 
o .  )(sG is the plant of the closed-loop, which is the 

object to be controlled.   For the PLL shown here, )(sG is 

also called a the numerically controlled oscillator (NCO).  

Therefore, )(sG  represents a pure integrator, which can 

be written as s
1 . )(sF is the controller, where we design 

the parameters to control the bandwidth of the overall 

closed-loop.  Ideally,   stays exactly at zero once the 

phase is locked in.  However, the incoming phase signal 

i is influenced by the thermal noise, the dynamics of the 

platform, ionospheric scintillation, and even the satellite 

clock dynamics.  Furthermore, the replica carrier phase 

o is affected by the receiver clock dynamics and an extra 

phase instability induced by the platform vibration.  As a 

result, the phase error source includes the thermal noise, 

platform dynamics stress error, receiver and satellite clock 

dynamics, and the oscillator’s frequency error induced by 

the platform vibrations. 

 

 

Figure 4: PLL Linear ModelFigure 4: PLL Linear Model  
 

A higher bandwidth PLL has better performance to track 

the dynamics.  However, a higher bandwidth PLL has 

poor capability on noise suppression.  Therefore, the 

phase error response is a parameter for judging a proper 

PLL bandwidth.  Specifically, the standard deviation 

value (1-sigma) of the steady state phase error is used as a 

metric to characterize the performance of the PLL alone 

or the inertially-aided PLL.  The 1-sigma phase error is 

also called phase jitter [27], which is represented by 
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where  

 = phase jitter from thermal noise and amplitude 

scintillation (if applied); 

sv = phase jitter from the instability of the satellite’s 

oscillators; 

rx = phase jitter from the instability of the receiver’s 

oscillators; 

v = the vibration induced phase jitter; 

p = phase jitter caused by phase scintillation; 

e = dynamic stress in the PLL tracking loop 

acc = the excessive bias phase error induced by the 

acceleration sensitivity of the local oscillator. 

 

In general, the phase jitter of a PLL can be evaluated by  
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where )2( fjH   is the closed-loop transfer function of 

the linear model shown in Figure 4, )( fS  is the power 

spectral density of the phase noise from thermal noise or 

amplitude scintillation, and )( fS is the power spectral 

density of the additional phase noise from satellite and 

receiver oscillators or phase scintillation.  By definition 

the closed-loop transfer function is written as follows 
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It can be calculated that [16] 
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where k is the order of the closed-loop and nf is the 

natural frequency of the closed loop in Hz. 

 

Since the overall transfer function is a low pass filter, 

from Eq. (5), we can see that reducing the bandwidth of 

the loop would reject more thermal noise but unavoidably 

induce more phase error contributed by the additional 

phase noise due to oscillator’s dynamics or phase 

scintillation.  As a result, it is a convex problem.  There is 

a minimum allowable one-sided noise bandwidth, nB , 

such that the lowest tolerable 0/ NC  is achieved.   



 

In the rest of this section, the mathematical representation 

of each error source will be provided. 

 

 

V-1. THERMAL NOISE AND AMPLITUDE 

SCINTILLATION (  ) 

 

Thermal noise tracking error of a PLL with a dot-product 

phase discriminator in the presence of amplitude 

scintillation is derived in [page 105 of 1, and 30] and is 

given as follows 
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where  

nB  is the PLL one-sided noise bandwidth in Hz; 

0N

C
 is the signal-to-noise power density ratio; 

cohT  is the coherent integration time in second, 0.02s for 

GPS and 0.002s for WAAS; 

707.04 S  for L1 signal. 

If there is no amplitude scintillation, 04 S , Eq. (8) 

becomes the standard thermal noise tracking error for the 

PLL [26] 

 





















00

2

2

1
1

N

C
T

N

C

B

coh

n
   2radians .    (9) 

 

 

V-2. RECEIVER OSCILLATOR PHASE NOISE ( rx ) 

 

The second phase error source is contributed by the 

receiver oscillator phase noise especially at a low noise 

bandwidth.  One can increase the noise bandwidth such 

that the PLL can track the clock dynamics.  However a 

higher noise bandwidth introduces more effects on the 

phase error caused by the thermal noise.  To determine an 

appropriate noise bandwidth, we need to ascertain the 

carrier phase-noise spectrum.  The phase-noise power 

spectral density (PSD) (one-sided) of an oscillator can be 

written as [31] 
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The lower bound of the frequency range, lf , can be set to 

be 0 without losing any generalities [31].  The upper bond 

of the frequency range, hf , can be very large but it will 

be limited by the pre-detection integration bandwidth (or 

coherent integration time) of the receiver. So, by 

definition,
cohThf 2

1  in Hz. )( fW rx  is the basband 

spectrum of the phase noise )(t  [32], which is also 

known as the spectral density of the phase fluctuations 

[33].  It is important to note that )( fW rx  is the PSD 

defined at the oscillator’s center frequency, 0f .  In fact, 

the actual phase noise PSD seen by the tracking loop 

should be the PSD at the received signal frequency, for 

example, GPS L1 frequency ( 1Lf ).  Define a 

multiplication factor between the received carrier 

frequency ( carrierf ) and the local oscillator’s center 

frequency ( 0f ) to be 

 

0f

f
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In this paper, 1Lcarrier ff  .  As a result, the phase noise 

PSD at the input of the carrier tracking loop should be  

 

./),()( 22 HzradiansfWNfS rxrx      (12) 

 

To illustrate this magnification effect on the phase noise, 

let us assume the oscillator’s center frequency is 10.23 

MHz.  Therefore, N = 154 for L1 signal.  The final phase 

noise PSD at 1Lf  is increased by 75.43)(log20 10 N  dB 

from the original noise PSD at 0f .  One should keep in 

mind that the phase noise PSD is defined at a specific 

center frequency. 

 

In order to accomplish the analysis here, the coefficients 

ih  in Eq. (10) must be found for a given oscillator.  

However, what is given in the specification sheet of an 

oscillator is not the phase noise PSD defined in Eq. (10).  

The specification sheet usually gives the single-sideband 

(SSB) phase noise, )( fL  , and it is usually expressed in 

decibel format as )]([log10 10 fL   dBc/Hz [32, 33]. As 

stated in [32], “dBc means “dB relative to carrier,” 

where the term carrier actually means total power in the 

signal; “per Hz” refers to a bandwidth of 1 Hz.”  )( fL   

is the normalized version of the theoretical passband 

spectrum of the oscillator signal [32].  A more concise 

definition of )( fL   given in [page 147, 32] depicted that 

“ )( fL   is the noise power, relative to the total power in 

the signal, in a bandwidth of 1 Hz in a single sideband at 

a frequency offset of f  from the carrier frequency 0f .”  



The relationship between )( fW rx  and )( fL   can be 

defined only if the following statement is true.  The phase 

fluctuations at frequencies greater than the offset 

frequency are much less than 1 2radians [33].  In other 

words, if the phase-noise amplitude is small enough, it is 

shown that [35] 

 

2

)(
)(

fW
fL

rx
 .      (13) 

 

Through the relation in Eq. (13), we can find the 

coefficients, ih , in Eq. (10) from the given SSB in the 

specification sheet of an oscillator.  Table 1 shows the 

SSB of several types of oscillators and Table 2 shows the 

resolved coefficients, ih , for )( fW rx .  However, as 

mentioned in [page 150, 32], “the phase noise amplitude 

is never small enough at frequencies close in to the 

carrier frequency, so )( fW rx  is never a good 

representation of the close-in )( fL  , the close-in RF 

sidebands.” This discrepancy may not be pronounced 

since the process of the phase noise due to oscillators 

through the tracking is a high pass filtering process.  The 

large discrepancies at low frequency range, i.e. close to 

the carrier frequency, will be filtered out.  If the noise 

bandwidth of the tracking is really small (much less than 

1 Hz), the imperfect phase noise model starts to degrade 

the results predicted by this analysis.  Hence, the tracking 

error due to oscillator dynamics is an approximated result 

but it is the best solution one can obtain currently. 

 

Given the PSD in Eq. (12), we can find the phase jitter 

from oscillator’s dynamics by evaluating the second 

integrand in Eq. (5) as follows 
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0

22 )()2(1 dffSfjH rxrx   .  (14) 

 

Substitute Eqs. (7) and (12) into Eq. (14), we obtained the 

phase jitter from oscillator’s dynamics only in terms of 

the PLL noise bandwidth, nB , as follows [16] 

 

for a second order PLL ( 2k ), 
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      (15) 

where 
nB

X
8856.1

2
  and N  was defined in Eq. (11); 

 

and for a third order PLL ( 3k ), 
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where 
nB

Y
2.1

2
  and N  was defined in Eq. (11). 

 

Note that the unit of nB  is Hz. 
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Table 1: Specifications of Oscillators
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Table 2: Coefficients of Oscillattor’s PSD 

 
 

 

V-3. SATELLITE OSCILLATOR PHASE NOISE ( sv ) 

 

Other than the receiver oscillator on the earth that 

produces phase noise, the clock onboard in the orbit could 

also generate phase noise in the signals.  The nominal 

satellite oscillator PSD was not available.  However, it 

was promised that the phase jitter from satellite 

oscillator’s dynamics is less than 0.1 radians when nB  is 

10 Hz [34].  As shown in [12], this specification is 

somewhat conservative.  We use a typical specification of 

a Cesium clock as given in Table 1 to model the satellite 

oscillator’s dynamics.  The expression for sv  is the 

same as those in Eqs. (15) and (16) except that the 

coefficients, ih , were taken from Table 2 for the Cesium 

clock. 

 

 

V-4. VIBRATION INDUCED PHASE JITTER ( v ) 

 

The phase jitter induced by the platform vibration can be 

calculated by 
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22 )()2(1 radiansdffSfjH vv 


   ,  (17) 

 

where )( fS v  is the PSD of the phase noise induced by 

the platform vibrations. )( fS v  can be further expressed 

as follows [26] 
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where gk is the oscillator’s g-sensitivity in parts/g (values 

given in Table 1), 0f is the center frequency of the 

oscillator (values given in Table 1), N  has been defined 

in Eq. (11), and )( fGg  is the one-sided vibration spectral 

density in Hz
g 2

.  The most up-to-date vibration spectral 

density curve for an instrument panel installation on a 

turbojet aircraft is shown in Figure 5 [36].  Figure 5 also 

shows a vibration spectrum of an automobile (sedan) in 

normal driving condition [14].  Table 3 summarizes the 

two curves in Figure 5.  Eq. (17) was evaluated 

numerically in this work. 
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0.5 < f < 2.52.0*10^-440 < f < 100(3.0*10^-3)*(f/40)^-2

f < 0.52.0*10^-5f < 403.0*10^-3

Frequency (Hz)Vibration PSD (g^2/Hz)Frequency (Hz)Vibration PSD (g^2/Hz)

AutomobileAircraft (RTCA 160D)

30 < f(2.0*10^-5)*(f/30)^-6

15  < f < 302.0*10^-3500 < f(5.0*10^-4)*(f/500)^-2

2.5 < f < 152.0*10^-5100 < f < 5005.0*10^-4

0.5 < f < 2.52.0*10^-440 < f < 100(3.0*10^-3)*(f/40)^-2

f < 0.52.0*10^-5f < 403.0*10^-3

Frequency (Hz)Vibration PSD (g^2/Hz)Frequency (Hz)Vibration PSD (g^2/Hz)

AutomobileAircraft (RTCA 160D)

Table 3: Vibration PSDs
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V-5. PHASE JITTER FROM PHASE SCINTILLATION 

( p ) 

 

Similarly, the phase jitter induced by ionospheric phase 

scintillation can be found by substitute Eq. (1) into the 

second integrand of Eq. (5) as follows 

 

2

0

22 )()2(1 radiansdffSfjH
pp 



   . (19) 

 

A result of Eq. (19) in a closed form can be found in [1, 3, 

28] with constraints imposed on the slope index p  

depending on the order of the closed loop PLL.  In this 

work, p  is chosen to be 2.5, which is a valid value based 

on the current data analysis [1].  If the constraints of p  

were not met based on the observations on the new data, 

one can numerically integrate Eq. (19) to obtain an 

approximate result. 

 

 

V-6. DYNAMIC STRESS IN THE PLL ( e ) 

 

Because of an abrupt motion, the PLL would experience 

excessive phase error.  Of interest is the peak error, i.e., 

the phase error transient response of the phase 

acceleration or phase jerk.  For the second-order loop, the 

phase error due to dynamic stress (phase acceleration) is 

bounded by [page 180, 27] 
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e 22
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


 ,    (20) 

 

where 


f  is a frequency ramp input in Hz/sec, and n  is 

the natural frequency of the closed loop in rad/sec.  

Convert the frequency ramp input into the phase 

acceleration in the line-of-sight direction, we have [16] 

 

radians
B

af

ncarriern

e 2
max

22

7599.2
22





 






,  (21) 

 

where maxa  is the maximum value of line-of-sight phase 

acceleration in g, carrier  is the wavelength of the carrier 

in meter. 

 

Similarly, for the third-order loop the phase error from 

dynamic stress (phase jerk) is given by [page 390, 26] 
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where maxj  is the maximum value of line-of-sight jerk 

experienced by the receiver in g/sec.  In [24], maxa  and 

maxj  have been defined to regulate the performance of 

the GPS receivers used in aviations.  Table 4 gives the 

values of maxa  and maxj  for aircrafts and automobiles 

(for comparison). 

 

0.380.30.250.5

jmax (g/sec)amax (g)jmax (g/sec)amax (g)

Automobile (fast turns)Aircraft (RTCA 229C)

0.380.30.250.5

jmax (g/sec)amax (g)jmax (g/sec)amax (g)

Automobile (fast turns)Aircraft (RTCA 229C)

Table 4: Accelerations and Jerks

 
 

 

V-7. RESIDUAL DYNAMIC STRESS FROM THE 

INERTIAL MEASUREMENTS ( eaid ) 

 

If the PLL is inertial aided, the platform dynamics would 

be tracked by the inertial measurement unit (IMU).  There 

is no need for the PLL to track high platform dynamics.  

As a result, the bandwidth of the PLL can be reduced such 

that more noise can be tolerated.  However, the Doppler 

estimate provided by the IMU is not perfect.  There is a 

residual Doppler estimate error leaking into the PLL.  

Therefore, this residual Doppler estimate error has to be 

tracked by the PLL.  The amount of this Doppler estimate 

error depends on the quality of the IMU used for the 

carrier tracking loop aiding.  This Doppler estimate can be 

modeled as either a frequency step error [12] or a 

frequency ramp error.  In this work, we modeled the 

estimate error as a frequency ramp.  The upper bound of 

the 3-sigma Doppler estimate error, 


 aidf , can be found 

in [13].  The 3-sigma 


 aidf  is 0.015 Hz/sec for a 

navigation grade IMU and 1.8 Hz/sec for an automotive 

grade IMU.  The effect of this frequency ramp error is 

evaluated by examining the peak phase error of the 

tracking loop.  Again, this transient peak error of both a 

second order and a third order PLLs given a frequency 

ramp input is bounded by the same form in Eq. (20) [page 

390, 26 and page 180, 27].  Therefore,  
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V-8. PHASE JITTER FROM THE G-SENSITIVITY OF 

THE LOCAL OSCILLATOR ( acc ) 

 

In the case of aided tracking loops, the oscillator g-

sensitivity must be considered.  The frequency error, at 

the input of the tracking loop, induced by the g-sensitivity 

of the oscillator is expressed as [page 190, 27] 

 

,)( HztAfkf carriergg     (24) 

 

where gk is the oscillator’s g-sensitivity in parts/g (values 

given in Table 1), carrierf  is the carrier frequency, and 

)(tA  is the acceleration stress in g as a function of time.  

If )(tA  is a jerk stress, g/sec, then the units of gf  are 

Hz/sec.  As a result, gf  is a frequency ramp error goes 

into the PLL.  Similar to the analysis for the error on the 

external Doppler estimate, we have the peak phase error 

of the tracking loop as  
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Until this step, we have analyzed of phase jitter for both 

unaided and aided PLL.  Thus, we have each term of Eq. 

(4) for both cases.  In the next section, the same analysis 

would be applied for the FLL. 

 

 

VI. FREQUENCY-LOCKED LOOP (FLL) LINEAR 

MODEL ANALYSIS 

 

A FLL used to be called an automatic frequency control 

(AFC) loop.  The fundamental idea of a frequency 

discriminator is to measure the change in carrier phase 

over a finite interval of time.  Various types of frequency 

discriminators have been investigated in [19].  Since the 

frequency discriminators are affected by the navigation 

databit, the sign changes between successive samples 

must be resolved.  Among those AFC’s, the cross-product 

AFC with decision feedback (CPAFCDF) would solve the 

bit changing problem as well as give the best noise 

performance [20].  As will be seen, the frequency 

estimate is achieved by performing cross-product on the 

successive in-phase (I) and quadrature (Q) samples. On 

the other hand, the sign change, used as a decision 

feedback to the tracking loop, is sensed by doing the dot-

product of the successive I and Q samples.  These sign 

changes can be used to demodulate the data differentially 

(differential phase shift keying (DPSK) demodulation) 

[page 381, 26].  In this work, we decoupled the analysis 

of the cross-product and the dot-product operations of the 

frequency tracking loop.  The dot-product operation used 

as a DPSK demodulation will be discussed in Section 

VIIII.  In this section, we focus on the frequency tracking 

loop without decision feedback.  Since the FLL is used as 

a backup tracking loop for the application in this work, 

the bit synchronization has been done by the PLL before 

the receiver switches to the FLL.  Accordingly, a cross-

product AFC (CPAFC) would be the applicable to 

provide the frequency estimate.  Figure 6 shows the block 



diagram of the CPAFC [19].  As shown in [19], the 

frequency discriminator output is represented by 

 

kkkkf IQQIkV 11)(   ,    (26) 

 

where kI  and kQ  are the baseband in-phase and 

quadrature samples at the outputs of the integrate-and-

dump filters.  The cross-product has to be performed 

within a databit period [page 379, 26].  Therefore, the 

maximum coherent integration time for this frequency 

tracking loop is half of the databit period.  For example, 

cohT  is 10 msec for GPS tracking and 1 msec for WAAS 

tracking. 
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The linear mode of this type of FLL has exactly the same 

form as the PLL shown in Figure 4 except that the input is 

replaced by if  , the output is of , and the frequency error 

estimate is defined as f .  It is important to note that the 

carrier NCO in a FLL does not act as an integrator.  It is 

simply a means of converting a frequency number to sine 

and cosine of frequency [page 384, 26].  Therefore, the 

order of the closed loop is the same as the order of the 

loop filter.  Traditionally, a second order FLL is used for 

a receiver, which can track a constant phase acceleration.  

From now on, we would like to focus on the error 

performance evaluation of this second order cross-product 

automatic frequency control loop. 

 

Similar to the PLL, the 1-sigma frequency error is defined 

as frequency jitter [27], which is represented by 
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       (27) 

where  

 f = frequency jitter from thermal noise and amplitude 

scintillation (if applied); 

fsv = frequency jitter from the instability of the 

satellite’s oscillators; 

frx = frequency jitter from the instability of the 

receiver’s oscillators; 

fv = vibration induced frequency jitter; 

fp = frequency jitter caused by phase scintillation; 

e = dynamic stress in the FLL tracking loop 

acc = the excessive bias frequency error induced by the 

acceleration sensitivity of the local oscillator. 

 

Each term of the error sources will be evaluated 

separately in the following sub-sections. 

 

VI-1. THERMAL NOISE AND AMPLITUDE 

SCINTILLATION (  f ) 

 

Thermal noise tracking error of the FLL with a cross-

product frequency discriminator is given by [page 381, 26] 

the following form, 

 





















00

2
2

2

2

1
1

4

4

1

N

C
T

N

C
T

B

cohcoh

n
f


    2Hz .  (28) 

 

Analog to the derivations in [page 92, 1 and 16], in the 

presence of amplitude scintillation, the tracking error was 

derived and given as follows 
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As will be seen in the following sub-sections, the analysis 

for the remaining error sources is simply conducted by the 

following equation 
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where 
xfS  is the corresponding frequency noise PSD of 

each error source.  Usually, the frequency noise PSD can 

be approximated by the phase noise PSD with the 

following relation: 
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With Eqs. (30) and (31), and given the phase noise PSDs, 

the error performance of a second order FLL was 

analyzed and provided as follows. 

 

VI-2. FREQUENCY JITTER FROM RECEIVER 

OSCILLATOR PHASE NOISE ( frx ) 

 

frx  is calculated by substituting Eq. (12) into Eqs. (30) 

and (31). Since 
xfS  is zero when hff  and

coh
h

T
f

2

1
 , 

we can further simplify Eq. (30) as follows 
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where 
n

X


2
 , 

n

h
h

f
x



2
 .  Note that Eq. (32) is valid 

only for a second order FLL.  Unlike the results in Eq. 

(15), Eq. (32) has to be calculated numerically. 

 

 

VI-3. SATELLITE OSCILLATOR PHASE NOISE 

( fsv ) 

 

fsv  has the same form as in Eq. (32) except that the 

coefficients, ih , are those values for the Cesium clock. 

 

 

VI-4. VIBRATION INDUCED FREQUENCY JITTER 

( fv ) 

 

The frequency jitter induced by the platform vibration can 

be calculated by substituting Eqs. (18) and (31) into Eq. 

(30).  The calculation was done also by a numerical 

method. 

 

VI-5. FREQUENCY JITTER FROM PHASE 

SCINTILLATION ( fp ) 

 

Similarly, the frequency jitter induced by ionospheric 

phase scintillation can be found by substituting Eqs. (1) 

and (31) into Eq. (30).  Closed form solutions with 

constraints on the slope index p  are available in [page 

149, 1].  Alternatively, we can evaluate the result 

numerically if the constraints are not met. 

 

VI-6. DYNAMIC STRESS IN THE FLL ( e ) 

 

Given the same order of the closed loop, the FLL can 

track one order higher of the dynamics than the PLL does 

[27].  Therefore, the peak frequency error of the second-

order FLL due to a range (phase) jerk input can be 

bounded by the following form [page 192, 27] 

 

Hz
B

jf

ncarriern

e 2

max

2

7599.2


 






,   (33)  

 

where maxj  is the maximum line-of-sight phase jerk in 

g/sec.  

 

 

VI-7. RESIDUAL DYNAMIC STRESS FROM THE 

INERTIAL MEASUREMENTS ( eaid ) 

 

We model the residual error of the external Doppler 

estimate to be a frequency ramp.  Therefore, of interest is 

the peak frequency error caused by a frequency ramp 

input in the second-order FLL.  For a FLL, the steady 

state error is given by the first derivative of the phase 

error in the second-order PLL.  The response of the 

frequency step input to a second-order PLL is [page 192, 

27] 

 

cycles
f

n

aid





 45.0 ,    (34)  

 

where aidf  is the frequency step input.  Performa one 

derivative on Eq. (34), we obtain the response of the 

second-order FLL due to a frequency ramp input.  Thus, 
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B
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n

aid
eaid

885.1
45.0




 .   (35) 

 

 

VI-8. FREQUENCY JITTER FROM THE G-

SENSITIVITY OF THE LOCAL OSCILLATOR ( acc ) 

 

The frequency error, at the input of the tracking loop, 

induced by the g-sensitivity of the oscillator has been 

given in Eq. (24).  If the induced frequency error is a 

frequency ramp, the final frequency jitter has the same 

form of Eq. (35).  Therefore, 

 

Hz
B

f

n

g
acc

885.1
45.0


 ,   (36) 



 

where gf  here is the frequency ramp induced by the g-

sensitivity of the local oscillator in the presence of a 

constant range (phase) jerk dynamics. 

 

 

VII. RESULTS AND DISCUSSIONS OF THE 

LINEAR MODEL ANALYSIS 

 

Thus far, we have completed the linear model analysis for 

both the PLL and the FLL.  It is doable to find the 

minimum  0/ NC  based on the first two requirements 

mentioned in Section I.  The minimum allowable 0/ NC  

would be obtained by examining where the tracking 

threshold is exceeded.  The rule-of-thumb threshold for a 

PLL is 15 degree and for a FLL is 
cohT12

1
[27].  Figures 7 

to 10 show the individual components of the phase jitter 

in Eq. (4) and the frequency jitter in Eq. (27).  Note that 

the frequency jitter on Figures 9 and 10 has been 

normalized by multiplying Eq. (27) with the coherent 

integration time, cohT .  Therefore, it is dimensionless and 

the tracking threshold is 1/12.  The red shaded area in 

each figure represents the allowable region given a 

0/ NC  without inertial aiding.  Accordingly, the blue 

shaded area represents the allowable region given a 

0/ NC  when the tracking loop is inertially aided.  

Obviously, one wants a larger shaded region; as a result, 

the noise bandwidth can be reduced much lower such that 

there are more margins for interference.  In short, Figures 

7 to 10 emphasize the following three important facts. 

 

1. Applying an inertial aiding on the carrier tracking 

loops does improve the tracking performance under a 

dynamical environment.  This is shown by comparing 

the red shaded wage area to the blue shaded area in 

Figures 7 to 10. 

2. However, the above improvement is restricted by the 

oscillator’s g-sensitivity (can be seen from curves 

which lower-bound the blue shaded area in Figures 7 

and 9).  Using a low g-sensitivity oscillator for an 

inertial aided tracking loop does greatly enhance the 

benefits gained by the inertial aiding technique. 

3. In terms of the probability losing lock, the 

improvement in the margin for a lower 0/ NC  by the 

inertial aiding technique on a FLL is much larger 

than that of a PLL.  This argument can be seen by 

comparing the blue shaded area of Figures 7 and 8 to 

Figures 9 and 10, respectively.  However, one should 

be aware that the absolute measurements made by the 

FLL are nosier than those from the PLL. 

 

 

Tcoh = 20 msec, Maximum acceleration = 0.5 g

C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s
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C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s

Inertial Aiding

Agilent E4424B

Kg = 1 ppb/g

Figure 7: 3rd Order PLL, individual phase error component, 

normal g-sensitivity oscillator  
 

Tcoh = 20 msec, Maximum acceleration = 0.5 g

C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s

Inertial Aiding

MTI 250L

Kg = 0.1 ppb/g

Tcoh = 20 msec, Maximum acceleration = 0.5 g

C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s

Inertial Aiding

MTI 250L

Kg = 0.1 ppb/g

Figure 8: 3rd Order PLL, individual phase error component, 

low g-sensitivity oscillator  
 

Tcoh = 10 msec, Maximum acceleration = 0.5 g

C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s

Inertial Aiding

Agilent E4424B

Kg = 1 ppb/g

Tcoh = 10 msec, Maximum acceleration = 0.5 g

C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s

Inertial Aiding

Agilent E4424B

Kg = 1 ppb/g

Figure 9: 2nd Order FLL, individual normalized frequency error 

component, normal g-sensitivity oscillator  
 

Inertial Aiding

Tcoh = 10 msec, Maximum acceleration = 0.5 g

C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s

MTI 250L

Kg = 0.1 ppb/g

Inertial Aiding

Tcoh = 10 msec, Maximum acceleration = 0.5 g

C/N0 = 30 dB-Hz, Maximum Jerk = 0.25 g/s

MTI 250L

Kg = 0.1 ppb/g

Figure 10: 2nd Order FLL, individual normalized frequency error 

component, low g-sensitivity oscillator  
 

 



With a fixed 0/ NC , one can find two allowable noise 

bandwidths (a pair of higher-bound and lower-bound 

bandwidths) such that the jitter is blow the tracking 

threshold.  For example, in Figure 7, the higher-bound 

bandwidth is near 15 Hz, any bandwidth above this 

higher-bound bandwidth, the phase jitter would be larger 

than the threshold and the phase jitter is mainly 

contributed by thermal noise and amplitude scintillation 

effects.  On ther other hand, the lower-bound bandwidth 

in Figure 7 is close to 7 Hz.  The phase jitter would be 

dramatically increased, contributed by all of the 

remaining error sources, if the bandwidth is below the 

lower-bound bandwidth.  If searching over the 

combinations of the noise bandwidth and 0/ NC , one 

would obtain a “feasible 0/ NCvsBn  contour” 

shown in Figure 11.  The boundary of the contour shows 

the combination of 0/ NCandBn  where the jitter is at 

the tracking threshold.  Any combinations inside the 

feasible region guarantee that the tracking performance is 

acceptable.  By this contour, it is easy to find the 

minimum allowable 0/ NC  and its corresponding noise 

bandwidth.  Figure 12 shows the contours for both the 

PLL and FLL processing WAAS signals with and without 

inertial aiding.  Figure 12 also emphasizes that the 

improvement obtained by inertial aiding for the FLL is 

superior to the PLL.  The quantitative results will be 

given at the end of this paper in tables. 
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Given the conditions which achieve the minimum C/N0, 

we want to know if the WER requirement is satisfied or 

not.  If the WER were not met, we would like to find at 

which C/N0 the WER requirement will be met.  In the 

second half of this paper, work has been done to estimate 

a justifiable WER for both GPS and WAAS signals using 

either the PLL or the FLL tracking loops. 

 

 

VIII. BIASED PROBABILITY DENSITY 

FUNCTION (PDF) OF A PLL 

 

To evaluate the average bit error rate (BER) conditioned 

on the phase estimate error, it is required to solve the PDF 

of the phase estimate error in a PLL.  The steady state 

PDF of the first-order PLL has been found by solving its 

corresponding Fokker-Planck equation [page 89, 37].  

The PDF of the first-order PLL is also called Tikhonov 

density function.  However, the Tikhonov density 

function was obtained by assuming no dynamic stress 

imposed on the first-order PLL.  We are interested to find 

the PDF when the tracking loop is dynamically stressed.  

Using the stressed PDF would more accurately predict the 

BER for this aviation application of a GPS/WAAS 

receiver.   

 

The steady state PDF of the standard first-order PLL is 

given as follows [page 89, 37] 
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with the boundary condition 

 

)()(    pp ,     (38) 

 

and the normalizing condition 

 

1)( 






  dp .     (39) 

 

  is the phase estimate error, which is   in the previous 

sections. C  and D  are constants which can be resolved 

by the given boundary and normalizing conditions.   

and   are related to the variance and the dynamic stress 

of the phase jitter by the following forms.   

 

2

1


   and

2



 e , where 2

  is the variance of the 

noise component in the phase jitter in Eq. (4), and e  is 

the constant dynamics stress in the bias component of the 



phase jitter.  If there is no dynamic stress,  = 0, Eq. (37) 

becomes the well known Tikhonov density function [page 

90, 37] written as 
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where )(0 I  is the zeroth-order modified Bessel function.  

For the Costas PLL, the phase estimate error   and   

have to double to account for the dot-product of the in-

phase and quadrature channels.  Accordingly, the PDF of 

the first-order Costas PLL is given as [page 274, 38] 
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where 
24

1


 c .   

 

If there is a dynamic stress, for the Costas loop, 

22 


 e

c  .  Similar to Eq. (37), we can find the 

expression for the stressed PDF of the Costas loop as 
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From the boundary condition, )
2

()
2

(


  pp , the 

constant cD  can be found as 
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Given cD  and from the normalizing condition, 
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 dp , the constant cC  can be found as 
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where 
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A numerical computation is required to evaluate Eq. (42).  

In the case of the Costas PLL, it is important to note that 

for )
4

sin(






 e

c

c , the steady state solution does not 

hold and for 1c , the PDF gives more reasonable 

accuracy [page 93,  37].  One can find that if 0e , i.e., 

no dynamic stress, Eq. (42) would become Eq. (41).  Also 

note that the closed form of a stressed PDF given in [page 

118, 38] is incorrect.  One can simply confirm this by 

doing the normalizing condition test.  Figure 13 shows the 

main idea of this section.  Both curves are the PDF with 

the same amount of phase jitter.  The blue curve stands 

for the non-stressed PDF while the red curve represents 

the stressed PDF.  Obviously from Figure 13, the BER is 

different for each case.  It would be too optimistic if one 

ignores the bias phase error due to dynamics.  On the 

other hand, it is pessimistic if one treats the bias term as a 

part of the total noise component.  In the later case, one 

would obtain exactly the same BER because the BER is 

evaluated at the same value of the total phase jitter no 

matter the tracking loop is dynamically stressed or not.  

Accordingly, it would mislead one to the following wrong 

statement saying that applying an inertial aiding to the 

carrier tracking loop would not improve the BER at all 

since the blue curve is always the case. 

 

The above arguments apply to the PDF of the FLL too.  

Unfortunately, the PDF of a FLL has not been solved. 

Solving for the PDF and the statistic of losing lock of the 

FLL is an important future work after this study. 

 

Thus far, we can calculate the BER conditioned on the 

phase estimate error for the PLL tracking loop.  In 

contrast, for the FLL tracking loop, we will use the 

traditional DPSK upper bound BER, which assumes zero 

frequency estimate error.  In the Section VIIII, details 

about the BER and WER will be discussed. 

 

 



GPS Signal

Tcoh = 20 msec

C/N0 = 30 dB-Hz

The total phase jitter 

for both cases is 15 deg.

Non-stressed: 15 deg in noise

Stressed:        11 deg in noise

4  deg in bias

Figure 13: The PDF of a dynamically stressed PLL 
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VIIII. BIT ERROR RATE (BER), WORD ERROR 

RAATE (WER), AND BURST ERROR PROPERTY 

OF WAAS WER 

 

In this section, we would like to evaluate BER and WER 

for both GPS and WAAS data with both PLL and FLL 

tracking loops.  

 

VIIII-1. BER 

The evaluation of the BER for both GPS and WAAS will 

be divided in two folds here.  The first one is the BPSK 

demodulation BER for the PLL tracking and the second 

one is the DPSK demodulation for the FLL tracking. 

 

VIIII-1-1. BER in the case of a PLL tracking without 

scintillation 

 

As the same in Section VIII, define   the phase estimate 

error. The BER for the GPS messages using a PLL 

tracking is given by the expression for BPSK [38] 
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where PLLGPST ,  is the coherent integration time and it has 

to be the bit period of the GPS databit, which is 0.02 sec, 

and the complementary error function, )(erfc , is defined 

as 

 






x

y dyexerfc
22

)(


.    (46) 

 

It is also BPSK for WAAS signal except that there is an 

convolutional encoding with rate 1/2 and constraint length 

7 imposed on WAAS messages.  Therefore, there are 500 

symbols/sec used to represent the 250 bits/sec WAAS 

databits.  Applying the convolutional encoding can 

somewhat compensate the loss in bit energy due to its 

faster data rate.  The BER of WAAS messages using the 

PLL tracking can be upper-bounded by [page 199, 39] 
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(47) 

where for the coherent BPSK signal with soft decision for 

the Viterbi decoding [page 196, 39], 
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C
TD PLLWAAS , and PLLWAAST ,  is the 

symbol period of the WAAS message, 0.002 sec. 

 

Therefore, the average bit error probability (BER) for 

GPS and WAAS is given by averaging )(bP  over the 

phase error distribution given in Eqs. (41) and (42) for no 

dynamic stress and with dynamic stress, respectively. 
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VIIII-1-2. BER in the case of a PLL tracking with 

scintillation 

 

In the presence of scintillation, the signal amplitude has 

the Nakagami-m distribution given in Eq. (3).  The BER 

in this case is [page 204, 1] 
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Further simplifications on Eq. (49) can be found in [page 

204, 1].  The final BER with PLL tracking in the presence 

of scintillation is 
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where  
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the instantaneous carrier to noise density ratio of the 

received signal; 

 

)(P  is the PDF defined in Eq. (41) and (42); 

 

for GPS ( PLLGPST ,  = 0.02 sec): 
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for WAAS ( PLLWAAST ,  = 0.002 sec): 

 

),( 0bP  the right hand side of Eq. (47) with  
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VIIII-1-3. BER in the case of a FLL tracking without 

scintillation 

 

The navigation databit demodulation is achieved by 

sensing the successive sign changes, the dot-product 

operation, of the in-phase channel [page 381, 26].  

Therefore, it is a DPSK demodulation.  The maximum 

coherent integration time of the FLL is limited to be half 

of the symbol period.  As defined, f is the frequency 

estimate error of the FLL.  Thus, the phase error after a 

period of the coherent integration time of the FLL is 

FLLfT2  in radians.  Given this amount of phase error, 

the conditional probability of bit error is given as [40 and 

Eq. (5.4-54) of 41] 
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where )(1 Q  is the well-known first-order Marcum’s Q  

function, )(0 I  is the zeroth-order modified Bessel 

function, and FLLT = 0.01 sec for GPS signal. 

 

If we assume zero frequency estimate error, 0f , Eq. 

(51) reduces to the traditional probability of bit error of a 

DPSK signal as [page 381, 26] 
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Since the distribution of f  is not available, Eq. (51) will 

only be useful once the PDF of the FLL is obtained.  

Hence, Eq. (52) would be the BER of a GPS signal with 

the FLL tracking. 

 

The BER of a WAAS message with a FLL tracking also 

follows the upper bound given in Eq. (47) except that the 

coefficient, D ,  is not as given as mentioned above.  A 

soft decision is not applicable in this case since the DPSK 

demodulation only gives the sign changes between the 

successive databits.  Accordingly, a hard decision is used 

and this results in the Binary Symmetric Channel (BSC) 

[page 196, 39].  For a BSC channel, the coefficient D  

was found by applying the maximum-likelihood metric.  

The result of this D  is called the union-Bhattacharyya 

error bound and given as [page 198, 39 and page 107, 42] 

 

)1(4 ,, FLLbFLLb PPD  .    (53) 

 

Note that FLLT =0.001 sec for WAAS signal with a FLL 

tracking here. 

 

In short, the BER of GPS message with a FLL tracking is 

predicted by Eq. (52). The BER of WAAS message with a 

FLL tracking is given by substituting Eqs. (53) and (52) 

into Eq. (47). 

 

VIIII-1-4. BER in the case of a FLL tracking with 

scintillation 

 

Similarly, in the presence of scintillation, the signal 

amplitude has the Nakagami-m distribution given in Eq. 

(3).  However, the BER for the FLL tracking is not 

averaged over the distribution of the frequency estimate 

error.  Thus, Eq. (52) will used to determine the BER in 

this case.  The BER is, therefore,  
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the instantaneous carrier to noise density ratio of the 

received signal; 

 

for GPS ( FLLT  = 0.01 sec): 
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for WAAS ( FLLT  = 0.001 sec): 
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Finally, we have completed the evaluation the BER for 

both GPS and WAAS using either a PLL or a FLL 

tracking in the environment with or without ionospheric 

scintillation.  Of interest are the word error rates for GPS 

and WAAS messages. 

 

VIIII-2. WER AND BURST ERROR PROPERTY OF 

WAAS WER 

 

VIIII-2-1. WER FOR GPS 

 

The word error rate for GPS data may be approximated 

using 

 
MBERWER )1(1  ,    (55)  

 

where 30M  for a GPS word.  The assumption for Eq. 

(55) is that the probability of bit error in successive bits is 

independent.  Without scintillation, this assumption is 

reasonable.  However, in the presence of scintillation, the 

independency holds only for a fast scintillation [page 209, 

1].  For example, if the fading stands for 0.6 sec, the 

signal amplitude for the whole GPS follows the 

Nakagami-m distribution.  In this case, the WER 

predicted by Eq. (55) would be too conservative.  In this 

paper, a very deep fading scenario was considered and the 

fading period is much less than 0.6 sec.   Hence, Eq. (55) 

was used to approximate the WER.  The details of the 

case of slow scintillation can be found in [page 209, 1]. 

 

VIIII-2-2. WER FOR WAAS 

 

The WER of WAAS messages will likely to happen in 

bursts because of the Viterbi decoding of the 

convolutional code.  Eq. (55) would give a conservative 

result even in the case of fast scintillation.  The burst 

property of Viterbi decoding has been studied in [43, 44, 

45, and 46].  Specifically, in [43 and 44], an algorithm 

was proposed to estimate the WER given the BER at the 

output of the Viterbi decoder.  In the follows, we would 

do a quick summary of the algorithm without details. 

 

Before listing the steps of the algorithm, it is important to 

define an error burst.  CCITT [47] defines an error burst 

as “a group of bits in which two successive erroneous bits 

are always separated by less than a given number (L) of 

correct bits.”  The number L is also called “Burst Length 

Criterion” (BLC) [43].  Here are the steps of the 

algorithm given in [43]. 

 

1. Calculate the BER at the output of the Viterbi 

decoder, i.e., those BER’s for WAAS messages in the 

previous paragraphs 

2. Let BLC = K-1, where K is the constraint length of 

the convolutional encoding. For WAAS messages, 

K=7. 

3. Define an important measure of a code’s burst error 

performance, called “Average Burst Length, B ”. 

 

burstsofnumberTotal

burstsalloflengthTotal
B   

 

From simulation results for BLC=6 and the 

asymptotic limit, B  is approximated by 
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4. Burst Length Distribution: Based on computer 

simulations with comparatively low 
0N

Eb , the PDF 

of error burst lengths is 
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5. Density of Errors in a Burst: The average density of 

errors in a burst of length l  is given as 
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6. Average Density for all Burst: The average density of 

errors in all bursts can be defined as 

 

burstsalloflengthTotal

errorsofnumberTotal
  

 

This is further expressed as 
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7. The final WER (burst error probability) is then 

defined as 



 

B

BER
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X. RESULTS AND DISSCUSIONS 

 

With the above model analysis, we finally determined the 

minimum 0/ NC  which would satisfy the three 

requirements, the PLL and FLL linear tracking thresholds 

as well as the required WER, which is less than 10^-4.  

Table 5 and Table 6 show the result for GPS and WAAS, 

respectively.  The numbers in red represent the required 

0/ NC  for satisfying the linear threshold while those in 

green represent the required 0/ NC  to meet the WER 

requirement. 

 

It is important to emphasize that the results shown here 

are based on the low g-sensitivity oscillator, which gives 

4 dB improvement comparing to the case of using normal 

g-sensitivity oscillators when the tracking loop is 

inertially aided.  

 

The follows are the important information depicted by 

Table 5 and Table 6. 

 

1. Based on the criteria of linear tracking thresholds, the 

technique of inertial aiding on the tracking loops 

provides 7 dB improvement for the PLL while there 

is 12 dB improvement for the FLL when there is no 

scintillation. 

2. In the presence of scintillation, there is only 3 to 4 dB 

improvement by the inertial aiding on the PLL.  

However, there is still 8 to 9 dB improvement by the 

inertial aiding on the FLL. 

3. The same trend in 1. and 2. applies to both GPS and 

WAAS. 

4. Considering the WER requirement, the allowable 

0/ NC  based on tracking threshold does not give the 

required WER for all cases.   

5. Furthermore, in the presence of scintillation, 

satisfying the WER requirement demands a much 

higher 0/ NC  , especially for WAAS.  In this case it 

is reasonable to assume a zero phase or frequency 

estimate.  Otherwise, a higher value of 0/ NC  would 

be obtained. 

6. However, it is unlikely that the downlinks from well 

separated geostationary satellites broadcasting 

WAAS will be affected simultaneously by local 

ionospheric scintillation.  The loss of the WER 

requirement in one downlink may not be a severe 

threat to WAAS applications.  

7. These high 0/ NC  values resulted from evaluating 

the BER over the Nakagami-m distribution of the 

amplitude scintillation.  It suggests that the 

distribution used for amplitude scintillation is too 

conservative. 

8. The upper bound of the bit error rate for WAAS 

given in Eq. (47) is accurate only for high 0/ NC .  

One can find that the result of Eq. (47) for WAAS 

using a PLL would be larger than 0.5 if 0/ NC  is 

below 25 dB-Hz even assuming zero phase error.   

Therefore, one would not see any model results 

promising the WER requirement given a 0/ NC , 

which is below 25 dB-Hz (for WAAS). 
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XI. CONCLUSIONS AND FUTURE WORK 

 

On the whole, based on the criteria of the linear tracking 

thresholds, the minimum allowable 0/ NC  for WAAS 

using an inertially aided FLL is 10 dB lower than using an 

inertially aided PLL.  It suggests that using an inertially 

aided FLL is effective to cope with a fast and deep 

scintillation channel.  However, the WER requirement 

indeed limits what has been gained by using an inertially 

aided FLL instead of using an inertially aided PLL. 

 



The future work would be to investigate a tighter bound 

on predicting the BER or to run Monte Carlo simulations.  

The effects of using the FLL as a backup tracking on the 

code carrier smoothing are also important.  It is crucial to 

know if this switching carrier tracking loops can still 

provide acceptable smoothing gain on the code 

measurement.  We also suggest that re-examining the 

distribution of amplitude scintillation is needed.  Last, 

solving for the PDF of the FLL is of interest too. 

 

In conclusion, using an inertially aided FLL as a backup 

carrier tracking is an effective method to cope with 

ionospheric scintillation problems. 
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