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ABSTRACT 

Several recent papers have analyzed the potential threat 
of severe ionosphere spatial gradients on LAAS users [1-
4].  To support this work, a comprehensive methodology 
has been developed to analyze WAAS Supertruth data as 
well as both raw and JPL-processed data from the 
IGS/CORS receiver network to search for anomalous 
gradients.  Anomalous gradients that result from this 
method are used to populate and validate the LAAS 
ionosphere spatial gradient "threat model" that is used to 
determine the potential impact of ionosphere anomalies 
on LAAS users. 

This paper explains the ionosphere data analysis 
method in detail.  This method includes two separate 
chains of analysis.  One chain uses dual-frequency (L1 
and L2) data that is post-processed by JPL to remove 
receiver inter-frequency biases as well as obvious receiver 
glitches.  A search for the largest ionosphere spatial 
gradients (in terms of the apparent gradient "slope" in 
mm/km) is then performed, and the resulting observations 
are put through a screening process that confirms that the 
observed gradients are due to actual ionosphere gradients 
as opposed to other causes (e.g., incorrect L1-L2 bias 
estimates; unexplained measurement "jumps").  Surviving 
observations from this chain are then validated by an 
analysis of ionosphere rate of change using L1 code-
minus-carrier only to insure that the apparent gradients 
are not due to receiver errors after recovery from loss of 
lock on L2.  Observations confirmed to be due to 
ionosphere gradients are then analyzed further (using 
additional nearby receivers) to estimate the gradient width 
and propagation speed to the extent possible. 

This paper presents results for analyses conducted using 
this method for the October 29 - 30 and November 20, 
2003 ionosphere storms over CONUS.  These days appear 
to represent the worst ionosphere storms experienced in 
CONUS since WAAS and IGS/CORS data became 
available.  Preliminary results for several earlier storms in 
CONUS that might also be of concern to LAAS are also 
presented.  

1.  INTRODUCTION  

The ionosphere is a region of the atmosphere located 
between about 50 − 1000 km above the Earth’s surface.  
In this region, solar radiation produces free electrons and 
ions that cause phase advance and group delay to radio 
waves [6].  If uncorrected, the error introduced by the 
ionosphere into the GPS signal can be as high as tens of 
meters.  Ionosphere delays on GPS pseudorange 
measurements normally are very highly correlated over 
short distances (to within 2 – 3 mm/km, one sigma).  As a 
result, local-area differential GPS systems such as the 
Local Area Augmentation System (LAAS) (see [LAAS 
refs]) remove almost all ionosphere delay errors under 
nominal conditions.  However, unusual solar-geomagnetic 
events such as Coronal Mass Ejections (CME) from the 
Sun can cause the ionosphere to behave anomalously, as 
was observed during the April 2000, October 2003, and 
November 2003 ionosphere storms [2-5]. 

 The original motivation for this study is the ionosphere 
anomaly observed from Wide Area Augmentation System 
(WAAS) “Supertruth” data on April, 6, 2000.  An 
apparent ionosphere “front” was observed running 
roughly East-West and produced a large gradient (5 – 8 m) 
in vertical ionosphere delays over a short distance (20 – 
100 km).  The resulting gradient is two orders of 
magnitude higher than the typical one-sigma ionosphere 
vertical gradient value identified previously [7].  Several 
recent papers have analyzed the potential threat of severe 
ionosphere spatial gradients on LAAS users [1, 2].  These 
papers hypothesized the possible extent of ionosphere 
anomalies but did not have a complete database of the 
known ionosphere events to support their assumptions 

 A comprehensive methodology for ionosphere anomaly 
data assessment was developed to automatically search 
for anomalies and speeds within the Conterminous United 
States (CONUS) region during days of severe ionosphere 
activity, also known as “ionosphere storm days”.  Because 
the measurements of ionosphere delay come from 
imperfect receivers whose ability to track GPS signals is 
also affected by severe ionosphere behavior, each 



apparent anomaly must be examined in order to determine 
whether it is caused by a real ionosphere event or, instead, 
results from faulty measurements. 

 Section 2 of this paper describes the existing LAAS 
spatial ionosphere threat model as revised in mid-2004, 
before this work was completed (see [2]).  Section 3 
describes the data sources that were used and how 
ionosphere anomaly parameters were estimated from the 
data.  Section 4 describes how large apparent gradients 
were screened to insure that they were not due to errors in 
the dual-frequency GPS receivers that generated the raw 
data.  Section 5 tabulates the results and identifies the 
most severe gradients found that survived the screening 
process.  Section 6 discusses how these results affect our 
understanding of the threat that ionosphere anomalies 
pose to LAAS.   

 
2. LAAS THREAT MODEL 
 

From the point of view of a user approaching a LAAS-
equipped airport, an anomalous ionosphere gradient can 
be modeled as a semi-infinite wave front.  The gradient is 
assumed to be a linear change in vertical ionosphere delay 
between maximum and minimum delays.  There are two 
types of gradients, in temporal domain and in spatial 
domain.  A temporal gradient results from the differential 
ionosphere delay between one receiver’s measurements 
(of the same satellite) at two different epochs.  At the 
same time spatial gradient results from the differential 
delay between measurements of two receivers to the same 
satellite at the same epoch.  The spatial gradient (slope), 
along with width and speed of the wave front, are 
parameters in the LAAS ionosphere threat model.  Note 
that the maximum ionosphere delay difference is the 
product of slope and width.  Figure 1 illustrates this 
simplified model of an ionosphere wave front [2].  

 

Figure 1:  Ionosphere Wave Front Model 

The LAAS ionosphere threat model attempts to place 
upper bounds on the wave front model parameters so that 
the “worst-case” ionosphere anomaly impact can be 
determined.  A two-dimensional view of the current threat 
space is illustrated in Figure 2.  The red area indicates 
high elevation “stationary” scenarios, while the green area 
is for high elevation moving scenarios, and the area 
circled by the blue lines is associated with low elevation 

satellites.  A “stationary” ionosphere front is considered 
to be a front with a speed less than 70 m/s, which is a 
typical jet aircraft final-approach speed.  More details of 
how this threat model was developed can be found in [2]. 

The objective of this study is to validate the LAAS 
threat model using actual data points resulted from the 
data processing.   

 

Figure 2:  LAAS Threat Model (2-D View) 

 

3. DATA ANALYSIS 

 The data processing approach described in this paper 
involves several algorithms to both generate gradient 
estimates and to validate that gradients are “real” 
ionosphere events as opposed to receiver “glitches”.  To 
make this section easier to flow, a block diagram is shown 
in Figure 3.  The diagram only represents the data 
analysis for the CORS data set.  The WAAS Supertruth 
data is used to gain insight of this study due to its better 
quality; however, its low resolution will not provide 
accurate estimate on threat model parameters (slope and 
speed).  Even though WAAS Supertruth data can not be 
used to validate the threat model, it provides learning 
experiences to progress further data analysis.  The 
procedure of the data processing in Figure 3 will be 
discussed in detail in later sections.   

WAAS Supertruth data and data from the National 
Geodetic Survey Continuously Operating Reference 
Stations (NGS-CORS) network of receivers are studied 
for this analysis.  This data is obtained from the WAAS 
network of 25 stations, in which each station is equipped 
with three redundant dual-frequency receivers.  Raw 
WAAS data is conditioned by post-process carrier 
leveling and the removal of satellite and receiver biases.  
Supertruth data is the result of a voting process between 
the three receivers to remove any glitches present on a 
single one of them (see [7, 8]).   
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Figure 3:  IGS/CORS Data Processing Flow Diagram 

 

 

The second data set was obtained from the CORS 
network.  The CORS network consists of approximately 
400 receivers across the US, and it is part of the 
International GPS Service (IGS), which spans the world 
and has a total of 980 stations (these numbers are as of 
2003).  Since the CORS network has a higher density of 
receivers within CONUS than does WAAS, it provides a 
basis for obtaining more detailed information on severe 
ionosphere gradients and for ionosphere front speed 
estimation.  Both raw and JPL-processed CORS data are 

data is called the “WAAS planar fit” ionosphere model 
algorithm.  The thin-shell model is assumed to compute 
the residual difference between the slant measurements 
and estimated slant delays based on this planar fit [8].  
The “thin shell” assumption, which models the ionosphere 
as a thin layer at a fixed altitude (assumed to be 350 km 
for WAAS Supertruth data and 450 km for JPL-processed 
CORS data) is also necessary for the threat model.    The 
intersection of the GPS signal path from the satellite to 
the station, called line of sight (LOS), with the thin shell 
is called the Ionosphere Pierce Point (IPP), which can be 
thought of as the effective location of each GPS 
ionosphere measurement, if a thin-shell model is assumed. 

used in this analysis.  The method JPL uses to process this 

, 2003, was 

In Figure 4, the x-axis and y-axis denote the longitude 
an

3.1  Use of WAAS Supertruth Data 

The WAAS Supertruth data on October 29th

us
Figure 4: Ionosphere Spatial Anomaly on October 

29th, 2003 ed to examine the severity of the ionosphere storm on 
that day.  A snapshot of the ionosphere delay map in the 
vertical (zenith) domain over CONUS at 20:10:20 UTC is 
shown in Figure 4.   

d latitude in degrees, with positive values east of the 
reference meridian and north of the equator.  The color 
scale indicates the magnitude of the vertical ionosphere 
delay in meters.  The dark red region indicates a 20 meter 
delay, while the dark blue region indicates a minimum 
delay of 2 meters.  The white circles represent IPPs.  
Transitions from the dark red region to the dark blue 



region represent sharp ionosphere spatial gradients.  This 
ionosphere phenomenon appears to be an actual event on 
a macroscopic scale.  Further analysis of the data is 
needed to understand the severity of this phenomenon at 
the local scale that is relevant to LAAS. 

Due to the large size of the data, which is collected 
ev

The initial results of the October 29th, 2003 data 
an

The plot in Figure 5 is a visualization of the filtering 
pr

After the preliminary search of ionosphere spatial 
g

ery 5 seconds for each receiver, it is necessary to divide 
up the data into subsets based on the locations of the 
stations, for more efficient processing.  A data subset thus 
contains the information about the IPPs located in a 
particular region.  After formation of a subset, we 
examine all IPP pairs and search for ionosphere spatial 
gradients large enough to be hazardous to LAAS.  All of 
the IPPs in the same region are paired up and the 
differential ionosphere delay (DI) between each pair is 
calculated.  The ionosphere spatial gradient is the 
differential delay divided by the separation distance 
between this IPP pair.  The maximum slope for this 
particular subset is then found.   

alysis appear to exhibit some extremely high slopes, 
which physically do not seem to be possible.  After a 
more detailed examination, it was found that all these 
high maximum ionosphere slopes occur at extremely 
small IPP separations, often less than 1 km.  Even though 
the apparent spatial gradients are high, it cannot be 
concluded that these are caused by ionosphere anomalies 
solely.  Some small separations are caused by the 
geometry of the two satellites.  For instance, the lines-of-
sight of the two IPPs may “cross” each other (lie at a 
much smaller separation than the stations themselves).  
To avoid this, a filtering process was added to eliminate 
cases of intersections between two lines of sight.  This 
elimination is done by only pairing up the IPPs that fall 
within a certain limited band of azimuth and elevation.  
An illustration of this constraint is shown in Figure 5. 

ocess in East-North-Up coordinates.  The center of the 
pyramid shape denotes the reference LOS, and it is also 
marked by the crosshair in the two-dimensional square 
projection.  In this particular example, the “limit band” is 
set to 45 degrees for both azimuth and elevation.  All IPPs 
inside the pyramid shape can be paired up with the 
reference IPP (the center IPP).  Gradients from all 
remaining IPP pairs are computed after this filtering 
process is done.  As expected, this filter removes the 
artificial gradients with very small station separations.   

radients with IPP pair configuration, it is necessary to 
further investigate the results to make sure the anomalies 
are not caused by faulty measurements.  The investigation 
algorithm will be described in section 4.  The anomalies 
from WAAS Supertruth data analysis show that the 

ionosphere phenomenon on October 29th, 2003 is an 
actual event, which may have threatened to LAAS users.  
However, it is difficult to estimate velocity of the 
ionosphere front, one of the threat model parameters due 
to the limited number of reference stations in this data set.  
Therefore, CORS data set is relied upon for further study. 

 
Figure 5:  Illustration of Filtering Process for WA S 

3.2  Use of CORS Data 

As mentioned earlier, the CORS network, with 
ap

 

The implementation of the above considerations results 
in

3.2.1 Spatial Gradient Search 

 Given the focus on clusters of nearby stations, CORS 
da

A
Supertruth Data 

proximately 400 stations within CONUS has far more 
stations than does WAAS and forms a much denser lattice.  
Before the data analysis process, the CORS database is 
split up by delimiting “clusters” in the highest-density 
receiver regions on the US map.  Denser spots provide the 
best possible spatial resolution sampling of the ionosphere. 
The procedure of separating data into clusters of receivers 
helps avoid thin shell model assumptions.  Since the 
electron density is distributed at a broad range of altitudes, 
and the IPP separation distance is sensitive to the assumed 
shell height, grouping nearby receivers into clusters will 
produce a better approximation than the thin shell model 
on a local level.  In addition, since all receivers in a 
cluster have approximately parallel lines of sight towards 
a particular satellite, the distance between IPPs at any 
height within the ionosphere is very nearly equal to the 
straight line station separation. 

 grouping nearby stations into eight clusters over 
CONUS of around 21 square degrees average area.  An 
illustration of these clusters is shown is Figure 6.  Each of 
these clusters contains 10 – 30 receivers with a baseline 
separation of 15 – 200 km.   

ta processing is somewhat different from WAAS data 
processing.  One difference is that the station pair 
configuration rather than IPP pair configuration was used 



to estimate spatial gradients.  In this way, the error 
introduced by the thin-shell model approximation can be 
reduced because the IPP separation distance is sensitive to 
the assumed shell height.  Another difference is to only 
pair up the stations or IPPs which look at the same 
satellite, thus the fact that their lines-of-sight are 
approximately parallel also minimizes the thin-shell 
model effects.   

 Since satellite geometry plays an important role in the 
io

 Automated analysis of all station pair configurations is 
im

nosphere gradients, it is important to look at how 
satellite elevations affect the perceived ionosphere 
gradients.  Therefore, the data in each cluster is separated 
into five different elevation bins:  0 – 12o, 12 – 20o, 20 – 
30o, 30 – 45o, and 45 – 90o.  Data in each different 
elevation bin is then arranged in “station pair” 
configurations, and the differential ionosphere delay 
between each station pair is calculated.   

plemented using Matlab.  First, it is necessary to 
automatically extract the relevant data for each cluster 
from the larger set of data provided by JPL.  Data from all 
receivers was grouped in a single data file, covering a 
period from an hour to the entire period of active 
ionosphere during the storm day, an amount depending on 
the available computer resources.  Next, for each LOS 
elevation range, receivers in each cluster were grouped 
into pairs, and the difference in ionosphere delay 
observed by each pair was recorded.  Each such DI 
between two receivers looking at the same satellite was 
estimated.  Subsequently, the slope of ionosphere delay 

between all pairs of receivers looking at each satellite was 
estimated by dividing DI by the baseline distance between 
the two receivers.  Finally, a search is performed over the 
resulting gradients, in order to find the largest ones within 
each cluster of CORS stations. 

 The data processing using station pairs configuration, 
as described above, only provides preliminary results.  
Further investigation and validation are needed, as shown 
in Figure 3.  The two processes that follow the 
computation of slopes are automatic and manual 
screening, and these are described in detail in Section 4. 

3.2.2 Ionosphere Front Speed Estimation 

 After investigating the anomalous ionosphere spatial 
gradients, estimating the ionosphere front speed 
associated with these anomalies is needed to populate the 
threat space.  An ionosphere front can be classified as 
either a moving or stationary front based on the estimated 
speeds.  According to previous work (see [2]), a slower 
wave front could have a more severe impact on LAAS 
users.  The faster the wave front moves, the better the 
chance that a LAAS Ground Facility (LGF) can detect the 
anomaly early on.  This distinction between “fast” and 
“slow” wave fronts is relative to the aircraft speed during 
a typical precision approach.   

 A mathematical model has been derived to estimate 
ionosphere front speeds.  Before the discussion of the 
implementation of the model, a linear assumption of an 
ionosphere front is made to simplify the analysis, as 
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Figure 6:  NGS-CORS Clusters. Asterisks represent station locations 



described in the introduction.  To make it clear, the term 
“linear” in this analysis refers to the semi-infinite 
assumption of an ionosphere front illustrated in Figure 1, 
while the linear assumption used to estimate spatial 
gradients is the linear slope of the ionosphere ramp.  
When IPPs cross the ionosphere front, the delay 
measurements should change from high to low, as show 
in Figure 7.  The peaks represent the maximum 
ionosphere delays.  As the IPPs cross the wave front, the 
delay measurements start decreasing until they reach 
minimum, approximately constant delays.  The change is 
approximately linear, as modeled.  Four stations are 
chosen in this case.  The reason that four stations were 
chosen is that they are located nearby inside the same 
cluster.  When the stations are too far apart, the linear 
model assumption would not apply. 

 

Figure 

nosphere wave front and IPP 
(satellite) m

inclination (i), speed (Viono) and direction of motion (θ) of 

7: Steep Gradient Measurements for SVN 44 

 To deduce the wave front speed itself, it is necessary to 
calculate the speed and direction of IPP motion due to the 
orbital motion of GPS satellites.  The speed (Vipp) and 
direction (α) of the IPP can be obtained using data 
measurements, which contains the IPPs’ locations every 
30 seconds.  The ionosphere delay measurements provide 
the combination of io

ovements.  

 According to previous work, one straightforward way is 
to find a pair of stations which are crossed by the front in 
a direction approximately perpendicular to the line 
connecting the two stations.  In this ideal case, the 
average front speed is just the station separation over the 
time duration across the ionosphere ramp [4].  However, 
due to the limited number of stations and the non-linearity 
of wave fronts, this method does not apply to most 
observed gradients.  A more general method to estimate 
ionosphere wave front speed and its direction is 
developed here.  As illustrated in Figure 8, after knowing 
the IPP speed, there still are three other unknowns: 

the wave front.  Solving for these three unknowns 
requires three equations; therefore at least three stations 
“swept” by this wave front are needed.  Viono is not 
necessarily perpendicular to the linear wave front, but 
since only its speed in the normal direction is of concern 
for LAAS threat model, the velocity can be decomposed 
after all three unknowns are computed. 
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Figure 8:  Wave Front Speed and Direction Model 

 Figure 8 is a picture to illustrate how we define these 
unknowns.  As shown, the ionosphere wave front is 
inclined and moves southwest as indicated by the black 
arrow.  It sweeps over station 1 first, then station 2, then 
station 3.  The satellite here is moving southeast, 
indicated by the IPP track (the orange dotted line).  Let t1 
be the particular epoch or instant time sweeps station 1, 
while t2 and t3 are the times corresponding to stations 2 
and 3.  The points (x1, y1), (x2, y2) and (x3, y3) indicate the 
locations of the three stations in local coordinates.  From 
all these given or calculated parameters, the next two 
equations follow: Waas Time (Min)

))(coscos(tan)()(

))(coscos(tan)()(

131313
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ttVViyyxx
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To avoid redundancy, the last equation is rotated into 

the normal direction to the ionosphere front.   

dtVVd nippnionon )sincos(cos αθβ +=  

 This last equation applies to any two of the three 
stations, where βn, θn and αn are the angles between the 
line connecting two stations and the normal direction of 
the front, the moving direction of the wave front and the 
normal direction of the front, IPP moving direction and 
the normal direction of the front.  These three angles can 
be represented by β, θ, α and i, where β is a known 
parameter describing the angle between the line 
connecting the two stations and the x-axis, as illustrated in 
Figure 8.  The delay measurements in Figure 7 are used as 
an example to explain this method.   



 The four stations in the OH/MI cluster are used in order 
to create different combinations of three stations each.  
For each such triplet, the normal velocity of the front is 
calculated, and the results are compared at the end.  As 
shown in the plot, the sharp gradient represents the 
crossing of an ionosphere wave front.  The peak of each 
curve represents the time when the wave front first affects 
this station.  The maximum ionosphere spatial slope is 
between station WOOS and MCON and is 313 mm/km in 
the slant domain.  The black dashed vertical line indicates 
the time when this maximum slope occurs.  Implementing 
the above method, the final result is:  

Vipp (m/s) 82.699 

α (deg) -12.051 

i  (deg) 11.561 

θ  (deg) 0.42262 

Viono (m/s) 100.62 

Vn  (m/s) 74.725 
 

The negative sign for α means the satellite moves 
southeast.  The wave front inclines to the left from the 
vertical about 11.2 degrees and moves to the left 
approximately horizontally.  An ionosphere map can be 
used to examine the results visually.   
 

 
Figure 9: Ionosphere Map at Epoch when Maximum 

Slope Occurs 

 As presented in Figure 9, the wave front is 
approximately linear locally, showing as a black solid line.  
The white circles on the plot are IPPs.  At the epoch 
shown, the wave front has already passed the IPPs in the 
blue region northeast of the black line.  The normal 
ionosphere speed is about 75 m/s, which is very close to a 
jet aircraft speed of 70 m/s.  

 This method has its limitations.  First, the model for the 
ionosphere wave front is a straight line, whereas real 

addition, the sampling rate of the ionosphere data is 30 
seconds, which limits the accuracy of the observed times 
at which the wave front sweeps stations.  

anomalies have many back-and-forth “bends” in them.  In 

 
. SCREENING PROCESS FOR CORS DATA 

The goal of the project described in this paper was to 
is

 The JPL-processed data for the ionosphere storm days 
is

The screening method presented here consists of two 
st

4

olate the most extreme cases of ionosphere activity, 
since these are the ones most relevant to the LAAS 
ionosphere threat model.  In order to select these cases 
from the total amount of available data, a working 
procedure needed to be established, consisting of both an 
algorithm for automatic screening of the bulk of the data 
and a manual examination of the worst points exposed by 
the computer program.  As a starting point for developing 
such a screening procedure, the two ionosphere storms in 
autumn 2003 were chosen.  In the first phase, CORS data 
from the respective storm days has been used to develop 
an analysis algorithm for detecting the most important 
storm-day events, from a threat model point of view.  The 
computer program implementing this algorithm was 
written in Matlab, and it was designed to additionally 
gather supporting evidence that its findings are actual 
ionosphere disturbances in a way that is easy to examine 
and understand by a human operator. 

 still filled with receiver errors and other artifacts, which 
is the reason why an event can only be confirmed as real 
after a careful analysis.  The screening algorithms used at 
JPL are based on an error detection threshold.  However, 
when this threshold is set too high, a high number of false 
error detections will occur, thus making it impossible to 
output a sufficient amount of data points at a 30-second 
sampling rate.  Therefore, it was preferable to request that 
JPL allow more data points by setting a lower threshold, 
since a robust manual screening procedure was in place to 
discover the potential errors.  Part of that procedure is the 
comparison against raw L1 RINEX data, which provides 
a parallel estimate of the spatial ionosphere gradients. 

ages.  These correspond to the “Automatic Screening” 
and “Manual Screening” blocks in the organizational 
flowchart [Figure 3].  In the first phase, a computer 
program isolates the most credible events above a chosen 
slope threshold (here 200mm/km).  It is necessary to have 
an automatic process for doing this, as the total number of 
events above the slope threshold in the data is too large 
for a human to inspect them one by one.  Subsequently, 
once a small number of anomalous gradients have been 
isolated, it is more beneficial for a human user to inspect 
these manually for details.  This is the case because a 
variety of trends that can be present in the ionosphere 
delay measurements, which would be extremely difficult 
if not impossible to summarize into a set of general rules 



programmable into a computer for further screening.  At 
this point, there is also the issue of a computer program 
not being transparent enough regarding the events it 
eliminates from consideration based on a more 
complicated set of rules, hence the underlying fear that 
real ionosphere events could be eliminated as false 
negatives.  If a human operator would need to review the 
events eliminated from consideration by the computer 
algorithm, in order to find these false negatives, this 
would be equivalent to the amount of work needed for the 
independent manual screening of all these events.  Thus, 
the need for further automated screening in the second 
phase is obviated.  

 It is desirable to check the ionosphere delay as a 
fu

4.1  Automatic Processing of Storm Data   

 The main step of automatic screening is to examine all  
sl

 This selection algorithm might be found to be 
ag

Figure 10:  The CASP receiver does not record any 

et to 
el

nction of time manually, in order to decide whether the 
maximum slopes found are caused by a real ionosphere 
anomaly or by receiver biases and other errors.  The 
procedure used here does not make any assumptions on 
what types of errors might occur in a GPS receiver.  It 
only tries to differentiate between ionosphere-like and 
non-ionosphere-like trends or gradients in the recorded 
measurements.  Furthermore, the relation between 
maximum gradients and the elevation angles is also 
interesting for the analysis.  According to the October 28-
31 2003 data, most maximum gradients occurred in the 
low elevation range (below 45 degrees).   Additionally, 
when looking at slant ionosphere delays, it is useful to 
compare only data from the same narrow elevation range, 
so that differences between slope values are determined 
by the actual ionosphere and not just by variations in the 
LOS obliquity angles. 

opes that are over a certain threshold (e.g. 200 mm/km 
in slant measurements), and eliminate those gradients 
apparently due to receiver bias and the isolated data 
points, for which no trend of ionosphere activity can be 
inferred.  Slopes are considered to be mainly due to 
receiver bias when two receivers are collocated (i.e., less 
than 100 m apart), or no ionosphere activity seems to be 
detected in one of the receivers (i.e., readings from this 
receiver do not vary in time), or their DI does not vary in 
time (i.e., they exhibit a constant bias over the period of 
observation).  In what regards the minimal temporal 
variation used in the algorithm, only ionosphere delay 
variability of over 15 mm/s is considered as significant.  
This threshold has been set to a value an order of 
magnitude lower than the extreme value observed by 
Datta-Barua [5] for the 10/29/2003 storm day, such that 
the most significant rapid changes in the delay value are 
above the threshold, while most quiet ionosphere 
variability is beneath.  An important source of error for 
the algorithm is, consequently, the case when data 
contains cycle slips, causing the delay value to jump 

suddenly between two successive measurement points.  
These cases have to be eliminated manually from the 
screening results, as will be seen in the next section. 

gressive and biased against detecting slow-moving 
ionosphere fronts.  However, given the high activity on 
11/20/2003, a robust method was necessary, to insure that 
only the events that look the most realistic are selected.  
The selection algorithm does a good job at sifting out 
receiver artifacts, and retains only the data caused by 
strong, moving ionosphere fronts.  This will be 
exemplified in section 5, which discusses selected events.  
Particularities encountered in the data dictate the 
constraints, with which the development and validation of 
this method need to negotiate.  Completely stationary, 
small scale ionosphere features would be 
indistinguishable from a constant receiver bias in this 
approach.  Yet, they could be confirmed by having 
several receivers exhibit similar levels of “bias” or by 
charting the measurements on a map of ionosphere delays, 
on which none of the receiver measurements are 
eliminated from consideration. 

 

variation in ionosphere delay, and the slope is 
basically driven by the other receiver in the pair. This 
effect is probably caused by a receiver problem.  

An example of what the computer program is s
iminate is the measurement taken by the CASP receiver 

during the November 20, 2003 storm [Figure 10].  When 
plotted against the simultaneous measurement from a 
nearby receiver, YORK, a large gap is visible between the 
indications of the two stations.  While YORK seems to 
indicate the presence of active ionosphere, causing a slant 



delay of over 30 meters, the CASP receiver appears 
unaffected by the storm, indicating a low value for the 
delay, close to 5 meters, which is more characteristic of a 
quiet ionosphere.  Intuitively, one of the two receivers has 
to be wrong and the high value of the difference in delay, 
producing a large spatial gradient, is probably unrealistic.  
The algorithm outlined above would eliminate this event 
from consideration, as the absence of any variability, even 
on a small scale, in the measurements at CASP, is 
indicative that the recordings of ionosphere delay are not 
real.  As supporting evidence, a movie caption is 
presented in Figure 11, illustrating this apparent high 
slope event.  In the zoomed-in bottom picture, the 
corresponding IPPs for CASP and YORK are marked by 
a white and a black dot, respectively.  The red color 
represents the presence of high delays due to active 
ionosphere in that region of the sky, while the small white 
patch is caused by the erroneously low reading from the 
CASP receiver.  There is a clear disagreement between 
delays from all the other stations in the area and what 
CASP measured. 

 

Figure 11:  Map of ionosphere delay around IPP for 

.2  Manual Analysis of Selected Cases 
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been used to screen the entire data set were screened 
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clusions 
about the existence of extreme events is comparing the 
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receiver CASP.  The bottom image of the November 
20 storm is the magnified version of the upper plot 
around the area of interest. 
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The resulting cases after the computer pro

anually.  These may be real events above the slope 
threshold.  For each of these events, our own (manual) 
analysis has decided whether the magnitude of the 
gradients, together with the length of time that these 
gradients manifest themselves look reasonable.  There are 
a series of checks which can be used to verify that a high 
slope event is indeed caused by ionosphere activity, or, 
conversely, produce evidence as why the observation is 
unlikely to be linked with an ionosphere event. 

4.2.1 Comparison with Neighboring Cluster Pai

The first way to verify an event is comparison agai
simultaneous observations from receivers in the s

uster.  The assumption here is that, if the majority of the 
receivers agree to a certain degree with the pair that 
observed the most extreme values, the event is very 
probably real.  On the other hand, if the observations were 
influenced by receiver artifacts in the data, it is expected 
that a majority of the receivers in the cluster do not 
contain those artifacts.  Instead, data from most of the 
stations represents an image of the event that is closer to 
what happened in reality at the ionosphere level.  For 
comparison purposes, all ionosphere delay curves for a 
given cluster are plotted together, such that it is 
conspicuous which trends are similar, versus which 
particular detections were likely caused by receiver errors 
(e.g. jumps, gaps in data, noise).  These plots extend 
across the entire period of time for which data was 
extracted, such that the behavior of the receiver data can 
be analyzed both in the presence of disturbed ionosphere 
and also during calm ionosphere weather at the beginning 
or the end of the storm.  As such, the presence of constant 
bias in certain channels is more easily dissociated from 
the detections of delay produced by moving or stationary 
ionosphere fronts.  While the electron content within the 
ionosphere is expected to vary wildly during the actual 
storm, delay measurements from the different receivers 
are expected to converge at times of nominal ionosphere 
activity or at night time. 

4.2.2 Parallel Slope Esti

The next step in checking the validity of con

L-provided data against raw L1-only RINEX data for 
the station pair looking at a given satellite, at the same 
time when a large gradient has been observed.  The 
resulting estimations of these slopes are however not 
exact.  This data is not processed, such that a number of 
biases in the receivers, which can be otherwise 
characterized, have not been eliminated.  Time-averaged 
code measurement is used to correct the integer ambiguity 



of the carrier phase measurement, such that the final 
ionosphere delay is: 

2
11

1
LL

LI ϕρ −
ρφ =

. 
As such, the method is not exact, but provides a robust 

qualitative picture of gradients that is not subject to 
fr

, packed in the RINEX format, 
is freely available directly from the NGS-CORS website 
(h

agile L2 tracking loops. 

 Delay measurement data

ttp://www.ngs.noaa.gov/CORS/cors-data.html).  A 
point in time is picked, where the measurements from the 
two receivers are aligned, by subtracting a constant bias 
from all the measurement points by one of the receivers, 
thus equalizing the value they measure at the chosen 
instant.  Since the DI between a pair of receivers is 
observed, this is equivalent to choosing a reference zero-
slope point at a particular instance in time and then 
expressing all the other slope measurements relative to it. 
Since all L1 slope values are dependent on the point 
chosen for the alignment, this procedure only provides a 
lower bound on the actual ionosphere gradient.   

 The reason why the raw L1 measurements 

 

can only 
provide a lower bound estimate on the slope is that there 
is

ove procedure is useful 
for eliminating the majority of inter-receiver biases 
be

nosphere Delay Maps 

ionosphere 
feature accompanied by a steep gradient is putting 
to

, if the map consists of data from all 
receivers in a particular region looking at the same 
sa

mpose these maps, by 
interpolation between given measurement points for each 
in

 no systematic way to remove biases from these 
measurements.  The bootstrap procedure for removing 
large biases existing in RINEX measurements is to first 
choose a point in time where we align each receiver 
measurement in L1 to its corresponding value in the 
available JPL L1/L2 corrected data.  Furthermore, when 
evaluating the spatial ionosphere gradient between a pair 
of receivers, a point during the quiet ionosphere part of 
the data (i.e. far away from the peak of the storm, usually 
during local night time) is selected, for which the L1 
measurements of the two receivers are again aligned, in 
order to remove any residual bias, as it is known that quiet 
ionosphere exhibits a much lower spatial variability over 
distances of the order of the cluster diameter.  Since the 
high slopes are caused only by differences in receiver 
measurements, usually during a peak of ionosphere 
activity, only the differences between the L1-only 
measurements contribute to the estimation, and not the 
absolute values of the delays, which cannot be determined 
precisely by the current method.   

It is wished to believe that the ab

tween two stations, while leaving only the gradient 
determined by actual ionosphere variability in the L1 
slope estimation.  However, it is impossible to be 
confident that these biases were completely removed 
instead of just partially, or to be certain that delays caused 
by slowly moving ionosphere were not removed as biases.  
If the observations do not span long enough in time, until 

all major ionosphere fluctuations disappear, as assumed, 
there exists the risk of misdetection of a stationary 
disturbed ionosphere.  The amount of risk is proportional 
in magnitude to the commonality of large stationary 
disturbances.  Thus, it is only safe to affirm that the 
verification using raw L1 CORS measurements provides a 
lower bound for the spatial gradient of an event.  It is 
hoped that this procedure allows the separation of biases 
present in the receivers from differential delays 
introduced by the ionosphere.  However, it is more of an 
empirical rather than a rigorous method, and it is rather 
used to provide a ballpark point of comparison between 
how much of the previously observed gradient might be 
due to an ionosphere feature, versus pure constant bias in 
one of the receivers.   

4.2.3 Generation of Io

 The final check that helps validate an 

gether overview pictures of the ionosphere activity in a 
certain region in the form of ionosphere maps.  These 
maps are composed of the delays observed by all CONUS 
stations and can be assembled in sequence to produce 
movies that show the time evolution of the ionosphere 
disturbances. 

Furthermore

tellite, a consistent picture of the ionosphere structure is 
obtained, because LOS are near-parallel and do not 
intersect each other.   The real ionosphere is a 3D 
structure, and a number of concepts that are used in this 
paper (e.g. gradient, velocity, width) would be ill-defined 
unless radiography of this structure is performed along a 
unique direction.  Therefore, it is preferable to produce 
single-satellite images at every time epoch (e.g. data 
points are taken every 30 seconds), in order to avoid 
looking through the ionosphere at a broad range of 
elevation angles simultaneously.  For example, if two 
LOS make a large angle (in elevation and/or azimuth) 
with each other, even speaking of an “ionosphere front” is 
ambiguous, as the projections of the ionosphere total 
electron content (TEC) in section planes perpendicular to 
the two rays could yield two different front profiles, even 
at the same location (IPP latitude and longitude, but not 
necessarily altitude) on the sky. 

There are two ways to co

stant in time, and using a fixed mesh with all active 
receivers as vertices [Figure 12].  In the first method, 
measurements from all active receivers are interpolated to 
produce an estimate of the ionosphere delay over the 
entire geographic region that is covered.  The measured 
ionosphere delays can be mapped alternatively, both at 
the IPPs corresponding to a given shell height, or at the 
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GPS stations themselves, located at Earth’s surface.  

 

for the November 
20, 2003 storm day, for which the delay values have 

ediate delay 

 
 

The following example illustrates how the screening 
 to real data.  

This example illustrates a case in which an apparent 

 

Figure 12: Maps of ionosphere delay 

been mapped at the station locations.  Stations are 
marked by dots, superimposed over the contour of the 
Eastern U.S.    a) Interpolation; b) Fixed 

Alternately, the measurement points comprising a 
network of vertices, between which interm
values are interpolated, can be fixed to form a unique 
mesh, which is used for all the frames of a movie.  In 
practice, all receivers that recorded data for at least one 
time point during the period covered in the movie are set 
as vertices of the mesh.  When data received from a 
particular station has missing time points, or these were 
eliminated during JPL processing, a corresponding blank 
area appears on the map, surrounding the position of that 
receiver, instead of interpolating from more distant 
available receivers and producing potentially inaccurate 
intermediate values.  Obviously, this second method, 
though more exact, is only applicable for mapping delay 

measurements directly to the receiver locations, because 
IPPs are never stationary points on the map.  As discussed 
above, this treatment is consistent if applied to localized 
clusters, for which quasi-parallel LOS to each satellite 
obviate the need for using a thin shell model for the 
ionosphere or making reference to the notion of an IPP. 

 
Figure 13: Visualization of the high slope event 
between USNO and GAIT receivers in the Washington 
DC cluster on November 20, 2003, in the context of the 
observations of all receivers in the same cluster. 

 
4.3. Validation of the Screening Process 

method outlined in this section is applied
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gr

l difference in slope 
was likely caused by a loss of lock in the L2 band, 
tr

receiver 
G

s 
f this analysis, illustrating the main points made in this 

s 
encountered in the data.  A visual depiction of the 
au

ents are summarized by the 
cluster (geographic area) and satellite elevation range in 
w ntifying the 
event.  The way clusters were delimited on the CONUS 
m

adient was flagged by automatic screening but was not 
validated by manual screening.  The selected event is the 
large anomaly (587.01 mm/km in slant) recorded between 
USNO and GAIT along a LOS towards SVN 44 (PRN 28), 
at 20:30:30 UT on November 20, 2003 [Chart 1].  In this 
case, the L1-only data yielded a considerably different 
slope from the L1/L2 pre-processed data.  The L1-
estimate was only about 200 mm/km slant slope, which is 
a lower bound on what the actual gradient might have 
been, but gives a reason to believe that the actual 
ionosphere slope was only 200 - 300 mm/km in reality.   

This value would be comparable with observations by 
other receiver pairs active in the Washington DC cluster 
at the time [Figure 13].  The additiona

iggered by the extreme ionosphere conditions.   

Figure 14 is an instant from a movie of the ionosphere 
delay, showing that, indeed, an ionosphere gradient is 
present in between the LOS for the two receivers.  The 
black dot marks the IPP corresponding to the 

AIT, and the white dot that for USNO.  Although the 
loss of lock for the HTCC and GAIT receivers distorts 
slightly the reality of the map, it is clear that the 
observations were made towards the edge of a large 
ionosphere feature, about the time when the transition line 
from high to low delay was intersecting the LOS of the 
receivers in the Washington DC cluster toward SVN 44. 
 
5. RESULTS AND ALGORITHM VALIDATION  

 This section presents some of the most relevant result
o
paper and the specific categories of ionosphere event

tomatic elimination process of unrealistic gradients is 
presented in Figure 16.  Most of the high slopes 
corresponding to a small receiver separation in the 
histogram above end up being eliminated, as large 
receiver biases cause the highest apparent spatial 
gradients when divided by small baseline separations.  
Figure 17 exemplifies how the initial set of data is 
screened for the cases that could periclitate the bounds of 
the existing LAAS threat model, which are be eventually 
selected by the computer running the screening program.  
All the selected cases at the bottom are further inspected 
as described in Section 4.2.   

5.1 Summary of Oct.-Nov. 2003 Results 

The resulting high-slope ev

 

hich they occurred, along with details ide

 
Figure 14: Visualization of the high slope event 
between USNO and GAIT receivers in the Washington 
DC cluster on November 20, 2003. 

ap [Figure 6] is summarized in Figure 15.  The tables 
included at the end of the paper contain the events with 
the highest slope encountered in each cluster and 
elevation range during that particular day, if any events 
over 200mm/km slant delay gradient have successfully 
passed the automatic screening process [Tables 1 – 7].  
Each of the tabulated events has been verified against L1-
only RINEX raw data, except the cases where it is 
mentioned that accurate L1-only data could not be 
obtained. 



N um be r N am e Long itu d e  ra ng e La titu d e  ra nge
2000 2003

1 W ash  D C  -77 .75     -74 .75  38 .15   40 .25 6 15
2 N C  -83         -7 5 .25  33 .4     37 .6 6 33
3 F lo r id a  -83         -8 0  24        3 1 4 19
4 LA /TX  -99         -8 8 .75  29 .2     31 .2 2 18
5 O K /TX  -99 .5      -94  31 .5     37 7 23
6 O H /M I  -86         -7 9 .31  38 .5     45 .5 5 47
7 N o rC a l  -1 23 .1    -120 .35  37        4 0 8 11
8 Sea  W A  -122 .95   -122   46        4 8 .55 6 7
9 N E  -81         -6 6  35        4 5 27 -

N um b e r o f re ce ive rs

Figure 15: Definition of Receiver Clusters 
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Figure 16: Histograms of slant slope measurements before (left) and after (right) automatic screening with a slant 
slope threshold of 200 mm/km.

Slope
Total 133,594 100.0000% 956,433 100.0000% 950,088 100.0000% 1,265,094 100.0000% 2,859,410 100.0000%
0-100 130,832 97.9325% 945,506 98.8575% 945,705 99.5387% 1,255,597 99.2493% 2,840,624 99.3430%

100-200 1,888 1.4132% 8,676 0.9071% 1,939 0.2041% 4,906 0.3878% 10,810 0.3781%
>200 874 0.6542% 2,251 0.2354% 2,444 0.2572% 4,591 0.3629% 7,976 0.2789%

selected 20 0.0150% 10 0.0010% 3 0.0003% 38 0.0030% 86 0.0030%

* a pair represents two different receivers looking at the same satellite at the same time

Number of analyzed receiver pairs* per elevation range (Nov 20, 2003)
45-900-12 12-20 20-30 30-45

Figure 17:  Data Analysis Flowchart for November 20th, 2003.  Example illustrating the total number of identified 
pairs, versus the final number of events selected by automatic screening. 

From the results tables 1-7, a few examples have been 
chosen to illustrate in more detail the slope validation 
process.  The first example represents a validated event, 
which was supported both by automatic screening and 
supplementary manual screening.  The event is a large 
slope observed by receivers ERLA and GRTN along a 
line of sight to the same SV 44 [Chart 2].  Although the 
L1/L2 combined measurements exhibit a sudden jump, 
about half an hour after the event presented in Section 4.3, 

the L1-only data contains some intermediary points 
during this jump, which is reassuring that the 
measurements came from an actual event at the 
ionosphere level.  It is also visible from this example how 
the codeless tracking on the L2 frequency is more 
vulnerable to cycle slips during strong ionosphere 
disturbances, and thus a known C/A-type signal is needed 
at all frequencies if the LAAS is to be deployed in a 
multi-frequency format.  



 

Figure 18: Histogram of ionosphere spatial gradients 
versus baseline separation for the OH/MI receiver 
cluster.

 
Figure 19: Visualization of the high-slope event 
between ERLA and GRTN receivers in the OH/MI 
cluster on November 20th, 2003.  
 

The measured size of the gradient is very similar 
between the L1/L2 and L1-only measurements in this case.   
In addition, numerous pairs of receivers located in the 
vicinity, within the Ohio/Michigan cluster, record similar 
abnormally high slopes [Figure 18].  In a larger 
perspective, the event has been also captured in an overall 

picture of the ionosphere at that time [Figure 19], which is 
a strong confirmation that the event was not caused by a 
glitch in the receiver data. 
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Another example, this time from the October 29, 2003 
st

Figure 20 summarizes the most severe events 
di

 

Two important conclusions can be drawn from Figure 
20

orm day, seems to confirm this idea, that the slopes 
derived from raw L1-only data are slightly lower than 
reality, if we are to trust the JPL-processed data for better 
accuracy in the absence of receiver artifacts.  A gradient 
of over 200 mm/km is observed between receivers LEBA 
and ERLA in the direction of SVN 46 at 21:05:30 UT 
[Chart 3].  Here, looking at the L1/L2 data first, a visible 
decrease in the overall delay is observed by both receivers 
successively over an interval of 30 seconds to 1 minute.  
Though the duration of the event is very brief, this is very 
clearly a case of an ionosphere-induced spatial gradient.  
Nevertheless, the sudden, unexpected drop makes a check 
against L1-only data desirable.  The reason why 
significantly more data is present in the L1-only 
measurements (i.e. there is no gap in the middle, and data 
is available for earlier times as well), is that the L1/L2 
data was split into elevation ranges (e.g. present here is 
data for satellites at elevations between 30 and 45 
degrees), while the L1 data was not.  However, in the time 
period around the anomalous event both data sets are 
consistent with each other, and the two manually aligned 
sets of L1-only measurements confirm a slope over the 
slant slope threshold. 

scovered in the October and November 2003 storms by 
plotting the estimated slope and speed of each point on 
top of the ionosphere threat model shown previously in 
Figure 2.  The triangles represent the data points from L1 
and L2 measurements that did not appear to be caused by 
faulty receivers, but for which a parallel estimation of the 
slope by the means of raw L1-only data was not available.  
The squares represent L1/L2 data points validated by L1 
code-minus-carrier measurements.  It must also be 
mentioned that an estimation of the front velocity was not 
always available for the highest spatial gradients 
discovered by each cluster.  Oftentimes a propitious 
alignment between multiple stations and a moving 
ionosphere front does not occur, thus rendering the front 
speed estimation impossible. 

.  First, none of the events witnessed during the October 
and November 2003 storms (the worst on record for 
which we have detailed GPS data) approach the 
boundaries of the “high-elevation/moving” component of 
the threat model.  The maximum slope in the vertical 
domain was about 300 mm/km, while the maximum 
speed was about 600 m/s.  This suggests that the outer 
boundaries of the “high-elevation/moving” threat model 
(500 mm/km and 1000 m/s, respectively) may be too 
conservative.  Some degree of conservatism is warranted, 



Figure 20: LAAS Threat Model with Validated Data Points 

however, because we only have detailed GPS ionosphere 
data for the 2000 – 2004 period.  Second, one of the 
anomalies verified by L1 code-minus-carrier analysis just 
barely falls into the “moving” part of the threat model 
because its apparent speed (about 85 m/s) slightly exceeds 
that of an approaching aircraft (about 70 m/s).  Since its 
estimated slope of about 270 mm/km exceeds the upper 
bound of the “stationary” component of the threat model, 
and because the speed estimation method described in 
Section 3.2.2 only allows for rough estimates, further 
analysis of this event (as well as the other two low-speed 
cases) is needed to confirm that this particular event really 
was moving faster than an approaching airplane from the 
point of view of a hypothetical LGF installed nearby.   

5.2  Summary of Results for Other Storm Days  

The data sets that constituted the basis of this 
investigation covered the periods of most intense 
ionosphere activity during the past five years, as these are 
the times when it is most likely for an anomalous spatial 
or temporal gradient to occur.  More precisely, the data 
included observations made over the following periods of 
time (hour is given as Universal Time): 4/6/2000 17:00-
03:00, 4/7/2000 14:00-23:00, 7/15/2000 20:00-03:00, 

10/29/2003 18:00-02:00, 10/30/2003 19:00-01:00, 
11/20/2003 17:00-24:00, and 7/17/2004 18:00-01:00. 

The algorithm described by the block diagram of Figure 
3 was applied to additional storm days signaled by the 
literature in the field (see [4, 5, 7]) and identified as well 
by the monitoring stations across the US.  The experience 
gained from examining data for October/November 2003 
was applied to the other known days of abnormally high 
ionosphere activity over CONUS.   

Because not all stations were available in the year 2000 
data, a slightly different set of clusters than those shown 
in Figure 6 was used for this analysis.  This particular 
adjustment had to be made in order to insure that the 
search area over CONUS is relevant for the storms in year 
2000.  Since the CORS network consisted of a much 
smaller number of stations in 2000 compared to 2003 
(approximately 150 versus 400, respectively), an 
alternation had to be made to the division of the US map 
into clusters of GPS stations.  It is known that the 2000 
storms were stronger on the East Coast [4, 5, 7] and thus, 
in order not to miss any potential events, a Northeast (NE) 
cluster was created, including receivers from Washington 
D.C. area to Maine.  This cluster, which is much larger 
than the others, was appropriate for the case where 



stations were spread farther apart, but still denser than in 
much of the rest of the US at the time. 

 The search over JPL-provided data for the above storm 
days yielded no slant gradients over the 200 mm/km 
threshold for the storm in 2004.  In the meantime, a 
number of extreme events appeared during 2000; however 
none of these was deemed to be real.  The reason is that 
all the selected cases were marred by receiver errors in 
both L1/L2 and L1-only, or, alternatively, appropriate L1 
data for checking these points was lacking.  An example 
from the first category is the apparent high slope between 
USNO and GAIT [Chart 4] contains a cycle slip which is 
corrected by the L1-only data.  For the cases where the 
RINEX information is not accurate enough to determine a 
L1-only slope, either better methods have to be developed 
to read and interpret the RINEX format files from CORS, 
or an alternate data source should be sought that can 
provide appropriate verification of the L1/L2 results.  

 
6. CONCLUSIONS 

The results presented here show that the 28-31 October 
and 19-20 November 2003 storms were similar in 
intensity and had the largest number of extreme 
ionosphere events of all the storms observed since WAAS 
was fielded in year 2000.  Thus, a future LAAS threat 
model should be designed to protect against similar events.  
The other storms investigated, while potentially disruptive 
to civil aviation, fell well within the boundaries of the 
same threat model, as no events as critical as what was 
observed during the Autumn 2003 storms were found and 
confirmed by this screening process during any of the 
other days investigated over any of the receiver cluster 
areas.  The only events for which further investigation is 
needed are the three points in Figure 20 whose estimation 
of ionosphere front velocity falls close to the 70-m/s 
aircraft approach speed.   

An interesting result of this analysis is the discovery of 
one of the largest values of ionosphere delays of the GPS 
signal ever recorded.  A validated measurement of over 
45 meters vertical delay was discovered within CONUS 
on November 20, 2003 (in addition, delays of over 50 
meters were found at low latitudes).  This result is larger 
than the value of 36 meters presented by Misra and Enge 
[6] as the highest measured delay at any latitude. 

The key challenge in this work was deriving the 
maximum amount of validated (cross-checked to the 
extent possible) severe ionosphere gradient information 
from data that is unavoidably limited (in both temporal 
and spatial density) and corrupted by receiver errors.  We 
believe that the method developed in this paper is close to 
optimal for the existing WAAS and IGS/CORS networks.  
A related but somewhat different approach was developed 

for the Japan GEONET database, which is much denser 
spatially and allows more-aggressive screening to occur 
without missing potentially “real” events (see [9] for 
details). 
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Tables 1-7.  Summary of screening results for all known storm days. For each cluster and elevation range, the 
maximum spatial gradient yielded by the automatic screening for that day is presented, if above 200mm/km in slant 
differential delay. 
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Chart 1.  Using the L1-only measurements from RINEX data to eliminate the “jump” in the L1/L2 observations. 
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Chart 2.  Use of L1-only raw data to confirm the presence of a large ionosphere gradient observed in L1/L2 (Nov. 20). 
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Chart 3.  Use of L1-only raw data to confirm the presence of a large ionosphere gradient observed in L1/L2 (Oct. 29). 
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Chart 4.  Example of cycle slip in L1/L2 causing an apparently anomalous gradient during year 2000 storms. 
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