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Abstract—With the launch of the Compass-M1 satellite on 14
April 2007, China is set to become the latest entrant into global
navigation satellite systems (GNSS). Understanding the interoper-
ability and integration of the Chinese Compass with the current
GNSS, namely the U.S. Global Positioning System (GPS), the Eu-
ropean Galileo, and the Russian GLONASS, requires knowing and
understanding its signal structures—specifically its pseudorandom
noise (PRN) codes and code structures. Moreover, the knowledge
of the code is a prerequisite for designing receivers capable of ac-
quiring and tracking the satellite. More important is determining
if the signal may degrade performance of the current GNSS in the
form of interference. Finally, we are eager to learn from the code
and signal design of our Chinese colleagues. For this research, we
set up a 1.8-m dish antenna to collect the broadcast Compass-M1
signals. Even with the dish antenna, the received signal is still weak
and buried in thermal noise. We then apply signal processing and
are able to extract the PRN code chips out of the noise in all three
frequency bands. The PRN codes are thousands of bits long. In ad-
dition, we find that the Compass-M1 PRN codes in all frequency
bands are Gold codes. We also derive the Gold code generators to
represents thousands of code chips with fewer than a hundred bits.
Finally, we implement these codes in our software receiver to verify
and validate our analysis.

Index Terms—Global navigation satellite system (GNSS), pseu-
dorandom noise codes, spread spectrum.

I. INTRODUCTION

HE Beidou or Compass navigation satellite system
(CNSS) is China’s entry into the realm of global navi-
gation satellite systems (GNSS). The current design plans for
30 medium earth orbit (MEO) satellites and five geostationary
orbit (GEO) satellites. The MEO satellites will operate in
six orbital planes to provide global navigation coverage [1].
Compass will share many features in common with U.S. GPS
and European Galileo systems, providing the potential for low
cost integration of these signals into a GPS/Galileo/Compass
receiver. These commonalities include multiple frequencies,
signal structures, and services.
Statements from Chinese sources indicate that the system
will provide at least two services: an open civilian service and a
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TABLE I
COMPASS FREQUENCIES AND MODULATION. BPSK( ') DEFINES A BPSK
MODULATION WITH A CHIP RATE OF K X 1.023 MHz. FOR EXAMPLE,
BPSK(2) DENOTES 2.046-MHz CHIP RATE

Frequency | Center frequency Modulation type
band (MHz) (inphase, quadrature)
El 1589.74 BPSK(2), BPSK(2)
E2 1561.10 BPSK(2), BPSK(2)
E6 1268.52 BPSK(10), BPSK(10)
E5b 1207.14 BPSK(2), BPSK(10)
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Fig. 1. Frequency occupation of GPS, Galileo, and Compass.

higher precision military/authorized user service [1]. According
to International Telecommunication Union (ITU) filings by
China, Compass will broadcast in four frequency bands known
as E1, E2, E6, and E5b [2]. Table I provides center frequency
and modulation information on the signals in each of these
bands. Fig. 1, taken from [2], shows the overlap in frequency of
the Compass signals with those of GPS and Galileo. Like GPS
and Galileo, the Compass navigation signals are code division
multiple access (CDMA) signals. They use binary phase shift
keying (BPSK) [3]. BPSK(K) defines a BPSK modulation
with a chip rate of K x 1.023 MHz. For example, BPSK(2)
denotes 2.046-MHz chip rate. Further, our observations and
analysis indicate that the codes from the current Compass-M1
are derived from Gold codes.

The Compass-M1 satellite represents the first of the next
generation of Chinese navigation satellites and differs signif-
icantly from China’s previous Beidou navigation satellites.
Those earlier satellites were considered experimental, and were
developed for two-dimensional positioning using the radio
determination satellite service (RDSS) concept pioneered by
Geostar [4]. Compass-M1 is also China’s first MEO navigation
satellite. Previous Beidou satellites were geostationary and
only provided coverage over China. The global implications of
this satellite and the new GNSS it represents makes the satellite
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of great interest to navigation experts. The rapid manner in
which researchers have already trained their instruments onto
the satellite proves this point. For example, Grelier et al. from
the Centre National d’Etudes Spatiales (CNES, the French
space agency) published an informative overview of their ob-
servations of the Compass-M1 signals a month after its launch
[2]. The interest has resulted in significant basic information on
the Compass-M1 satellite. Observations by CNES, ourselves,
and other researchers indicate that the current satellite is only
broadcasting on three of the frequencies (E2, E6, E5b). To the
best of the authors’ knowledge, no observations of Compass
El broadcasts have yet been made. It also appears that the
Compass satellite is not continuously broadcasting navigation
signals on the other three frequencies; we have occasionally
observed unmodulated or continuous wave (CW) signals in
those bands.

The similarity in frequency, signal structure, and services
with GPS and Galileo makes Compass a tantalizing prospect
for GNSS users. These similarities could allow for the addition
of Compass to an integrated GNSS receiver without additional
expensive hardware or processing. As such, great motivation
exists for understanding Compass and how it may be properly
and cost-effectively integrated into a GNSS receiver. Con-
versely, the signals may pose a source of interference and
degrade the performance of Galileo, because Compass overlays
the Galileo signals in the E2, E5b, and E6 bands. Hence,
understanding the signal design and modulation is important
in order to determine the Compass system’s properties for
interoperability and interference. The first step toward this
latter goal is to determine the Compass codes. This will help
to develop prototype GPS/Galileo/Compass receivers and help
identify ways to best use the new signals together with other
planned or existing GNSS signals.

Apart from these basic observations of the Compass-M1
signal structure, little information has been published on the
actual codes. We presented our research results of Compass
codes and the code structures in [5]. Initial observations in-
cluding signal spectra and secondary codes, but not PRN codes
were reported in [2]. This paper will present our approach to
decoding the Compass codes and deriving the code generators
in sufficient detail for others to replicate our work. The outline
of the paper is as follows. Section II describes our 1.8-m dish
antenna and the data collection equipment. Section III describes
the process of decoding the E6 code, including carrier wipeoff,
code period determination, Doppler offset wipeoff, secondary
code determination, solving Doppler ambiguity, zeroing initial
phase, and determining the start of the code. With these signal
processing steps, the PRN codes are decoded up to overall po-
larity. Section IV proves that these codes are Gold codes. The
code generators are derived and the overall polarity ambiguity
of the PRN code is resolved. Section V presents the results
for E2 and E5b codes. These codes and code generators are
validated by implementing them in our software receiver to
track the Compass-M1 satellite in Section VI.

II. DATA COLLECTION METHOD

There are three data collection methods that we can use to de-
termine the codes for Compass-M1. The first method is to use

Fig. 2. Stanford GNSS Monitor Station (SGMS) antenna.

Fig. 3. Portable ground station setup.

a high-gain directional antenna such as the 47 m Stanford Re-
search Institute (SRI) dish to measure signals from the satel-
lite. Such an antenna provides enough gain so that the satel-
lite signals will exceed the noise floor and the code chips can
be read directly. For example, we used this method at Stanford
University to verify the Galileo In-Orbit Validation Element A
(GIOVE-A) code [6]. GIOVE-A is the first test satellite of the
Galileo system, and was launched in December 2005 [7]. The
drawback of using the SRI dish is that usage of the dish is ex-
pensive and takes weeks to arrange.

A second method is to use a moderate gain directional an-
tenna and process the data collected by that instrument. The GPS
Laboratory at Stanford University has a 1.8-m steerable para-
bolic reflector antenna with an L band feed [8]. This system,
termed the Stanford GNSS Monitor Station (SGMS), provides
about 27-dB gain over a standard patch antenna. The antenna
and ground station are seen in Figs. 2 and 3. While the SGMS
antenna does not provide enough gain to push the code chips
above the noise, it allows for determination of the chips without
the need for significant processing (in comparison to the third
method). The SGMS allowed us to determine the GIOVE-A L1
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BOC(1,1) bits with 98% accuracy in the first days of its trans-
mission [6]. The code chips in error were corrected by assuming
that they derive from a family of linear codes. Data collected
using the SGMS also allowed for the determination of the rest
of the GIOVE-A codes [8].

A third method is to collect data using a good omnidirectional
antenna. Compared with directional parabolic antennas, an om-
nidirectional antenna receives not only the Compass-M1 signal,
but also other GNSS satellite signals, which act as interference.
The smaller antenna gain requires averaging over longer inter-
vals. Obtaining the code chips needs additional signal condi-
tioning, signal processing and a priori knowledge and assump-
tions about the signal structure. The benefit of this method is
that it can be done with readily available equipment. Cornell
University determined the GIOVE-A L1 BOC(1,1) code in this
way [9].

Since we have the SGMS and wanted to determine the Com-
pass-M1 codes quickly, we used the second method. The rest of
the paper will discuss how we determined the Compass-M1 E2,
ES5b and E6 inphase channel codes. We only show the derivation
of E6 code, because the decoding process for E2 and E5b codes
is similar. Moreover, the E6 code is the most difficult to decode
due to its high chip rate of 10.23 MHz. In comparison, the chip
rate of E2 and E5b codes is only 2.046 MHz. Data was collected
from the SGMS using an Agilent 89600 vector signal analyzer
(VSA). Both inphase (I) and quadrature (Q) channel data were
collected and the data were nominally mixed to baseband using
the center frequencies indicated in Table 1.

III. DETERMINING THE E6 CODE

The Compass-M1 signals travel 21 550 km to reach the Earth.
The received signals are highly attenuated due to path loss. With
an omnidirectional antenna, the received signal power is on the
order of 1076 W, assuming a transmit power of 30 W. Even
with the 1.8 m dish antenna and high-quality low-noise am-
plifiers (LNA), the received signal-to-noise ratio (SNR) is still
roughly 65 to 70 dB-Hz and the SNR in the signal noise equiv-
alent bandwidth is about —5 to 0 dB. The pseudorandom noise
(PRN) code chips are buried in noise and not directly visible in
the time domain. Low SNR is the main challenge in extracting
the Compass-M1 PRN code sequences.

In order to decode the PRN code sequences, we need to
process the data to boost the signal above the noise floor. The
main idea is to accumulate the signal to suppress the noise. Our
approach is to stack multiple periods of the PRN sequence.
We decoded Galileo GIOVE-A broadcast codes by using this
method [6], [8], [9]. Discovering secondary code or navigation
bit information is mandatory for this method. At least 100 ms of
the Compass data have to be recorded. In this paper, we explain
the decoding of the Compass-M1 codes by this approach [5].

A. Compass Signal Modeling

Before decoding the Compass code, we first develop a
model for the signal. As the Compass system is a code division
spread spectrum system and is similar to the GPS system,
we model the Compass signals based on our understanding
of the GPS signals [3], [10]. The received signal contains a
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Fig. 4. Example of relationship between the PRN code signal, the secondary
code, and the carrier. The secondary code duration is the same as the PRN code
period.

spread PRN code, which is a binary £1 vector denoted as
c = (co,c1,€2,.-,CN,~1)-
Each chip in the PRN code c has a rectangular shape:

1, 0<t<T.

We(t) = {0 otherwise M

where T is the duration of a PRN chip.

The PRN signal C(¢) is therefore the periodic binary phase
shift keyed version of c. C(t) is periodic with the period, Ty =
N_.T.. In other words

C(t) = Ot — ITy) @)

for all integers {. One period of C(t) is

N.—1

Ct)y= > eW.(t—iT.) 3)

=0

where IV, is the number of chips in the PRN code sequence.

The PRN code is modulated with either navigation data or
a secondary code or both. Since the goal of this paper is de-
coding the PRN code, rather than studying the secondary code
or navigation data, we simplify our terminology in the following
way. We denote the secondary code or navigation data or their
product as the binary 1 vector d = (dy, d1, da, . . .), and refer
to it as the secondary code. We assume that the secondary code
bit duration is the same as the PRN period T};, and this also han-
dles the case that bit duration is an integer multiple of T;. Then
we express the navigation signal waveform as

D(t) = i d;Wa(t —iTy) “)

i=0
where Wy(t) is a rectangular window function with width T,

1, 0<t<Ty

Wa(t) = {0 otherwise. )

The modulated signal, D(t)C(t), is carried with a nominal
carrier frequency f.. Since the satellite is moving, the carrier is
affected by a Doppler frequency offset fp and an initial phase
6. The relationship between the PRN code signal, the secondary
code and the carrier is shown in Fig. 4.
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Fig. 5. Relationship of T., T,; and 7, with the recorded data. 7. is the PRN
code chip duration. NV, is the number of bits per PRN code period. The PRN
code period is the same as the secondary code bit duration, 7, = N.T¢.
The code phase offset 7, arises from the lack of synchronization between the
recorded data and the start of the PRN code. In other words, 7,4 represents the
start of the first complete period of the PRN code.

The received signal is written as

VPD(t —14)C(t —74) exp j (2n(fe + fp)t + 0) +n(t) (6)

where 7, is the code phase offset arising from the lack of syn-
chronization between the recorded data and the start of the PRN
code. The signal power is P, and n(t) captures noise and inter-
ference. For decoding, the SNR matters, not the absolute signal
power. Hence, we normalize by the signal power, and the noise
becomes 19 (t) = n(t)/VP.

So, the received signal s(¢) is written as

D(t —14)C(t —1a)expj 2w (fe + fD)t+ 0) + no(t). (7)

In fact, there are two signals: inphase and quadrature. The in-
phase signal contains a short PRN code for civilian use, while
the quadrature signal has a long PRN code for military or au-
thorized use. Since we are only interested in the short civilian
code, the signal model only shows the inphase code. We take
the quadrature signal as interference and include it in n(t).

We now define the code phase 7, in (6) and (7) formally. First
we set ¢ = 0 to represent the start of the recording. Then 74 is
the start of the first complete period of the PRN code. Clearly, 74
is less than the secondary code bit duration; thatis 0 < 74 < 1.

The relationship of 7, T,; and 74 with the recorded data is
illustrated in Fig. 5. For simplicity, the carrier, Doppler offset,
and noise are not shown in the figure.

In order to reveal the PRN code from the received signal in
(7), we need to strip off the secondary code D(t), wipe off
Doppler offset fp, zero the initial phase shift § and adjust the
code phase offset 7,4. The decoding diagram is shown in Fig. 6.
The processing flow follows the numbered arrows. The rest of
this section explains the process of Fig. 6 in detail for the Com-
pass E6 code. A similar methodology is employed in the E2 and
E5b bands. We use the E6 signal as an example, because it is
more challenging to decode in the 20 MHz bandwidth E6 band
than the 4-MHz bandwidth E2 or E5b bands.

Received Compass signal
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2!

4l 5

y

Determination
of code period

Estimation and
wipeoff of
Doppler
frequency up
to 1/2 of code
repetition rate

Determination
and wipeoffof
secondary code
up to overall
polarity

Ty

Stacking multiple periods of whole data to boost SNR

8 ¥ 9

10¢ 11

12¢ 13

Determination
and wipeoffof
Doppler
ambiguity

Determination
and zeroing of
initial phase

Determination
of the start of
the code and
shifting of
whole data

14+

Determination of code chips up to overall polarity

Fig. 6. Decoding block diagram.

B. Carrier Wipeoff

The first step is carrier wipeoff. In our setup, the VSA down-
converts the incoming signal to the baseband. The baseband
signal is written as

sp(t) = D(t — 1a)C(t — 1q) exp j(2m fpt + 6) + np(t)  (8)

where n(¢) is the baseband noise.

Any error between the VSA frequency and the true carrier is
treated as part of the Doppler offset and will be wiped off at a
later stage.

C. Correlation of Whole Data With a Small Slice of Itself

Although the Compass signal is buried in noise, some of its
characteristics can be obtained by correlation, namely code pe-
riod, Doppler offset, and navigation bits. Correlation is a signal
processing technique commonly used in communication and
radar systems [11]. We first correlate the whole data with a small
slice of itself.

The small slice of the baseband data is denoted as

a@={ﬁm

where ¢ is the duration of the slice of data. It is important that
this slice of data does not contain the boundary of a code period.
That is, we need to guess ty < Ty. On the other hand, the slice

0<t<t

t >t ©)
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should be large enough to make the correlation peaks discover-
able. Assuming —5 to 0 dB as a rough estimate of the received
SNR and a margin of 15 dB, a correlation gain of at least 20 dB is
required, which translates to at least 100 chips in the small slice,
or ty > 0.01 ms. If the PRN code period is known, a good value
of £y would be half of the code period, because one out of two
consecutive slices of data will not contain a period boundary.
If the code period is unknown, it may be necessary to try a few
guesses of ¢ty and adjust the time origin ¢ = 0 to satisfy these
constraints.
The correlation function is

oo oo

/sb(t+7>gg<T)dT: /s,,(ﬂgg(T—t)dT
t+to

= /sb('r)sz(’r—t)d'r [12]. (10)

t

Assuming no noise (ny(t) ~ 0), we substitute (8) into (10)
to express the correlation as

t+to
[D(Tt—74)C(T—74) exp j(27 fpT+0)]

[D(r—t —14)C(T—t—74)
-exp —j (2m fp(T—1t)+0)] dr
t+to
= expj2rfpt / [D(T—74)C(T—74)

D(r—t—714)C(T—t—714)] drT.
(1D

The beauty of this correlation result is twofold. First, initial
phase € inside the integral cancels out, due to the multiplication
of the signal and the shifted version of its conjugate. Thus, it
is not necessary to consider carrier phase when processing the
correlation results up to step 6 as shown in the decoding block
diagram in Fig. 6. Although 6 does not show in the correlation
results, it still exists in the received signal, and needs to be wiped
off in step 10. Second, the Doppler offset is moved out of the
integral. As a result, the Doppler offset becomes a visible mod-
ulation on the correlation peaks.

The expression of the correlation result has two parts, a sinu-
soidal envelope and an integral. The integral

t+to

[D(1 —714)C(1 — 10)D(17 — t — 173)C(17 — t — 74)] dT
t
(12)
is the correlation between s, (t) = D(t — 74)C(t — 74) and its
small slice, §}(t),

i si(t), 0<t<t
530 = { o0 :

, t > to. (13)

With respect to (8), s, (t) is the noiseless version of s;(t) with
no Doppler offset or initial phase. The evaluation of (12) is il-
lustrated in Fig. 7. Positive correlation peaks occur whenever

eddo=1 [ di=1 [ de=t [ ds=1
Received
code - QA A QA AR A
PAG) :|_| Ul !J[_H_HJ :I_l Ui :|_| Ul :
I
Time-shifted jDUE det ' ,
slice, | ::H:I:
= X
| | I
dodo=1 : | dode=1 |doda=1
Correlation : : :
result \/ | |
ldodi=1 1 |
t=0 t=Td t=2Td t=3Td s

Recording time, t

Fig. 7. Correlation of the received code with time-shifted replicas. Correlation
peaks occur whenever the time-shifted slice aligns with similar versions of it-
self or flipped versions. The ¢th correlation peak polarity is determined by the
secondary code bit of the small slice do and the secondary code bit of the cor-
responding segment d,. The triangular correlation peak width is twice the PRN
code chip duration.

the time-shifted slice §; (7 — ¢) aligns with similar versions it-
self in s7(t), and negative ones whenever it aligns with flipped
versions of itself. These alignments happen at multiples of the
PRN code period. In other words, peaks of height dyd; occur at
t=1ily,1=0,1,2,...

Therefore, the correlation peak heights in (11) are

dod; exp 727 fpt (14)

att =Ty,1=0,1,2,....

The inphase and quadrature channels of the correlation re-
sults are shown in Figs. 8 and 9. In agreement with (14), the
correlation is a string of equally-spaced peaks, modulated by a
sinusoidal envelope. The correlation results are normalized by
the amplitude at ¢ = 0. The first correlation peak is higher than
the rest, because the received signal contains both the PRN code
and noise. The first peak matches in both code and noise, while
others match in code only.

For this experiment, the sampling rate is 46.08 MHz. We over-
sample the received signal to mitigate the effect of sampling bit
transitions. We choose the data length to be 100 ms. The data
length needs to be long enough to provide enough processing
gain to eventually boost the signal above the noise, but cannot
be too long, because of satellite and VSA clock drift. We choose
the duration of the small slice ¢ to be 0.5 ms. Again, the small
slice needs to be long enough to maximize the processing gain,
but should not be too long so as to reach the code period bound-
aries. In practice, achieving a good enough choice of these pa-
rameters requires some iteration, followed by validation after
the code period is determined.

D. Determination of Code Period

Since we aim to stack multiple periods of the signal to boost
SNR, we now determine the code period. According to Fig. 7,
the correlation peaks occur at multiples of the code period. Mea-
suring the inter-peak interval in Figs. 8 and 9 yields the code
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Fig. 8. Correlation of whole data with a small slice of itself, as a result of
(11), inphase channel. The correlation results are normalized by the amplitude
att = 0. The first correlation peak is higher than the rest, because the received
signal contains both the PRN code and noise. The first peak is a result of both
code and noise matched, while others are code only. Measuring the inter-peak
interval yields the code period.
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Fig. 9. Correlation of whole data with a small slice of itself, as a result of (11),
quadrature channel.

period to be T; = 1 ms, by averaging the number of samples
between the correlation peaks and dividing by the sampling rate.
The code period of 1 ms validates choosing the whole data
length to be 100 ms and the small slice to be 0.5 ms. This is
because 100 ms of data is 100 periods of the code and provides
20-dB processing gain. Among two consecutive 0.5-ms slices, at
least one of them is guaranteed to have no code period boundary,
because the small slice duration is half the code period.

E. Estimation and Wipeoff of Doppler Frequency up to Half
of the Code Repetition Rate

In Figs. 8 and 9, the heights of the peaks vary due to the
Doppler envelope, which is exp j27 fpt in (14). For MEO satel-
lites, the Doppler, in a range of [—5000 Hz, 5000 Hz], causes
fast variation of correlation peaks and received signal ampli-
tudes in both inphase and quadrature channels, and thus must
be removed. The next step is to estimate the Doppler offset fp
and wipe it off from the received baseband signal. One way of
compensating Doppler offset is by accurately calculating satel-
lite speed from the almanac. This approach requires a stable and
precise oscillator in the receiver. We use pure signal processing
instead.

Note that the Doppler estimation is based on the correlation
peaks Ty = 1 ms apart. This is equivalent to estimating a signal
with 1/T; = 1 kHz sampling rate. Furthermore, we are unsure
of the true polarity of the Doppler envelope; i.e., the polarity of
the dod; coefficient in (14). Changes of fp by even multiples of
1/2T, or changes of fp by odd multiples of 1/2T, coupled with
sign changes of dyd; produce identical output peaks. Therefore,
the envelope of the peaks aliases at a multiple of 1/27}. In other
words, the estimated Doppler fD has an ambiguity equal to a
multiple of half of the sampling rate. In this case, T; = 1 ms,
so the Doppler ambiguity is a multiple of 1/27,; = 500 Hz.
The true Doppler offset equals the Doppler estimated based on
correlation peaks plus ambiguity adjustment; i.e., fp = fp +
k(1/2Ty), for some integer k. We will use signal processing
methods to resolve the k(1/2T,;) Doppler ambiguity later once
multiple periods of data are stacked.

We search for fp in the frequency range [—250 Hz, 250 Hz]
with a step of 0.01 Hz. We choose the value that minimizes
the standard deviation of correlation peak heights after Doppler
compensation. The received baseband signal then becomes

o . 1
s (t) exp(—j2m fot) = 5(t) exp (—m (fD - ’“z—z,) t) .
15)
Substituting (8) into (15), the noiseless part then becomes
1
D(t—714)C(t —Tq)expj <7rk'?t—|— 9) . (16)
d
Figs. 10 and 11 show the correlation results in inphase
and quadrature channels after compensating for the estimated
Doppler frequency offset. As expected, the peaks in the inphase
channel now have uniform heights, although varying polarities.
There are no peaks in the quadrature channel, because as
demonstrated in (11), the correlation operation zeros the initial
phase of the signal. The initial phase still exists, but does not
appear in the correlation result.

FE. Determination and Wipeoff of Secondary Code up to
Overall Polarity

After the estimated Doppler offset is wiped off, the correla-
tion peak polarities from (14) become

dod; a7

att =Ty,v=0,1,2,....

This reflects the polarities of the positive and nega-
tive correlation peaks in Fig. 10. If we assume dy =
1, the peak signs reveal the secondary code d to be
t,-1,-1,-1,-1,-1,-1,1,-1,-1,1,1,—-1,1, -1,.. ]
Assuming dy = —1 flips the sign of all the data, including the
primary PRN code c. The sign flipping problem will be solved
after the code generator polynomial is derived in Section IV.

We can read off the secondary code up to overall polarity
ambiguity, and write it in time domain as

doD(t) = do Y diWa(t —iTy).
1=0

(18)

We generate the secondary code waveform with a sampling
rate of 46.08 MHz and length of 100 ms, matching the received
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Correlation, inphase

0 20 40 60 80
Time (ms)
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Fig. 10. Correlation after wiping off estimated Doppler offset, inphase channel.
As expected, the peaks in the inphase channel now have uniform heights, al-
though varying polarities. The correlation peak polarities follow (17).
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Fig. 11. Correlation after wiping off estimated Doppler offset, quadrature
channel. There are no peaks in the quadrature channel, because as demonstrated
in (11), the correlation operation zeros the initial phase of the signal. The initial
phase still exists, but does not appear in the correlation result.

signal. We then wipe off the secondary code in the Doppler com-
pensated baseband signal by point-wise multiplication with the
secondary code waveform. Since the start of the PRN code pe-
riod 74 is yet unknown, the local secondary code replica do D(t)
is not aligned with the secondary code of the received signal,
as shown in Fig. 12. For simplicity, Fig. 12 does not show the
Doppler residual. Now in each period of the received signal, the
segment before the boundary of a PRN code period has the same
overall polarity, while the segment after does not, as shown in
Fig. 12. Since di2 = 1, the result after secondary code demod-
ulation is

doC(t — Td)
X exp j (wkTLdt n 0) . foriTy <t <iTy+7a
dodidi+10(t — Td)
X eXp j (wkTLdt + 9) . forily+ma <t < (i+1)Ty
19)
where ¢ = 0,1,2,.... In each period, the first 7; duration of
data no longer contains secondary code except for the overall

polarity dy. So for these segments of data, the secondary code
is wiped off.

: Segments with same overall polarity

fdo=1 |\ idi=1 | lde=1 | |ds=1
Received {117 1 e 1| 11 [ ool (LM e[ T e
eode, so(®) +ITUUT (IO TO[OOT (0[O0 ]
Secondary: : : : :
code replica : : : : I_
doD(t
P e [ : :
v DA AR AR R
0O | EPRL O OO L UL
I I I I I
t=0 t=Td t=2Td t=8Td g

Recording time, t

Fig. 12. Secondary code wipeoff. Because the recording time is not synchro-
nized with the start of a complete PRN code period, only the secondary code of
the signal segments in the shaded area is wiped off. The transition point is the
start of the PRN code period 7, which will be determined later.

Correlation, inphase

0 20 40 60 80
Time (ms)

100

Fig. 13. Correlation after wiping off estimated Doppler offset and secondary
code, inphase channel. The all-positive correlation peaks verify that the shaded
segments in Fig. 12 have the same overall polarity, and the secondary code is
wiped off. Multiple periods of the signal are ready to be stacked.

We do not show the experimental result associated with (19)
because the processed signal is still buried in noise and is in-
visible. However, the correlation peaks are above the noise, as
shown in Fig. 13. The peaks are generated by correlating the
secondary code demodulated data of 100 ms with a 0.5-ms slice
of itself. The all-positive correlation peaks verify that the shaded
segments in Fig. 12 have the same overall polarity, and the sec-
ondary code is demodulated.

G. Stacking Multiple Periods of the Whole Data

So far, the code period has been determined, and part of
each code period has the same overall polarity. We are ready to
stack multiple periods of the data together to boost the signal
above the noise floor. With respect to our model in (19), dj is
a constant and C(t — 74) repeats for each code period Ty. If k
(associated with Doppler ambiguity) is an even number, then
exp j(mk(1/Ty)t+ 6) also repeats every time duration T};. This
means that the first 74 duration of each period of the signal is
the same. This motivates us to stack M periods of the signal
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Stacked signal, inphase

0 0.2 0.4 0.6 0.8 1
Time (ms)

Fig. 14. Multiple periods of signal stacked, inphase channel. Different from the
previous figures of correlation results, the time range is now 1 ms. The signal
stack shows two parts. The first part corresponds to the shaded segments in
Fig. 12. The signal energy is boosted A = 100 times because of the coherent
stacking. The sinusoidal envelope in the first part is consistent with (19) and
reflects the Doppler ambiguity, which will be discussed in the next subsection.
The second part looks like noise due to the noncoherent stacking.

together. If we assume additive white noise, then the SNR is
increased M times. The signal after stacking becomes

k
MdoC(t —14)expj (;—

d

t+0>, for 0<t<7y (20)

and
ok M-1
doC(t—Td) expj | ==t + 0 Z didi+17 for 7y <t < Ty
Ta i=0
(21

If k£ is an odd number, the signals in different periods
cancel out, and the stacking result appears to be all noise. If
this happens, we modulate each period of data with (—1)i,
1 =20,1,2,..., and restack.

The above analysis is based on continuous signals. Our data
are discrete with sampling frequency of 46.08 MHz. Since the
PRN code period is not an integer multiple of the sample pe-
riod, the number of samples per PRN code period will vary by 1
sample. We pad an additional sample of value O at the end of the
period if necessary to ensure each period has the same number of
samples. Then we stack the multiple periods by point-wise ad-
dition. The zero padding does not significantly distort the final
PRN code waveform due to oversampling For the case of the
Compass E6 signal, there are 4.5 samples per PRN code chip.

Figs. 14 and 15 show the inphase and quadrature channels
of the T; = 1 ms stack of the baseband signal with Doppler
compensated and secondary code wiped off. M = 100 code
periods are stacked in the two figures, and the signal amplitude
is normalized. Different from the previous figures of correlation
results, the time range is now 1 ms.

The signal stack has two parts as shown in Figs. 14 and
15. The first part appears to have a sinusoidal envelope, while
the second part looks like noise. The first part corresponds to
the sum of the shaded segments in Fig. 12, described by (20),
and shows the PRN code energy boosted M times. The code

Stacked signal, quadrature

) 0.2 0.4 0.6 0.8 1
Time (ms)

Fig. 15. Multiple periods of signal stacked, quadrature channel. The signal
exist in both inphase and quadrature channels because of the initial carrier phase,
which will be zeroed in a later subsection.

C(t — 74) is modulated by the initial secondary code bit dy and
a sinusoidal wave exp j((7wk/T4)t + 0). The second part of
the stacked signal is described by the sum of the terms in (21).
If we assume the secondary code to consist of independent
identica}/lry distributed (i.i.d.) random variables with zero mean,
then ) i:al d;d; 1 also has zero mean. This second part of the

signal stack is thus dominated by noise.

H. Determination and Wipeoff of Doppler Ambiguity

We solve the Doppler ambiguity problem by estimating the
frequency of the sinusoidal envelope in the first part of the signal
stack. As argued in Section III-E, the Doppler ambiguity is a
multiple of 1/27,; = 500 Hz. In this case, there are two sinu-
soidal cycles in 1 ms. So the Doppler ambiguity is 2000 Hz; i.e.,
k= 4.

After the Doppler ambiguity is resolved, the Doppler is wiped
off completely by multiplying the demodulated signal with a
2000-Hz sinusoid of length 100-ms sampled at 46.08 MHz. The
noiseless part of the signal becomes

D(t — 74)C(t — 7q4) exp j0. (22)

We then restack the signal. The inphase and quadrature parts
of the 1-ms stack of the data are shown in Figs. 16 and 17. Now
the signal envelope becomes constant.

1. Determination and Zeroing of Initial Phase

Figs. 16 and 17 show signals in both inphase and quadrature
channels, even though there is only one PRN code of interest.
The reason is the initial phase shift #, which needs to be zeroed.
Recall that § was canceled out of the correlation in (11) but not
yet removed from the signal itself. We generate the I-Q plot by
plotting inphase values versus quadrature values in a 2-D do-
main. Each complex time-domain sample becomes a dot in the
I-Q plot. Fig. 18 shows the I-Q plot of the 1-ms stack before
phase adjustment. The angle between the axis of the two clus-
ters of dots and the horizontal axis reveals the initial phase. We
expect to see two clusters of dots separated horizontally if the
initial phase is zero. Hence, we adjust the initial phase shift
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Stacked signal, inphase
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Time (ms)

Fig. 16. Stacked signal with no Doppler ambiguity, inphase channel. Since the
Doppler is completely removed, the signal envelope becomes constant.

Stacked signal, quadrature

0 0.2 0.4 0.6 0.8 1
Time (ms)

Fig. 17. Stacked signal with no Doppler ambiguity, quadrature channel. Again
the signal energy is split between the inphase and quadrature channel due to the
initial carrier phase, which will be discussed in the next subsection.

15 . , , . ,

Q channel

-0.5 0 0.5 1 1.5
| channel

Fig. 18. The I-Q plot of the stacked signal before phase adjustment. We gen-
erate the I-Q plot by plotting inphase values versus quadrature values in a 2-D
domain. Each complex time-domain sample becomes a dot in the I-Q plot. The
angle between the axis of the two clusters of dots and the horizontal axis reveals
the initial phase.

so that the axis of the time-domain scatter points is aligned with
the inphase axis, as shown in Fig. 19.

15 ; ; ; ! ;

Q channel

| channel

Fig. 19. TheI-Q plot of the stacked signal after phase adjustment. As expected,
the axis of the time-domain scatter points is aligned with the inphase axis.

1.5

Stacked signal, inphase
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Fig. 20. Stacked signal with initial phase adjusted, inphase channel. After the
initial phase is set to zero, the signal energy concentrates in the inphase channel;
while the quadrature channel has no signal but noise and interference. Again, the
signal stack has two parts, because the start of the data recording is not aligned
with the that of the PRN code period, and only the first part is coherently stacked.
The transition point reveals the boundary of a PRN code period.

Figs. 20 and 21 show the inphase and quadrature part of the
1-ms stack of baseband signal with complete Doppler wipeoff,
secondary code wipeoff and initial phase adjustment. After the
initial phase is set to zero, the signal energy concentrates in the
inphase channel; while the quadrature channel has no signal but
noise and interference. Again, the signal stack has two parts,
because the start of the data recording is not aligned with that
of the PRN code period, as indicated in (19). Only the first part
is coherently stacked. The transition point reveals the boundary
of a PRN code period.

J. Determination of the Start of the Code and Shifting the
Whole Data Set

The next step is to determine the start of the code 4. Ac-
cording to (20) and (21), 74 is the transition point in the stacked
signal from boosted PRN code to noise. If we zoom in, the
transition region of the stacked signal is shown in Fig. 22. We
roughly estimate 7,4 by reading the number of samples from the
start to the transition point. We then shift the whole 100-ms data
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Stacked signal, quadrature
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Fig. 21. Stacked signal with initial phase adjusted, quadrature channel.
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Fig. 22. Stacked signal with initial phase adjusted, zoom in. The transition
point reveals a PRN code period boundary, or the start of the PRN period 7.

to the rough estimate of 7, restack, and determine 7, to accu-
racy of 1 data sample. This accuracy is sufficient to read off code
due to oversampling.

We then shift the whole data to the start of the PRN code. The
noiseless part of the signal now becomes

doC(t). (23)

K. Determination of Code Chips up to Overall Polarity

With the start of the PRN code sequence determined, we
restack the whole data into one code period. The individual code
chips are now visible over the noise. Fig. 23 shows the first 5 us.
The whole code sequence is thus revealed.

After downsampling, the code bits are obtained. The E6
I-channel PRN code is 10230 bits long and lasts for one 1 ms.
Fig. 24 shows the first 50 bits of the code. There is a low
probability of error associated with this step, but the code can
be verified by repeating the entire process with another segment
of data or by finding a consistent generator for the code.

Note that the overall polarity of the PRN code is ambiguous,
because the sign of the first bit of the secondary code dj is not
determined yet. This may cause the sign of the whole PRN code
sequence to flip. In the next section, we will derive the simplest
possible code generator, which will take into account the sign
ambiguity issue.

1.5

Inphase

0 1 2 3 4 5
Time (ms)

Fig. 23. Stacked signal with code start determined, zoom in. The PRN code
waveform is revealed.
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Fig. 24. First 50 bits of E6 I-channel PRN code.

IV. DERIVING CODE GENERATORS

With the code sequence obtained, we can implement this PRN
sequence in a software receiver for acquisition and tracking.
However, we would also like to study the code structure, which
will help us understand the effects of this code on other signals
in the frequency band. This motivates us to seek the underlying
code generator.

Furthermore, determining the PRN code generator helps min-
imize the code representation. This dramatically reduces the
memory requirement of the receivers. Storing thousands of bits
inreceivers is expensive in terms of flash memory and even more
expensive in digital signal processing (DSP) units.

We consider linear codes as likely candidates for the Compass
code design, because they have good correlation performance,
and can be generated by linear feedback shift registers (LFSRs),
which require only tens of bits to specify [13].

The schematic of an LFSR is shown in Fig. 25 [14]-[16]. Its
outputs are linear combinations of the previous bits. In other
words, the entire output sequence u; is completely determined
by its tap weights (a1, ...,ay) and initial state (uq,...,uy).
The LFSR arithmetic is modulo 2.

The algorithm in Fig. 26 searches for a linear code representa-
tion. It loops through values of NV, the length of the LFSR, until
tap weights consistent with the demodulated code sequence are
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Fig. 25. Linear feedback shift register (LFSR).

<

| Assume N stages |

v

Use the first 2 - N bits in the code
sequence to calculate tap weights

v

Generate the subsequent bits in the
sequence with the calculated weights

| Code generator found, output tap weights |

End

Fig. 26. Search algorithm for linear code representation.

found. For example if N = 10, we can form the following ten
equations with ten unknown tap weights, a1, ..., a1p:

U11 = A10 - U10 D ag - ug B -+ - D a1 - U

U2 = a10 - U11 D ag - u10 D - D ay - u2
(24

U0 = @10 - U19 D a9 - U18 D - - - D ay - u1g

The above set of equations is solved modulo 2 to obtain the
tap weights. The subsequent bits in the sequence are then gen-
erated. If the generated bits and the demodulated bits match, the
code generator is then found. If not, we increment IV and repeat.
To accommodate possible chip estimation errors, we define a
successful match to be a 95% agreement between the generated
bits and the demodulated bits.

Our method of finding the shortest LFSR for a given output
sequence is closely related to the Berlekamp—Massey algorithm
in [17], [18]. The Berlekamp—Massey algorithm is more effi-
cient because it speeds up the solution of the set of equations
by reusing the results of previous solutions. For deriving short
LFSRs (tens of bits), the time savings are not significant. Our
method only requires us to find a string of correctly demodu-
lated bits of length equal to twice the length of the LFSR. Dis-
crepancies in the rest of the sequence are allowed. Our algorithm
is more robust to errors. More importantly, our algorithm is able
to handle a concatenated code, which consists of multiple seg-
ments with different generators. If the generated bits match the

TABLE 11
CODE GENERATOR POLYNOMIALS AND INITIAL STATES FOR GENERATING
THE FIRST 8190 BITS OF THE COMPASS E6 [-CHANNEL CODE

E6_head I channel code

X34 X124 X104 X9 4 X7 4 X6
+X5+ X +1
[fT111111111110]

XB 4 X4+ X34+ X +1
Mrrr1r1r1r11r1111]

Polynomial_1

Initial State_1
Polynomial_2
Initial State_2

TABLE III
CODE GENERATOR POLYNOMIALS AND INITIAL STATES FOR GENERATING BITS
8191-10230 (LAST 2040 BITS) OF THE COMPASS E6 I-CHANNEL CODE

E6_tail T channel code
X13+X12+X10+X9+X7+X6
+X5+ X +1
MITITT11T1T1T1111]

XB 4+ XT4+ X34+ X+1
[(Tr11111r1r11111]

Polynomial_1

Initial State_1
Polynomial_2
Initial State_2

decoded ones but only up to a point, then a transition point has
been revealed. We use the remaining bits to find another gener-
ator using the algorithm in Fig. 26 until we reach either another
transition point, or the end. The E6 code turns out to be a con-
catenated code.

With our algorithm, the Compass-M1 E6 code is proven to
be linear. Moreover, the E6 code is composed of segments from
two codes, denoted as E6_head and E6_tail. E6_head provides
the first 8190 bits of the code sequence. E6_tail contains the
8191st bit to the 10230th bit in the sequence. Both E6_head
and E6_tail are generated by 26th-order LFSRs. The 26th-order
polynomials can be further factorized into two 13th-order poly-
nomials. This means that both the head and tail parts of the E6
code sequence can be generated by modulo 2 summing the out-
puts of pairs of 13 stage LFSRs. The initial states of the 13-stage
LFSRs are calculated by brute-force search. In fact, the head
and tail parts share the same two 13th-order polynomials, which
form the preferred pair of a Gold code [11], [19]. The 13-order
Gold codes for the head and tail parts share identical code gener-
ator polynomials. The only difference between the codes is the
last bit of the initial state of one of the code generators.

The code generators and initial conditions for the E6_head
and E6_tail sequence are presented in Tables II and III, respec-
tively.

Note that there is a sign ambiguity in the PRN code, as men-
tioned in the previous section. The overall polarity of the de-
modulated PRN code sequence can be flipped. Furthermore, the
code generator operates over {0,1}. When mapping to the dig-
ital signal output, it is possible to map from {0,1} into either
{—1,1} or {1, —1}. Considering the PRN code sign ambiguity,
we derive the simplest code generators for E6, E2 and ESb codes
as follows. If the PRN code polynomial can be factorized into
1 + X multiplied by another factor, then we simplify by re-
moving the 1 4+ X factor from the polynomial. This is because
the polynomial 1 4+ X generates a sequence of all ones. If it is
added modulo 2 to the code sequence, all the resultant code bits
flip sign.

After obtaining the primary PRN codes and their genera-
tors, we demodulate the secondary code as well, which turns
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TABLE IV
CODE GENERATOR POLYNOMIALS AND INITIAL STATES FOR
GENERATING THE COMPASS E2 I-CHANNEL CODE

E2 I channel code
XTI+ X0+ X9+ X8+ X7+ X +1
010101010107
X11—|—X9+X8+X5—|—X4—|—X3
+XZ2 4+ X +1
00000001 111]

Polynomial_1
Initial State_1
Polynomial_2

Initial State_2

out to be a 20-bit Neuman-Hofman code with the following se-
quence:[-1 -1 -1-1-11-1-111-11-11-1—
1111 — 1], as defined in [20]. The 20-bit Neuman—Hofman
code of Compass-M1 E6 band is the same as that used in GPS
L5 signals.

The code sequence sign ambiguity of the previous section
can be solved after deriving the PRN code polynomials. If the
PRN code polynomial can be factorized into 1 + X multiplied
by another factor, then the derived code should be flipped to
remove the 1 + X factor from the polynomial. Otherwise, the
derived code is correct. This is because the polynomial 1 + X
generates a sequence of all ones. If it is added modulo 2 to the
code sequence, all the resultant code bits flip sign.

Now we have solved the sign ambiguity for the secondary
code sequence. The secondary code turns out to be a 20-bit
Neuman—-Hofman code with the following sequence:[-1 —1 —
1-1-11-1-111-11-11-1-1111 —1], as defined
in [20]. The 20-bit Neuman—Hofman code of Compass-M1 E6
band is the same as that used in GPS L5 signals.

V. DECODING THE E2 AND E5b CODES

We decoded the E2 and ESb codes using the technique de-
scribed above for decoding the E6 code. The E2 signal uses
BPSK(2) modulation. The Compass E2 I-channel primary code
is 1 ms long and has 2046 bits. The E2 Q-channel has a long mil-
itary/authorized service code that is not studied in this paper.
Our analysis has proven that the E2 short code is linear and
can be generated by a 22nd-order LSFR. The 22nd-order LSFR
polynomial can be further factorized into two 11th-order poly-
nomials. This indicates that the Compass E2 I-channel PRN
code is an 11-stage Gold code.

The code generator polynomials and initial states are shown
in Table IV. The PRN code generator schematic is shown in
Fig. 27.

Two signals occupy the E5b band: one modulated with
BPSK(2) in the I-channel and one with BPSK(10) in the
Q-channel. The BPSK(2) code is a 1-ms short code. The
BPSK(10) code is a long military/authorized service code, also
not studied in this paper.

The Compass E5b short code turns out to be the same as the
E2 code. Many observers have noted that the E2 I-channel and
E5b BPSK(2) codes are identical [2], [5]. This is also verified
through the acquisition and tracking of the ESb I-channel signal
using the E2-derived I-channel code.

Furthermore, the E2 and E5b I-channel also have a 20-bit
secondary code sequences identical to the one used in E6 band.
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Fig. 27. Code generator schematic of the Compass E2 I-channel signal
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Fig. 28. Acquisition plot of Compass-M1 E2 I-channel.

VI. VERIFICATION OF COMPASS CODES

We verify the decoded codes by acquiring and tracking the
signals from the Compass-M1 satellite with a software GNSS
receiver. We have developed a multi-signal all-in-view GNSS
software receiver implemented in MATLAB (in collaboration
with University of Colorado, Boulder, and Aalborg University)
[21]. We implemented the Compass-M1 codes in this jointly
developed receiver. Raw Compass data collected by the SGMS
is loaded into our software receiver to test the efficacy of the
derived codes.

Acquisition is implemented as a parallel code-phase search
using FFT-based processing. Several milliseconds of data may
be combined to increase weak-signal sensitivity or to provide
more accurate estimates of carrier Doppler frequency, although
at a tradeoff in execution time. The 3-D acquisition plot in
Fig. 28 shows the normalized correlation function output of
the Compass-M1 E2 signal as a function of code phase on one
axis and carrier Doppler frequency on the other axis. A small
amount of averaging (2 ms) is used. We read the code phase
and Doppler estimate based on the location of the main peak in
the code phase and Doppler domain. For brevity, we only show
the acquisition and tracking results for the E2 channel.
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Fig. 29. Tracking results of Compass-M1 E2 I-channel.

Immediately after acquisition, the code-phase and carrier fre-
quency estimates are used to initialize the code and carrier nu-
merically-controlled oscillators (NCOs). The receiver refines
the estimates of carrier frequency, carrier phase, and code phase
through a succession of tracking modes, where the PLL and
DLL noise bandwidths are successively reduced.

The tracking output in Fig. 29 shows four subplots as follows,
each as a function of elapsed tracking time along the horizontal
axis:

» upper-left: PLL discriminator output in degrees;

* upper-right: DLL discriminator output in meters (150 m =

1 chip);

* Lower-left: carrier Doppler frequency estimate;

* Lower-right: code-phase estimate with respect to the re-

ceiver’s on-board millisecond counter.

Since one of the tracking objectives is the estimation of
the secondary code length and sequence, integration times are
kept to 1 ms for all tracking modes (the length of the primary
spreading code sequence). This is because carrier polarity may
change at each millisecond, and this sequence is unknown until
the secondary decoding has occurred.

All tracking outputs converge, such as phase offset, code
offset, and Doppler frequency. The PLL converges quickly.
However, the DLL discriminators take a bit longer to settle to
roughly zero offset. This is caused by the acquisition algorithm
estimating the code phase to the nearest sample, while there
are only 2.5 samples per chip due to the choice of sampling
rate. The result is that our estimate may be off by as much as a
quarter of a chip. This is confirmed by the plot as our estimate is
never greater than 0.25 chip (about 40 m) during convergence.
The Doppler frequency is locked at 700 Hz as shown in the
lower-left plot in Fig. 29.

For brevity, we only show the acquisition and tracking results
for E2 channel.

Our Compass PRN codes have also been implemented in
hardware and independently verified by receiver companies. For
example, W. Dewilde et al. from Septentrio Satellite Navigation

TABLE V
SUMMARY OF COMPASS-M1 BROADCAST CODE RESULTS (I-CHANNEL ONLY)

Frequency | Modulation| Primary Code Secondary
band type code period generators code period
E2 BPSK(2) 1 ms 11 stage 20 ms
Gold code
ESb BPSK(2) I ms 11 stage 20 ms
Gold code
E6 BPSK(10) 1 ms Two 13 stage 20 ms
Gold codes concatenated

NV, a Belgium-based company, were able to track Compass-M 1
E2 and E5b signals in real-time through a hemispherical antenna
[22].

VII. CONCLUSION

This paper described in detail the decoding of the Com-
pass-M1 broadcast I-channel codes in all frequency bands,
namely E2, E5b, and E6 bands. We not only extracted the code
bits, but also derived the code generators. All three PRN pri-
mary codes are linear codes with a period of 1 ms. The E2 and
E5b codes are identical, a truncated 11th-order Gold code of
2046 bits. The E6 code has 10230 bits, a concatenation of two
Gold code segments. Both segments are truncated 13th-order
Gold codes with the same code polynomials but different initial
states. The E2, ESb, and E6 primary codes are modulated
with 20-bit Neuman—Hofman codes as secondary codes. The
secondary codes in the three frequency bands are identical.

Table V provides a summary of the codes that we have cur-
rently determined.

We implemented the derived codes in our software receiver
and successfully acquired and tracked the real broadcast Com-
pass-M1 signals. This validates our decoding results. We are ex-
cited at the prospect of decoding and tracking many more new
satellite signals.
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