ABSTRACT

Recent flight tests ofthe Integrity Beacon Landing
System (IBLS) havelemonstrated thieasibility of using
GPS for Category Il precisidianding. Toachieve these
results, an airborne architectutieat provided position
solutions in real-timevas developed. Centimeter-level
positioning accuracy was achievedsing a single-
frequency receiver withoutusing integer search
techniques. Thigapability distinguisheshe Integrity
BeaconLanding System fromother proposed kinematic
GPS landing systems.

At the heart of the real-time architecture iscycle
ambiguity estimator. This estimator makesse of all
available information to arrive at floating estimates of the
integer biases associated witthe GPS carrier phase
measurements.
stored in a covarianamatrix. Theestimates are updated
in several ways:

1) After eachcarrier phase measuremeepoch, the

satellite phase measurements are transformed to a

reduced measurement gbfat isonly a function of the
integers. The positiorand clock error terms are
eliminated from the measuremertiereby partitioning
the estimation of the constant integers from the
estimation of the changing position.

2) Code DGPS measuremeat® incorporated into the
estimates, achieving areffect similar to carrier-
smoothed-code.

3) Phase measurements from the Inte@égcons (low-
power pseudolitéransmitters placed under the approach
path) provide a high-accuracyyigh integrity update to
the estimator.

New satellites are added to the estinatdlost satellites
are removed fromthe estimate with ease. Given

The uncertainty in these estimates is

redundant satellites, the estimator vatinverge toward
the cycle ambiguities using satellite motion. With 7
satellites, the integer estimatggically converge to the
cycle level in 15 minutes. During thepseudolite
overpassthe estimategonverge tathe centimetetevel

in a matter ofseconds. Receiver Autonomous Integrity
Monitoring (RAIM) is performedduring thepseudolite
overpass to verifythe consistency ofthe satellite and
pseudolite measurements. Additionally,alh phases of
flight RAIM is performed beforeeach integer update to
verify that the update is consistent with the existing
integer estimates. Despitéhe flexibility of this
architecture, it is straightforward to implement. The
details of this implementation are presented.

1.0 INTRODUCTION

Stanford Universityhas been developing IBLS as a
means of augmentinGPS to providehe performance
required to achieve Category IIl specifications [1-4].
Figure 1 shows the IBLS concept. Téyestem consists of
a differential reference station located at regar the
airporttower andtwo pseudolites located ahe ground
beneath the approach patfihese pseudolitesre called
Integrity Beacons. The low-power Integrity Beacon
signal isdetectable onlyvithin the low power broadcast
“bubble” shown inthe figure. Initially, the aircraft
navigates using traditiona@lode-based differential GPS.
As the aircraftpassesthrough thebubble, the rapid
geometrychangeallows the cycle ambiguities associated
with the carrier phase to be estimated vhithh accuracy
and integrity. These estimates providegh accuracy
position solution fothe remainder of the approaaven
after the aircraft exits thbubble. Apatent application
has been submitted fothe Integrity Beacon Landing
System.
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Figure 1: Integrity Beacon Landing System Diagram

solution. This estimate isontinuously updated using
aligned data from theing buffers. That is, when a
timetag is found that is common to all of tlieg buffers,
the synchronouglata isused to improvdéhe estimate of

For early flight tests ofBLS [1], system evaluation was
performed entirely in post-processing. The next step in
the development othe IBLS testplatform was toadd a
data link andallow position solutions to be calculated in

flight [2]. However, the system still had several the integers. Thiprocess is described in more detail in
limitations: the “Integer Estimation” section.
« Positions were only available ahe data uplink
frequency and were delayed by the data link latency. A/C Data ]
« Positions were only calculated where integersvere Receivel | Link Attitude
known; no positions were available before the bubble. T | |
Si ; ; Ring v Aligned
ince the ultimate goal of th8LS flight testswas to Buffers
demonstrate automatic approachesl landingsthese Data
limitations had to bevercome. The current version of
the IBLS architecturedoes overcome thedemitations
and Category Il feasibility demonstrationswere v
presented in [3,4]. Reference
Phase
2.0 AIRBORNE ARCHITECTURE Predictor
The current version of thiBLS architecture is shown in V
Figure 2. The inputs to the airborseftware come from Positionin Integer
the aircraftGPS receiverthe data link, and aattitude Software ) Estimator
Integer Estimate

source (attitude is required to account thoe lever arm

from the top GPS antenna to thepseudolite receive
antenna). The time-tagged daftam each of these
inputs is stored iming buffers. The newest data on the
aircraft receivering buffer is used immediately to obtain
a position solution. Becausthe reference phase is
delayedand available only atthe uplink frequency, its

value must be predicted frothe reference phase history
in the data link ringbuffer. Also, an estimate of the
integers is required to perform a carrier phpsesition

Position Solution

Figure 2: IBLS Airborne Architecture

2.1 REFERENCE PHASE PREDICTOR

Instead of waiting for the data link to send up the carrier
phase measured at the reference station, the reference
phase can be predicted based on the history of the



reference phase. Because the reference phase
relatively slowly changing (satellite motion and SA
dominate the dynamics of the reference signal), it can be
accurately predicted several seconds into the future. The
goal of the reference phase predictor was to perform this
prediction in a simple yet robust manner. Although it is
possible to predict more than several seconds in advance,
a data latency or data dropout of that magnitude would
most likely be unacceptable for the precision landing
application. Therefore, the requirements for the
predictor were derived to be:

» Predict the reference phase several seconds with error
on the order of centimeters.

» Be robustness to data dropouts.

» Be easy to implement.

» Predict phase at arbitrary timetags (i.e. - not just at
reference sample times).

Although severaltypes of predictors were evaluated, a
least-squares quadratic predictoas chosen because it
was simple,yet it performed quite well. A quadratic
function of time is fit to thgreviousm reference phases
(m>=3). Given the timetag of an aircrafeceiver
measurement, the correspondieference phasean be
predicted. The performance of the predictor is given in
Table 1. The tablewas generated byinding the
difference betweerthe predicted phasand theactual
phase for different values om and different data
latencies. The data uplifkequency was onkertz. The
predictor errors are quitacceptable fodata latencies
lessthan 5secondsand m between fiveand seven. As
expectedthe prediction error starts increasifay larger
values ofm because oldedata is weighted the same as
more recent data. Aveighted least-squares predictor
which decreasethe weights with the age of the data was
also evaluated. The performance improved slightly, but
the improvement was not worth the additional
complexity.

Table 1: Reference Phase Predictor Error Versus
Data Latency andm.

loEror(cm) | 1sec| 2seq 3sec 5s¢c 10 sec
m=3 1.09| 258| 4.68 10.74 36.70
n=4 0.75| 1.53| 255 557 18.50
m=5 063| 1.12| 1.82] 3.8 13.08
m=6 056 | 0.95| 152 324 11.3P
m=7 055| 093] 147 315 11.14
m=8 056 | 0.95| 152 324 1148

2.2 INTEGER ESTIMATION
To usethe differential carrier phase to perfoposition
solutions, an estimate of the inte@gsgcle ambiguities is

is required. The carrier phase measurement equation can

be written:
X

¢0=[G I]EIT\EWP (1)
where @ (nsx1) is the single-differencearrier phase
measurement (expressed in L1 waveleng@@gnsx4) is
the traditional GPS geometrymatrix, | (nsxns) is the
identity matrix, x (3x1) is the position;T (scalar) is the
differential receiver clock bias, N (r%) are the integers,
op (nsxl) are the measurement errors (including
reference phase prediction erro@)d ns is theaumber

of satellites.

If an integer estimate,N, and the corresponding
covariance, P, are available, this equatiomay be
rewritten:

o-N= G§§+(N +6cp)

where N is the error in the integer estimate. Assuming

the measurement errors are uncorrelated with variance

0% a weighted least-squares position/clock estimate

may be calculated:
X0 - n
HiSCERENCEA o
with covariance:P,, = [GT R™ C%_l
whereR =0 %1+ P,.

It is therefore convenient to keepranning estimate of
the integers. An integer estimateas developedvith
the following goals in mind:

» Eliminate the needor mode switching frontode to
carrier differential GPS after the bubble pass.

» Maintain an estimate and covariance of the integers.
» Update estimates using all available information,
including integrity beacon results.

» Bring satellites orand off line gracefully as they are
acquired and lost.

¢ Allow for continuous RAIM.

¢ Be easy to implement.

Implementing the estimator adescribedhere, these
primary goalsare met, and thiollowing advantages are
also achieved:

* Integer estimates converge from satellite motion.

* Flexible architecture allows simple extensions
described later.



2.2.1 ESTIMATE INITIALIZATION

When the program is first started, the integer estimates
are initialized using the differentialcode phase
measurements:

(pcode = [G]ﬁ(ﬁ_i_ 6([) code

(p_(pcode: N +6(p_6(pcode
N :(p_(pcode
P, = (02 +0mdez)l Oo

where @, is the code phassxpressed in L1 cycles.

2
code

2.2.2 INTEGER MEASUREMENT UPDATES
After the integer estimatese initialized in this manner,
they are refined from a variety of sources. mgortant
to note that only the aligned measurements from Figure 2
are used to updatehe integer estimates (error in the
reference phase predictoesnot corrupt the estimates).
In all casesthe estimate update is performed by casting
the new information into the following form:

z= HN+v (2)

E[VVT] =R
In this form, the measurement ised in aminimum
variance measurement update:

K=R, H[HR H +R"

N* =R+ K(z— Hf\r) 3)
PN+ = [I - KH]PN'

where the ‘-’and '+’ in thesuperscripts indicatbefore

andafter the measurement update. ocess update is

necessary, becaus¢he states being estimated are

constants. The measurement upgateess is shown in

Figure 3.

Minimum
Variance
Update

=

H

Figure 3: Measurement Update Process

CARRIER PHASE UPDATE
If there are morghan four satellites, each differential
carrier phase measurement can be cast intdotine of

equation 2. Pre-multiplying equation 1 by L, an
orthonormal basis for the left null space of G:
Lo = LN + L3¢ (4)
z= Lo
H=L

R=0?LL =g?I

CODE PHASE UPDATE

The codephase measurements canused to update the
integers by subtracting them from tlearrier phase
measurements in equation 1. This equaticresady in
the desired form.

(p_(pcode = N +6(p_6(pcode

Z:(p_(pcode
H=I
R:(O-2 +0c0de2)|

Updating the carrier phaseycle ambiguity estimates
using code phase measurements is similar to carrier
smoothed code. Both techniques make use of the
advantages of each measurement. The carrier phase has
low noise but an integer bias; tltede phase hasigh

noise but no bias. One technique usesle phase
measurements smoothed the carrier, while the other
uses the carrier phase gravitated toward the code.

INTEGRITY BEACON UPDATE

The rapid geometry change the occurs during an integrity
beacon overpass providasother update to the integer
estimator. The output of the integribgacon processing
software is ahigh accuracy estimate dhe individual
satellite integer differences along witie corresponding
covariances. The integetisemselvesare unobservable,
but only the integer differences affectthe position
solutions. Any common bias affects ontflge clock
solution. The details of calculating the integer
differences fronthe integritybeacon measurements are
given in the “IntegrityBeacon Processing” section. As
with the other integer updates, thew information can
be written in the form of equation 2:

z= HN+v

R= E[VVT]
41 O

H=g! 15
51 ©

H (ns-1xns) reflectsthe fact onlyinteger differences are
output; the integer of an arbitrary satellitesigbtracted



from all of the rest. Th& used inthe update equations
is simplythe integerdifference covariance output by the
integrity beacon processing cod® is a function of the
overpass geometry.

Aircraft Trajectory
Position at Epoch k

Epoch k+1

-e1k

Integrity

Beacon 2 p1 Integrity

Reference Beacon 1

Station
Figure 4: Integrity Beacon Geometry

2.2.3 INTEGRITY BEACON PROCESSING
The geometrychange thabccurs as aaircraftflies over
a pair of integritybeacons providemformation similar

to several hours of satellite motion in a matter of seconds.

However,due to thenonlinear nature of thigeometry

change G is a function ofx for the integrity beacons),

this information must be processed separately.
Expanding the single difference carrier phase

measurement equation for $t epoctk, we obtain

— _aT
Py =S X FTT + NS+SE<’

where @, is the single-differenced phaﬁ( is the line-
of-sight vector,X, is the displacementector from the
differential station to the aircraft is thedifference in

the aircraft andeference receiver clock biasel‘s;li,S is the

integer cycle ambiguity, arﬁﬁ( is the measurement error
due to multipathand receiver noise. Similarly for
pseudolitg at epoctk

b :|pj _Xk|_|pj|+Tk + N +eg

where ¢ , is the single-differenced phaaed p; is the

vector from the differential station tgpseudolitej as
shown in Figure 4.

Given an approximate trajectoXj, obtained fromcode-

based differential GPSthe equationsabove can be
expressed in terms of the deviation from the approximate
trajectory: OX, = X — % . Keeping first order terms
only, the result is

o3P, =@, +§EXK :_§6§+Tk+ N+,

6¢jk Eq)jk _|pj _)_(k|+|pj|

— _AT p p
=—€, 0% *+T, + N’ +ef

where éJ-Tk = (pJ —X)/| o —_)§|. We now notehat
the value of one integer must Ipecified to due to the
existence otthe clock biasTy which is common to all
measurements at epo¢h For simplicity, wechoose

N{ =0. Defining 3®, to be thevector of m SV and
two pseudolite measurements at epbch

andék as

we stackall n measurements collectetliring pseudolite
overpass to obtain
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where
& =[o% T k]T :

N =[N N NN

and€ is the measurement error.

The least-squares solution to thlbovecan beobtained
efficiently by sparse matrix batch algorithms or
equivalently by sequential forward-backward smoothing.
Due tononlinear nature of the problem, the approximate
trajectory and observationmatrix is improved by the
computed estimate obX, , and theprocess above is

repeated througttonvergence. The residuals of this
solution provide aigh level of integrity as described in
[7]. The result of thigprocess is digh accuracy,high
integrity estimate of the integedifferences. This
estimate is used to upddtee overall integer estimate, as
described in the “Integrity Beacon Update” section.

2.2.4 CONSTELLATION SWITCHES
As an aircraft banks, inay losethe signal fromsome
satellitesand acquire the signal from others. Satellites
may also be acquired or lost as they pémesreceiver
elevation mask angle. It is therefore desirableetnove
satellitesand addsatellites to the integer estimate. The
covariance form of the estimat@ras choserprimarily
because it makethis task quite simple. Teemove a
satellite, the corresponding state iemoved. The
element of the estimatend therow and column of the
covariance are simply discarded. To bring a new satellite
on-line, the integer is initialized using a tbedephase
measurement for that satellite:

new

N e = (p e — (pcode
The variance for the new integer is set consistent with the
codephase measurement noise; tiess covariance for
the other integer states is set to zero:
E[ NN new] - (0_ 2 4 o codez)

g% =0

After one carrier phase measurement update, the state
estimate and covariance forthe new satellite are

consistent with the other integer estimates. This
technique hasproven to be an efficient method for
handing-off satellite integer estimates.

2.2.5 RAIM

RAIM is performed beforeach integer update teerify
that thenew measurement is consistent wiltle existing
integer estimates. If the measuremgoegsnot pass this
check, the approach can be aborted.sdme cases, the
failure may be isolated. Isolatiohas notyet been
implemented in the real-time software.

In preparation for an integer update,the new
measurement is already in the form of equation 2. The
difference betweernhe expected measuremeahd the
actual measurement is calculated:

r =E[z]- z= H HN+v]- HN-v
r=H(N-N)-v = HN-v

This residual quantity, r, is a randorector with zero
mean and covariance given by:

P =HR, H" + R
A measure of theonsistency ofthe new measurement is
the weighted residual:
w=r"Pr
If this weighted residual is greatethan some
predetermined threshold, RAIM alert is issued. The

threshold is a function of the number of the dimension of
r and the desired continuity.

2.2.6 OTHER FEATURES

SATELLITE MOTION

Loomis [5] and Hwang [6] pointed outthat the
differences betweerthe integers areobservable in a
dynamic environmenbecause of satellitenotion. A
welcome side-effect othis airborne architecture that

the integer differences will tend to converge using
satellite motion. Thisconvergence results from the
carrier phase measurement updatEscribedearlier.
Satellite motion is automatically taken into account each
time there is a carrier phase measurement update,
becausghe L matrix in equation 4 changes with time.
Although the implementation of the carrier phase
updates areperformed sequentially, thebservability
analysis is shown below for a batch solution.

As the satellitegeometry changes, the L matrix in
equation 4 also changes. Grouping an arbitrary satellite
integer with theclock biasterm, equation 1may be
rewritten:
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Pre-multiplying by the left null space Gf
z= lp= LIN' + Lo
DN - N, D

i

Several of these measurements can be stacked together:

DLl&pllj

E@E LN’ +§kg(pk§ 5)

The reasorthat only integer differencesre observable
while the integergdhemselvesare unobservable ighat

L. never has rank greater than (ns-1). The columhs of

alwayssum to zero, as can Iseen bymanipulating the
definition of the left null space @:

LG =[0]
0O 10
(SN =
ERS

Z -5

Therefore, the sum of the columns df, are also

constrained to sum to zerand the maximum rank is
(ns-1). However, onlyinteger differenceare required to
solve forposition. Given sufficient geometohange and

enough redundant satellites, the mattix] will have
rank (ns-1) and equation 5 may be used to estirhHte

N =[TTL"L F]_lFTLTz

If the measurement samples aigely spacednough in
time, the noise will be uncorrelateahd the estimate
error covariance reduces to:

E[N'N'T]z Do 2

D=[I"LTLI]"
The matrixD is similar to dilution of precisiofDOP).
The square root of the trace Dfis analogous t’DOP
and isreferred to as NDOP.The quantity(NDOPxQ )
approximates the one-sigma integer estimate error. A
typical value of NDORisingseven or more satellites and
two measurements separated by 15 minutes is 20.
Assuming a carrier phase measurement error of 0.5 cm,
the one-sigma integer estimate is 10 cm after 15 minutes
of satellite motion. In contrast, NDOP for a $6cond
integrity beacon overpass is about The information
provided by the integrity beacon clearly dwarfghat
provided by satellite motion. However, satellite motion is
a welcome complement to the integrity beacon overpass.

In the sequential implementation of the carrier phase
measurement update, it is noécessary to group one
satellite with theclock bias. Although only integer
differences are observable from satellitenotion, the
integers themselvesre initialized from code phase
measurements. The implicationtisat one direction of
the integer covariance willemain at its initialvalue
(neglectingcode phase measurement updates). Scaling
problems could arise ashe minimum eigevalue
decreases whilthe maximum eigenvalue remains the
same. Thigssue doesiot present a practical limitation
becauseadding a small amount gfrocess noise to the
covariance prevents theninimum eigenvalue from
decreasing without bound.

STATIC SURVEY

For experimental purposes, it is often convenierkntmwy

the integerdeforethe aircraft takesff. For this reason,

a staticsurvey mode waadded to the estimator. When
the user changes to thisode,the estimatoassumes the
aircraft is not moving. This static constraaitows the
estimator to converge fastand with fewer satellites.
When the static constraint is imposed, the integer state is
augmented with the position. Breaking theometry

matrix into the satellite line-of-sight matri>Gx, and the

column of oneghat multiply the clock bias, equation 1
can be rewritten'
D]]X D

0= 83 %\E&p

The clock bias is removed frothis measurement by pre-
multiplying by L, ,



whereL, = (null[l

1)
X[
Lo=[LG, L]5g+Loe
This is of theform of equation 2, but nowhe state

contains both positioand integers. Abefore,the state
is updated using equations 3 with:

z= Lo
H=[LG, L]
R=c’L L’

Convergence in static mode is typicaliywo or three
times fastethan dynamic mode. Integer estimates are
often within a cycle oftheir truevalue in lesghan five
minutes. Before the aircraft starts moving, position is
simply discarded from the state estimate.

UPDATES AT A KNOWN POSITION
If the userknowsthe aircraft's position, thiposition can
be incorporated into the integer estimate. In statde,

this update is straightforward. Theposition

“measurement” can be written in the form of equation 2:
z=X= H@l)\(l §+ X

where H = [I O]

The “measurement noise” is the uncertainty in the
position. The user enters the positeomd acovariance
matrix representing this uncertainty. An example of
when thisfeature is useful is whethe aircraft parked at
thetie-down location. Each time the aircraft is there, its
vertical position is the same to withinf@w centimeters;
the horizontal positiomay be different by aneter. This
uncertainty can baccurately entered intthe estimate.
After leaving the tie-down, the vertical position error and
covariance willremain small, while the horizontal error
will slowly converge. This feature was useduring a
flight test discussed later.

3.0 SYSTEM PERFORMANCE

This real-timesystemhas been tested extensively. In
July of 1994, itwas used to perform 49 autocoupled
approaches of an FAAKing Air [3]. The most
impressive results came in October of 1994 wttén
system was used to perforld0 automatic landings of a
United Airlines Boeing 737-300 [4]. The following
sections describe experiments designed to exercise
several aspects of the system.

3.1 24 HOUR POSITIONING TEST

The real-timesystem was set up the lab; thereference
station and aircrafteceivers were connected to separate
antennas on theoof. To accentuatenulti-path errors,

ground planesvere not used. Due tothe antenna gain
pattern anctable loss, satellites weret acquired until

they reached an elevatiamgle ofabout fifteen degrees.
The system wasnitialized and datavas collected for 24
hours. The first goal of this experimentas to

demonstrate the integer estimatoonvergence using
satellite motion. Although the baselimeas static, the

static survey mode ofhe estimatowasnot used. The
second goal was to smoothly hand-wffeger estimates
for 24 hours.

Figure 5 plots the magnitude of the 3-D position error
over the 24 hour period. The initial error was about three
meters(off the verticalscale ofthe plot). Using satellite
motion, the position errazonverged tdhe cycle level in
about fifteen minutes. In leskan an hour, itonverged

to lessthan tencentimeters where it stayed for the
remainder of the test. After the firbbur, the mean
value of the magnitude of the position error was 2.2 cm.

Twenty-five different satellites were usedring the 24
hours. Some satellites were brought @md off line
several times whiletheir signal strengthwas low.
Satellite integer estimategere broughbn-line a total of
192 times. These hand-offgere performed seamlessly
as evidenced bthe position error plot of Figure SAfter
the estimatorconverged orthe integersfor one set of
satellites, the position error remained small using entirely
different sets of satellites. Bijne end of the test, the
original satellites returned their initial positions in the
sky. The implication of thiperiodic geometry ithat the
satellites could bbéandedoff indefinitely whileretaining
centimeter-level positioning accuracy.

3.2 AIRBORNE PERFORMANCE

To exercisethe system in anairborne environment, a
flight testwas performed in a Piper Dakota. In contrast
to the static teadiscusseckarlier, the true position of the
aircraft in flight is not knownexactly. However, if a
separate process knowee correctvalues ofthe rounded
integers, a centimeter-levelith trajectorycan befound.
This trajectory can be compared with th&ajectory
estimate calculated using the integer estimator and
reference phase predictor to evaluatke system
performance.

To find the integer differences for thmith trajectory, the
static survey mode othe estimatomwas used while the
aircraft was at the tie-down. In about fifteen minutes, the
estimator converged twithin a half-cycle ofthe correct
integer differencesThe integedifference were rounded

to the correct values. The measurement residual was
monitored foranotherfifteen minutes toverify that they
were correct.The flight testwas performed when the
satellite geometry was sudhat six satellites could be



continuously tracked, even whehe aircraft banked.
This ensuredthat the integedifferences used for the
truth trajectory were constant throughout the flight.

The real-timesystem was resdbefore the flight (the
integer differences found from the stagiavey were only
used to findthe truth trajectory). The integerswere
initialized as usual, using differentiatode phase
measurements. As mentioned earlier, the vertical
position at theie-down is well known. To demonstrate
the “known position update” feature describearlier,
this vertical informationwas incorporatedinto the
estimate. After the position update, the vertical position
was accurate to gew centimeters, while the horizontal
position was wrong by several meters (atended).
During the flight, the horizontal position should
converge towardhe correct value, while the vertical
position should remain accurate.

Six spacecraftwere in view during the entire flight.
However, to providenore of a challenge to theystem,
satellite outages were simulated in softwaEaery four
minutes, one satellitwas removed for a period dfirty
seconds.During the 26 minute flight, each satellite was
removed once. Therefore, each integer was takdime
and brought back on-line.

The flight testconsisted of thretake-offsand landings.
Figure 6 plots the horizontand vertical position error
and the & horizontal position error bound. The times
of the simulated satelliteutagesare marked with an “x”
on the time axis. Asexpected,the vertical error
remained small while the horizontal error converged.
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Figure 5: Position Error for 24 Positioning Test
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4.0 CONCLUSIONS

The real-time system developed talemonstrate the
Integrity Beacon Landing System was designed to be easy
to implementyet provide the flexibility required of a
research tool. Distinguishing featuregia$ architecture
include:

* Only the L1 carrier and C/A code are used.

» Kinematic position solutionsare provided with
minimal delay inall phases of flight. Integerstimates
are continuously refined.

» Several layers of RAIM providéigh-integrity. The
Integrity Beacorinformation is particularlypowerful in
this respect.

» Cycle ambiguities arefound without using integer
searches.

* Integer estimates ammoothlyhandedoff as satellites
are acquired and lost.

+ Additional information such as static constraints is
easily incorporated into the system.
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