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ABSTRACT

The increased integration of GPS in the airspace to improve efficiency and enhance safety comes with an increased risk of harm from a GPS jamming device. In an effort to protect the airspace of the future from the effects of GPS jammers by rapidly mitigating their effects, we are developing an unmanned aerial vehicle (UAV) based solution for the localization of a jammer that can operate at an airport. The development of this UAV solution is centered on two main areas: the localization of the jammer and navigation in a denied environment. In this paper, we examine developments in the first area, the localization of the jammer.

This paper examines the two primary components of our localization system: radio frequency (RF) detection and a navigation control scheme for localization. The RF detection component uses a directional antenna and the UAV’s ability to rotate to determine a bearing to the jammer. The navigation control scheme selects a trajectory for making bearing measurements that allow rapid localization of the jammer.

The ability to make reliable bearing measurements is paramount to quickly localizing the jammer. The research in this paper analyzes our directional antenna and three bearing calculation methods: max, cross-correlation, and a modification of max leveraging the shape of the antenna’s main lobe (referred to as max3 in this paper). Flight test data is used to analyze the performance of these methods at various distances from the jammer.

Localization is achieved by determining and moving to the best locations to make signal observations and merging these observations to get an accurate estimate of jammer location. In order to pick measurement locations that minimize localization time, we’ve formulated the problem of picking these locations as a partially observable Markov decision process (POMDP). This closed-loop controller determines the next measurement location given the information gathered from prior measurements. Flight tests with this control scheme were performed and are presented in this paper. The effect of bearing measurement quality on the decision-making is also shown.
INTRODUCTION

Whether malicious or unintentional, GPS jamming events have already proven to disrupt airports [1] and pose an increased risk to commercial aviation in the future. An important mitigation for this risk is the ability to rapidly locate and interdict the GPS jamming device.

There are several challenges faced by a localization system, especially in the semi urban environments typically found in and around an airport. The system must be capable of reliably determining jamming direction and quickly localize the source. This paper examines both aspects. We demonstrate the capability in the field using a UAV as a mobile sensor platform to make measurements of the jamming signal at different positions dynamically chosen to optimally locate the source of the jammer.

In developing a localization algorithm, the measurements being made by the system can greatly impact the performance of that algorithm. In our jamming localization, the primary sensor for measurements is a directional antenna. Using this antenna, our multirotor platform Jammer Acquisition with GPS Exploration & Reconnaissance (JAGER) can measure the bearing to the jammer which is the main input into the localization algorithm [2]. Leveraging the behavior of a multirotor platform, JAGER is able to rotate a directional antenna at a fixed location to create a gain pattern for that antenna and determine bearing from that location, in the same nature as work done in [3].

The closed-loop navigation controller uses the gathered information to determine where to go next in order to most quickly localize the jammer. In this paper, the localization objective is modeled as a POMDP to determine the optimal route. The viability of this technique for locating the jammer source will be demonstrated through flight testing in a simulated environment.

Existing Solutions

Because of aviation’s increasing reliance on GPS, the Federal Aviation Administration (FAA) has pursued technologies for radio frequency interference (RFI) detection and localization and airborne systems like the Aircraft RFI Localization and Avoidance System (ARLAS) [5]. ARLAS consisted of a small, manned aircraft with a patch GPS antenna on the roof. When the aircraft rolled, the hemispherical gain pattern atop the aircraft would be “illuminate” the ground. If RFI were detected during the roll, it would imply the source was somewhere in the illuminated region. By performing a succession of rolling maneuvers, the interference source could be localized.

However, a solution like ARLAS is expensive because it requires a human pilot. ARLAS also suffers from coupling of the vehicle and sensor dynamics. In order to detect RFI, the aircraft had to roll, which alters the flight trajectory. This coupling can result in compromises between trajectory and sensing, leading to longer search times.

By using an agile, multirotor UAV, we hope to overcome these limitations. A multirotor UAV can rotate a gain pattern without having to alter its flight path. This solution also can be easier to deploy, have lower cost and provide faster response times than a manned system.

LOCALIZATION ALGORITHM

The need for antenna characterization is motivated by our localization algorithm, which requires a model of the sensor's performance. This section describes the localization algorithm used by the vehicle. The problem and some assumptions are presented, followed by a detailed formulation.

Problem Overview

Formally, the goal is to minimize the time to localize a jammer within some small region. The vehicle picks a trajectory leading to measurements that minimize this localization time. To improve performance, the algorithm is closed-loop; the vehicle updates its trajectory online with each measurement.

Because our vehicle is an agile, multirotor UAV, it can translate, climb, rotate, and make received signal strength indicator (RSSI) measurements at the same time. It is computationally difficult to reason over such a large input space. It is also difficult to coherently combine measurements taken at different vehicle positions, because the jammer antenna might not be omnidirectional. Furthermore, measurements made while the vehicle aggressively maneuvers can suffer from vehicle instability or vibrations.

To simplify the problem, we constrain the vehicle to a constant altitude and assume a single, stationary jammer. We also decouple the problem into two actions: the first is making an observation (determining bearing to the jammer by rotating the vehicle in place), and the second is taking action (determining and moving to the next location for the next observation).

This paper focuses on the first action: how accurately can bearing be estimated if the vehicle samples RSSI values...
while rotating in place and how can those measurements affect the decisions of where to rotate next?

**POMDP Formulation**

The problem of choosing successive rotation locations has been formulated as a partially observable Markov decision process (POMDP). POMDPs are a principled approach to decision making and closed-loop control in stochastic domains [6]. Fully solving them is generally intractable [7], but there exist algorithms that provide good, approximate solutions. Our POMDP formulation has been presented in prior work [8], but a brief review is presented here.

At each time step, the problem can be described by a state \( s \in S \), where \( S \) is the state space, or set of all possible states. To limit the size of the state space, the search area is split into a grid. The vehicle's position is constrained to grid cell centers. A state consists of four state variables: the vehicle x-index \( x_v \), the vehicle y-index \( y_v \), the jammer's x-index \( x_j \), and the jammer's y-index \( y_j \). The state variables \( x_j \) and \( y_j \) indicate the grid cell in which the jammer resides. At each time step, the state is only partially observable—the jammer's position is unknown.

At each time step, the vehicle can take some action \( a \in A \), the set of available actions. In our formulation, the vehicle can travel to any of the neighboring grid cells, rotate in place to make a bearing measurement, or simply hover, resulting in 10 possible actions. After taking action \( a \) from state \( s \), the problem will transition to some state \( s' \). This transition is specified by the transition function \( T(s, a, s') = P(s' \mid s, a) \), which describes the probability of transitioning to some state \( s' \) from a given \( s \) and \( a \). We've assumed the vehicle successfully moves to the desired grid cell, without any probability of deviating to other cells. The jammer is also assumed to be stationary, so the transitions are called deterministic.

At any time step, the state is unknown to the vehicle. Instead, it makes an observation \( o \in O \), where \( O \) is the set of all possible observations. In our problem, these observations are the bearing measurements made when the vehicle rotates. To reduce the number of possible observations and computational complexity, the angular space is split into 36 10-degree bins, and measured bearings are rounded to the nearest bin. An additional “null” observation is included for a total 37 possible observations. The null observation is received when the vehicle does not rotate.

The POMDP formulation includes an observation model \( Z(a, s', o) = P(o \mid a, s') \) describing the probability of making observation \( o \) is after taking action \( a \) and transitioning to state \( s' \). This probability is a function of the bearing measurement quality. Prior to the work presented in this paper, it was assumed bearing measurements had zero-mean Gaussian noise with a 10-degree standard deviation. It was also assumed that if the vehicle rotated in the same grid cell as the jammer, it would receive the null measurement, because the space directly under the vehicle is outside the main lobe of its directional antenna. An updated observation model, using the characterization performed in this work, can be found in the section entitled *(Effect on Localization Algorithm)*.

Although the vehicle is unaware of the true state, it maintains a probability distribution over the state space, called a belief, denoted \( b \). After taking an action and making a new observation, Bayes' law is used to update the belief. This updated belief is used in conjunction with policy \( \pi(b) \) maps beliefs to actions.

The belief \( b \in \mathbb{R}^{|S|} \) has a dimensionality equal to the number of states. The set of all beliefs, called belief space \( B \), is large. Reasoning over this large space contributes to the general intractability of solving POMDPs exactly. However, efforts in recent years have developed approximation algorithms to compute near-optimal policies [9, 10]. This research uses SARSOP [11], which allows a policy to be computed offline and uploaded to the vehicle before a mission. The vehicle then relies on this policy to make decisions while in flight.

Generating a policy requires a reward model \( R(s, a) \) that encourages the vehicle to perform certain actions. The function \( R(s, a) \) returns a reward (positive value) or penalty (negative value) for taking action \( a \) from state \( s \). In our formulation, we reward the vehicle when it stops in the grid cell containing the jammer. This encourages the vehicle to first find the jammer, which is our goal. We give penalties for movement and rotations to reflect the time taken to perform them. These penalties depend on grid size and rotation rate. If the vehicle travels at 10 m/s and grid cells are 10 meters wide, it will take roughly one second to travel to adjacent grid cells along the cardinal directions and \( \sqrt{2} \) seconds to travel to diagonal grid cells (time spent accelerating is currently ignored, for simplicity). If the vehicle rotates at 15 degrees / second, it completes a rotation in about 20 seconds. In this case we might assign -1 for moving in cardinal directions, -\( \sqrt{2} \) for diagonal movement, and -20 for rotations.

**EXPERIMENTAL SETUP**

Our UAV based GPS jammer locator, JAGER, is built on a commercially available multirotor platform, the DJI S1000 that has been modified to be a test platform for various system, including the one used in this paper [2]. For control and navigation, the vehicle is equipped with a Pixhawk autopilot system running a custom version of the PX4 firmware [12]. The Pixhawk also has all of the sensors onboard to determine the attitude and position of...
the vehicle at all times. The localization decisions are made on the flight computer which is an Odroid-U3 ARM based computer that communicates with the autopilot throughout the flight. Finally all the signal strength measurements are made with a directional yagi antenna connected to the RN-XV WiFly module. A schematic of this configuration and the flow of information can be seen in Figure 1.

Throughout the flight, the Odroid and the Pixhawk are in constant communication using the Mavlink protocol. This allows the Pixhawk to send real time attitude and position information to the data collection and localization algorithm onboard the Odroid. This same protocol was adapted to allow the localization algorithm to send commands to the Pixhawk. Furthermore, the Mavlink protocol is also used to send real time telemetry information to the ground which could also be modified to allow for real time monitoring of both the vehicle state as well as signal strength measurements and localization decisions.

With this setup, signal strength measurements are made at 2Hz throughout all phases of the flight. When a rotation is commanded, the vehicle rotates with a targeted rotation rate of 15 degrees / second. Given the small size of this payload, the flight time achieved during testing was 20 minutes on two 6 cell 8000mAh batteries.

Figure 1: Schematic of components on UAV

Signal Source

Due to restrictions on being able to actively interfere with GPS signals, a 2.4GHz WiFi router was used as a proxy jammer for all our flight testing. The WiFi router was placed on the ground at a surveyed location. In these tests, GPS was used for navigation as we are still developing alternate and GPS jamming resistant navigation.

Antenna

A single the L-com HG2409Y yagi antenna was used for this experiment. This 2.4GHz WiFi antenna has a 60-degree beam width both horizontally and directionally as shown in Figure 2. As depicted in Figure 3, the antenna was mounted below the vehicle in order to have the clearest view to a ground based signal. Furthermore, the antenna is placed angled down at 30-degrees in order to have the main lobe of the antenna extend out to the horizon. This also leaves a cone underneath the vehicle with a weak signal that was aimed to be leveraged as an additional measurement of being able to get a null measurement when over the jammer.

Figure 2: Directional antenna gain pattern from L-com datasheet [13]

Figure 3: Directional antenna mounted on underside of UAV

Measurements

Throughout the UAV’s flight, the directional antenna is continually making RSSI measurements. In order to calculate bearing from a given location commanded by the localization algorithm, the vehicle simply rotates at that position and combines all of the RSSI measurements to form the antenna’s gain pattern. This gain pattern can then be used to estimate the bearing of the signal source from that given position. In this paper that bearing calculation is done with three different methods: max, cross-correlation, and max3.

The directional antenna is used to provide measurements to the WiFly module which then outputs RSSI. The RSSI measurements from one full rotation is then used to determine the bearing to the jamming signal. Three different methods were used for the bearing determination.

The max method simply finds the maximum RSSI value in the measured pattern and uses that heading as the bearing to the jammer. This method has been used on a rotating UAV in prior research [3].

The cross-correlation method compares the measured pattern with the known “truth” pattern for the antenna. Cross-correlation has been used to determine bearing on a rotating robot in previous research [14]. The truth pattern
$R_t$ is shifted by some angle $\gamma$. At every angle $\alpha$ in the measured pattern, the value of this shifted pattern is multiplied by the value of the normalized, measured pattern, $R_n$. The cross-correlation coefficient $c$ is the sum of all such products for a single shift $\gamma$. Equation (1) shows the process of cross-correlation.

$$c(\gamma) = (R_n \ast R_t)[\gamma] = \sum_{\alpha=0}^{360^\circ} R_n(\alpha) R_t(\alpha + \gamma)$$  \hspace{1cm} (1)

The cross-correlation $c$ is computed for every possible shift $\gamma$. The shift yielding the highest cross-correlation coefficient is taken to be the bearing to the jammer.

The measured pattern must be normalized because patterns of RSSI are similar across various distances, but are scaled differently due to effects of range and transmitter power. This normalization is carried out by subtracting the mean RSSI value from the pattern and dividing by the standard deviation.

To get our “truth” pattern $R_t$, we sampled RSSI at every 10-degrees at distances ranging from 10 to 40m, normalized the resulting patterns, and took the mean of these normalized patterns.

Finally the max3 method is an improvement on the max method where the bearing is the mean of the bearing of the two crossings of 3dB below the maximum RSSI value for the pattern, as depicted in Figure 4.

**RESULTS**

During flight tests with the JAGER vehicle, 88 different experimental gain patterns were created and bearing calculations were made with each of the three previously described methods. The configuration geometry and performance of the WiFly module resulted in splitting the gain patterns into 3 different classes of distance from the signal source: near, far and ideal. The performance of each of the bearing methods is described within this classification.

The POMDP based localization algorithm was successfully executed to locate the signal source. Leveraging the performance results of the cross-correlation and max3 methods, the model for the POMDP was updated and produced a significantly different flight profile. In addition to the POMDP based localization algorithm, a baseline algorithm was also used in order to demonstrate the advantages of the POMDP based algorithm. This section presents the results obtained from these flight tests.

**Effects of Distance**

Throughout the experiment, measurements were made at distances from the signal source ranging from directly overhead to almost 350m away. Figure 5 shows a view of all the locations in which measurements were taken during flight tests, with the signal source being in the center of the main grouping. Each of the markers represents one measurement and the color of the marker represents roughly the maximum RSSI value measured at each location. Green points has an RSSI value greater than -65dBm and the color turns through yellow and orange to dark red where the RSSI value was less than -80dBm. As expected, as the vehicle traveled further from the signal source, the maximum RSSI value measured dropped as can be clearly seen in the series of measurements moving in a straight line aware from the signal source. Of interest is the fact that while there is a good range of green and yellow markers, the markers turn orange and red as the vehicle approaches the signal source. This behavior is due to the fact that in the region near the signal source, the signal is no longer captured by the main lobe (due to the geometry of the antenna and gain pattern), which result in much poorer measurements near the signal source.

**Flight Area**

Test flights were performed at the Joint Interagency Field Experimentation (JIFX) event hosted by the Naval Postgraduate School. For most of the measurements the vehicle was flown at an altitude of 100ft AGL with a handful of measurements made near the signal source at an altitude of 50ft AGL. When the localization algorithm was tested, a 9 by 9 grid (each cell 11m on a side) was used as the world with the signal source located in the top right cell and the vehicle starting in the center cell, 62m from the signal source.
Measurement Classification

Due to the effects of distance on the measurements and the configuration of the antenna on the vehicle, all the measurements were split into three different classifications: near, ideal, and far.

Near

Near measurements are measurements made where the signal source is within the cone underneath the vehicle where the main lobe of the antenna no longer reaches as depicted in Figure 6. More specifically, this is when the distance between the vehicle and the signal source is less than ~0.58H, where H is the height of the vehicle above the ground. When the signal source was near the vehicle, we did not obtain null measurements, but rather obtained gain patterns such as the one shown in Figure 7. These gain patterns do not resemble the ideal gain pattern of the antenna due to the noise in the measurements from the signal source not being picked up by the main lobe, making it challenging for any of the bearing calculation methods to successfully determine the bearing.

Figure 6: Depiction of vertical antenna pattern below the vehicle

![Figure 6](image1.png)

Figure 7: Gain pattern at 7m from signal source (Near)

Far

Far measurements are any measurement further than 200m from the signal source. This limit was determined by examining the measurements made at a range of distances and observing when the majority of the RSSI measurements were very close to the advertised sensitivity of the WiFly module. It also happened to be that at these distances, the resulting gain patterns no longer had enough measurements to clearly resemble the ideal gain pattern of the antenna. Figure 8 shows a gain pattern from 250m away with a true bearing of 267-degrees and demonstrates the partial pattern that is measured. When using cross-correlation, this partial measurement can be mistaken for a side lobe instead of the main lobe which causes the erroneous bearing estimate of 182-degrees shown in Figure 8. The max and max3 methods are still able to calculate reasonable bearings of 276 and 285-degrees, respectively, from these measurements due to the fact that for the most part only the main lobe is able to receive the signal from this distance, so the few measurements are in the correct direction.

Figure 8: Gain pattern at 250m from signal source (Far)

Ideal

This finally leaves the ideal category, which is any measurement made between near and far. We have called it ideal as it is when the signal source was at an ideal distance from the vehicle to be able to both be within the main lobe of the antenna and within reasonable range of the WiFly’s sensitivity. In the ideal range, the gain patterns produced resemble the true pattern of the antenna, as shown in Figure 9.
In the flight tests performed, the majority of the measurements taken were in the ideal range, as shown in Table 1. Only a couple of measurements were made in the far range so no detailed analysis will be presented for measurements in the far range.

Table 1: Number of gain patterns created in each classification

<table>
<thead>
<tr>
<th></th>
<th>Near</th>
<th>Ideal</th>
<th>Far</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>19</td>
<td>67</td>
<td>2</td>
<td>88</td>
</tr>
</tbody>
</table>

Performance of Bearing Methods

In this section we highlight the performance of each of the three bearing calculation methods on all the measurements. An overview of the standard deviation of all the results can be seen in Table 2. Overall Max3 outperformed the other two methods. Near the signal source, all three methods are not able to perform well, with all three having very high standard deviations as shown in Table 2. The noise in the measurements near the signal source made each of these methods unreliable. At ideal distances, max3 and cross-correlation performs similarly while max is a little worse.

Table 2: Standard deviation [deg] of calculated bearing for each method

<table>
<thead>
<tr>
<th></th>
<th>CC</th>
<th>Max</th>
<th>Max3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>27.9</td>
<td>25.4</td>
<td>22.1</td>
</tr>
<tr>
<td>Ideal</td>
<td>13.7</td>
<td>17.9</td>
<td>13.2</td>
</tr>
<tr>
<td>Near</td>
<td>45.1</td>
<td>44.1</td>
<td>39.4</td>
</tr>
</tbody>
</table>

Figure 10: Error as a function of distance for each of the bearing calculation techniques for all measurements

Max

The max method is the simplest method used to calculate the bearing to the signal from a given set of measurements. While overall it does slightly outperform the cross-correlation method, this is due to its apparent superiority far from the signal source in these test flights. While there are too few measurements far from the signal source to warrant detailed analysis, the simplicity of the max method along with the fact that as the antenna gets further from the signal source only the main lobe will be able to pick up the signal, gives it an advantage when far from the signal source.

The simplicity of the max method is also the reason for the poor performance in calculating the bearing. This method can too easily pick a wrong estimate if there is a spike in what should be a smooth main lobe as depicted in Figure 15. These spikes cause a large spread in the errors in calculating bearing seen in Figure 11.

Table 3: Mean and standard deviation for max bearing calculation

<table>
<thead>
<tr>
<th></th>
<th>Mean [deg]</th>
<th>Std. Dev. [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>4.7</td>
<td>25.4</td>
</tr>
<tr>
<td>Ideal</td>
<td>4.3</td>
<td>17.9</td>
</tr>
<tr>
<td>Near</td>
<td>5.5</td>
<td>44.1</td>
</tr>
</tbody>
</table>
Cross-correlation is the most complex of the methods used and in the ideal range is one of the best performing methods (on par with the max3 method).

The overall performance of the cross-correlation suffered from the poor performance near and far from the router. Since this method requires a known “truth” pattern, when the experimental measurements don’t yield enough results to create a full pattern, the cross-correlation can mistakenly identify the partial pattern for a side lobe instead of a main lobe as was seen in Figure 8.

In the ideal range it greatly outperforms the max method as expected. When looking at the bearing error shown in Figure 13, it can be seen that the errors are much more tightly grouped near zero than those seen in Figure 11 for the max method. The outliers for the far measurements can also be clearly seen in this figure, but this is again due to not enough RSSI measurements to create enough of a pattern to cross correlate against a “truth” pattern created at a much closer distance.

The increase in performance from near to ideal can clearly be seen in Figure 14, where the ideal category has a tight distribution, while the near measurements are very spread out in error.

### Table 4: Mean and standard deviation for cross-correlation bearing calculation

<table>
<thead>
<tr>
<th></th>
<th>Mean [deg]</th>
<th>Std. Dev. [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>-0.1</td>
<td>27.9</td>
</tr>
<tr>
<td>Ideal</td>
<td>0.25</td>
<td>13.7</td>
</tr>
<tr>
<td>Near</td>
<td>8.5</td>
<td>45.1</td>
</tr>
</tbody>
</table>

Max3

Max3 is the strongest of the three bearing calculation methods tested; overall it performed the best and max3 has the advantage of simplicity over cross-correlation. It is able to perform on par with cross-correlation in the ideal range and Figure 16 shows a similarly close grouping of errors as was seen in Figure 13 for cross-correlation. Looking at the distribution of the errors paints the same picture with max3’s distribution (Figure 17) is very similar to cross-correlation’s distribution (Figure 14).
The benefit over the cross-correlation method of not requiring a known “truth” pattern in order to be able to make calculations allows max3 to perform well when the number of measurements is very small and the gain pattern is mostly incomplete. However, just like cross-correlation and max, max3 has difficulty making accurate bearing calculations when close to the router.

The advantage max3 has over the simple max is well illustrated in Figure 15. While the gain pattern looks very promising, there is a spike along the otherwise mostly smooth main lobe at 116-degrees. This spike is off from the true 92-degree bearing which results in the max method estimating an incorrect bearing. By taking the mean of the bearing of the two crossing points 3dB below the max (marked in blue x’s), effects from spikes like the ones depicted are reduced allowing for a much better estimate of 93-degrees.

Max3 is able to still perform well at distance because the measurements being made are still good measurements, there is just only a couple of them. This means that the RSSI measurements we do get are in the reasonably correct bearings.

Again near the signal source, max3 suffers from similar problems as max and cross-correlation due to the noisy measurements, though not as badly as the other two methods. Of interest is the near distribution for max3 (Figure 17) compared to the near distribution for cross-correlation (Figure 14) and max (Figure 12). While the distribution can be described as flat for cross-correlation and max, the distribution for max3 is not as flat and begins to form a peak, showing that despite the noise, max3 appears to be able to make slightly more reasonable estimates, albeit with a much larger mean than in the ideal range (Table 5). Through this characterization, the performance seen from max3 can be used to update the POMDP model to improve the localization algorithm, as described in section (Effect on Localization Algorithm).

Table 5: Mean and standard deviation for max3 bearing calculation

<table>
<thead>
<tr>
<th></th>
<th>Mean [deg]</th>
<th>Std. Dev. [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>4.5</td>
<td>22.1</td>
</tr>
<tr>
<td>Ideal</td>
<td>1.2</td>
<td>13.2</td>
</tr>
<tr>
<td>Near</td>
<td>15.0</td>
<td>39.4</td>
</tr>
</tbody>
</table>

Figure 15: Gain pattern explaining benefits of Max3 method over max

Figure 16: Bearing error as a function of distance for max3 technique

Figure 17: Distribution of errors for max3 technique for different distance classifications
Baseline Localization

One of the goals of our flight tests was to determine the feasibility of the POMDP approach and begin to understand the performance of the POMDP method. A simple baseline method is used for comparison. The baseline method used in this test was a variable step greedy algorithm that moved in the direction of the calculated bearing (using the max method) with a variable step size. The step size used was determined with equation (2) where $\delta$ is the tolerance in bearing similarity between measurements (set to 20-degrees for this test), $\alpha$ is the step increase factor (set to 1.5 for these tests), $s$ is the step size and $b$ is the calculated bearing.

$$s_{t+1} = \begin{cases} \alpha \cdot s_t & \text{if } |b_t - b_{t-1}| < \delta \\ s_0 & \text{otherwise} \end{cases}$$  (2)

Using this baseline method, JAGER was able to move towards the location of the signal source, and with the assistance of a user monitoring the behavior, was able to locate the signal source. The flight path of the vehicle for this test can be seen in Figure 18. It can be seen that the vehicle requires a couple similar measurements before moving quickly towards the signal. Once the vehicle approached the signal source, the jump in calculated bearing resulted in the step size to drop back down to the initial step size.

With a user in the loop with this baseline method, a good estimate of the location can be determined by watching the behavior of the vehicle. Looking at Figure 18, it can be seen that the vehicle kept crossing its path near one location, which can be determined to be an estimate of the location of the signal source. However it is worth noting that the baseline method does take 4 steps to get in the region of the signal source and then another 4 or 5 steps for the user to be confident that the vehicle is in the vicinity of the signal source.

POMDP Localization

With a baseline determined, the POMDP approach was executed from the same starting location and used the simple max bearing method for determining bearing from each location. This localization took a mere 2 steps and 3 measurements to be able to locate the signal source. Figure 19 shows the state updates as the vehicle made subsequent measurements. It can be seen that after the first measurement is made at the starting location, the vehicle is able to immediately narrow down the location of the signal source to a small region within the grid.

It can also be seen that unlike the simple method of moving slowly in the direction of the max bearing, the POMDP method can make large changes in order to get to the next best location to make a measurement.

When running this algorithm, we had an assumption that when the vehicle is in the same cell as the signal source, a null measurement would be made. This is the reason for the vehicle moving to the dark red cells at each of its steps in this execution of the localization. Unfortunately near and over the signal source resulted in noisy measurements and that noise resulted in location of the signal source being off by one cell.

Figure 18: Flight path of the variable step size, greedy localization algorithm. White lines are true bearing from measurement locations, red lines are cross-correlation bearings and black lines are max bearings.

Figure 19: POMDP signal source belief state at each step. Darker the red in the cell, the more likely the signal source is in that location.
Figure 20: Flight path of the POMDP localization flight with an overlay of the final grid state

**Effect on Localization Algorithm**

The experiments in this paper were performed to obtain a better observation model for the localization algorithm. Previously, the model assumed 10-degree noise except when the vehicle was in the same cell as the jammer; the model assumed no bearing measurement would be obtained there. These assumptions were used in the experimental trajectory shown in Figure 20 and affected the selected trajectory. The vehicle always moved towards regions with high probability of containing the jammer (the dark red cells). Because we assumed that rotation would only yield a null measurement when over the jammer, receiving a null observation after rotating would convince the vehicle that the jammer was in its current cell. For this reason, the vehicle moves to regions with high probability of containing the jammer; it hoped to receive this high-information measurement and solve the problem with a single rotation.

Experimental results have shown that measurement noise increases greatly close to the jammer. Our new model assumes 40-degree noise if the jammer is in any of the adjacent grid cells when the vehicle rotates, and 13-degree noise if the jammer is farther away. If the vehicle rotates in the same cell containing the jammer, it no longer receives a null measurement. Instead, it can receive any measurement with uniform probability.

Generating a policy with this new model leads to different trajectories. A simulated rerun of the experimental trajectory from Figure 20 is shown in Figure 21. The vehicle avoids the darker cells, which indicate higher probability of containing the jammer. Proximity to the jammer increases measurement noise, reducing the information provided by a measurement. This reduced information requires more rotations to be performed before localizing the jammer, so the vehicle chooses to rotate in cells it believes are farther away from the jammer.

Figure 21: Simulation steps of POMDP with updated model.

**CONCLUSION**

This paper presents the development of the localization component of a UAV to locate the source of a GPS jamming signal. For the scenarios tested, modeling the localization as a POMDP is a viable solution that is able to locate a static signal source in very few steps. It is faster and has greater confidence than a simple, greedy search baseline solution.

Through extensive test flight using a single directional antenna and rotation-based measurements, three different bearing methods have been analyzed. All three methods suffered when near the signal source due to antenna reception pattern which resulted in very noisy measurements. Of the three, max3 and cross-correlation fared the best in the ideal distance from the signal source. Max3 was able to outperform cross-correlation when the UAV was far from the signal source due to the limitations of cross-correlation requiring a “truth” pattern for correlation. However, cross-correlation can also provide a useful correlation coefficient that can be used in the future to merge several bearing calculation methods.

The characterization of antenna bearing performance is a vital component to the localization process. The characterization affects the optimal behavior determined by POMDP. When we changed our initial assumptions about measurement performance near the jammer to one better informed by our tests, the actions determined POMDP resulted in a significantly different profile.
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