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ABSTRACT

An unmanned aerial system (UAS) basgstem has been developed to be able to rapidly localize the source of GNSS
interferenceto minimize the impact interference would have @itical infrastructug, such as an airportPreviously, the

project, known adammer Acquisitiomvith GPS Exploration and Reconnaissaoc@AGER, has demonstratedpabilities of

localizing a signal source in real time by physically rotating the antenna, however this agpmast to be a slow approach

to localization[1]. Since that demonstration, the sensor has been upgraded to be electronically steered, the localizing algorithm
and path planning has been improved to account for the higher rate of bearing measurements, andndeBat&ient
navigationsystem has been developed. Each of these pieces have been demonstrated individually in both flight tests and
simulation, however, until now, the full system has not bmmeratedogether in reatime [2]i [4]. This paper presents the
reattime implementation oéll thecore subsystems making up the JAGER platfoworking together to localizing a signal

source in a GNSS denied environment

The JAGER system is made up of three-systems: the interference localization system, a GNSS denied navigation system,
and a path planning system. The interference localization system is comprised of an electronically beam steered antenna
making signaktrength measurements to create received signal strength (RSS) patterns from which bearing information can be
used to estimate the RFI source location. The GNSS denied navigation system is built around using optical flow from a gimbal
stabilized FLIRSysemsBosoninfrared (R) camera to measure velocity and in turn estimate the position of the vehicle.
Finally, the path planning system sends velocity commands to the autopilot to fly a desired trajectory to get the lgest bearin
measurement®r estimatinghe RFI source.
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Flight tests were performed at Edwards Air Force Base with a 2W, 5Mitz 2.48 GHz signal source being localized by
JAGER. The GNSS denied environment was created in software by disabling the use of GNSS by thefauteplltime

guidance and controlThe flight tests were conducted at night, in the early morningsgomgse), and in the late morning to

stress test the IR based vision system and demonstrate the capabilities in a range of time periods. The location chosen a
Edwa ds Air Force Base also consisted of a-liké callenges mamelgar d
reflections of the signal source). The flight tests comprised of 35 different mission attempts, where a mission consists of
starting from &nown location and fully autonomously executing the localization of the signal source with no user interaction
until the source was determined to be localiz€f.the 35 different mission attempts, 16 successfully localized the signal
source with an avage final 2D localization error of 13m, and the vision system demonstrated a drift rate of 4% and 6.1%
during the day and night, respectively.

INTRODUCTION

Three key systems, radio

frequency interference (RFI)
localization system, the path
planner, and the GNSS

independent navigation system
must work in concert to allow
JAGERto localize GNSSRFI.

In addition to these systems, Vehicle State

Intel Compute Stick

JAGER is equipped with a <« Estimator RFI
Pixhawk autopilot, running -« Localization
PX4 that handles the GSF
autonomous control of the .

drone throughout the flight. A Optical Flow

high level view of the A A

architecture for the redime

implementation used in this

aper isdepicted inFigure 1, IR Camera Beam Steering
gng I’?he %hysical D EIDAR (FLIR Bosgn Antenna
implementation is depicted in

Figure 2. For this reatime GNSS Independent Navigation System RFI Localization
implementation, all three

systems are implemented usin Figurel: JAGER system overview for the-témk implementation used

the Robot Operating Systen

(ROS) framework on an Intel

Corei3 Compute Stick This paper examines the operation and performance of these three systems under reattimmegRF|

a series of localization flight testsTo successfully localizéhe RFI source in flight, the system had to overcome a few key
challenges posed by the environment: fitisg localization algorithm and the path planner had to work together, using real

time noisy measurements and estimatedly the best trajectory for localization, resultiimgthe development of a two phase

path plannersecond, the GNSS independent navigation system had to handle the different quality of features during different
timesofdayt o provide an estimate of the vehicledbds | ocalltofi on t h
these systems had to operate underwesld conditions that presentedrying levels of noise in the measuremengsulting

in thedevelopment of a confidence metric in theasurement to remove noisy measurements from the RFI localization.system

The localization system is comprised of two main pieces: the sensor and the estimator. The sensor «sHethénatiam

steering ar@nna (BeaSt) that measures the signal strength at a collection of azimuth angles to create an receive signal strength
(RSS) patterifi5]. From the RSS pattern, bearing information can be extracted by finding the location of the lobe(s) present in
the patterrf4]. The estimator (th&FI Localization GSPblock in Figure 1) is described in more detailed in the following

section.
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Figure2: JAGER with the various sensors highlighted

The GNSS independemtavigation systens comprised of a mechanically stabilized FLEystem®Boson 640 infrared (IR)

camera with a 4.9mm lens providing a 95 degree horizontal field of waptical flow processing, a Lightware SF 11/C one
dimensional (1D)ight detection and rangin@IDAR) and \ehicle velocity estimator Nominally the camera is capable of a

frame rate of 60Hz, however, due to computation limits on the InteliBdZempute Stick, for these flight tests the camera
operated at 30Hz. The series of images is used to provide dpticalw measur ements using ©penCV
for feature detection of up to 250 feat ur e sKanade metfod veitme a n.
pyramids to calculate the optical fld], [6], [7]. The optical flow measured from the camera is converted to velocity using

the known height above the ground, as measurgidd®D LIDAR. This velocitymeasurement is used by an extended Kalman

filter (EKF) that estimates the 2D position and 2D velocity of JAGER throughout the[Rigiing only the takeff position

to initialize. This system has been previously discussed and has been demonstrated to perform with a drift rate of 0.4% of the
distance travelef?]. A caveat with thesprior resultsis thatJAGERflew a predetermined path using GNSS so it was able t
execute very smooth maneuvers and maintain the desired sphisds will not be true for an operational system flying in

RFI and inthis paper, the autopilot onboawdly uses the information from the optical flolvence no GNSS, for navigation

and cantrol. This results in a degraded ability to maintain a target velocity and reduces the overall performance of the navigation
system (i.e. increate the drift rate). In tHght Test Resultsection, those effects are presented and discussed in more detail.

The path planner onboard uses the current state estimate for the signal source location from the localization system and the
current esti mat efromthe davigat®mR<ystem pooceniptiteé thendesired velocity vector to fly a circular
trajectory around the signal sourcehe following section provides a more detailed description of the path plarmedesired

velocity vector is the command that isisé& the Pixhawk autopilot which handles the actual control of the drone iEsmif.

these flight tests, the Pixhawk autopilot was configured to havaccess t&NSS position and velocity informatidar any

of its command and control capabilitieBhis effectively createsa GNSS denied environment to the autopftbe inflight or

real time operations of JAGER)Instead, the autopilot was configured to use the optical flow information directly and was
therefore closing all of its internal contlobps on the optical flow information.

For the flight tests described in this paper, the goalttwaspeatedly run localization missionstaluate andemonstrate the
capability of the localizatigrpath planningind navigation systems to workdoncet to successfully localiza signal source
Relatively benign and challenging conditions were tested. The paper is organized as fdllefist sectiondetailsthe
localization and path planning algorithmseded to understand the mission trajectditye Test Setup section provides a more
detailed description of the physical implementation of the sensors and algorithms onboard JAGER, as well as desctibes the tes
environment and signal source used throughout the flight tdstg, the Flight Test Resdts section discussed several missions



in detail and providesesults for all the missions flown throughout test campaiginally, the paper provides some closing
conclusions on thiest campaign and addresses areas of remaining work on the JAGER system

LOCALIZATION AND PAT H PLANNING

Localizationof the RFItakesmeasuredearings to derive an estimated jammer location and confidence which thethfeeds

path planer. BeaStprovides a high rate of bearing measurement (configured for 3Hz for these flights) enabling the use of
existing bearingonly localization algorithmg5]. This algorithm takes multiple measurements while handling various
measurement errors and uncertainties to provide an estimate of RFI source location and confidence in the localization. The
path planning algorithm takes this information to determine homdwe quickly to better localize the sourddiis section

briefly discusses the localization algorithm used throughout this test cangralgpecial considerations to the existing path
planning strategy needed to enable-taak operation$2].

Localization Estimator

In a perfect environment, at each time step,

thel’e W0u|d Only be as many bearing 3-element Array 3-element Gain Pattern
measurements as RF| source, and those ° o . 0 - 0
bearing measurements would be in the

direction of theirrespective source, with o “0 o - 45 .
some Gaussian noise. However, due to 50 ;

regulatory and size reasons, BeaSt only has (

3 elements, which result in RSS patterns > VA < 25

330

/40

with large side lobes considered to be clutter " , oo ”

T unwanted echoes in the system and A B>

measurement which can causrroneous or =

additional bearing measurements. For a ** 120 240 120
single source, a typical RSS pattern has two

or three lobes, as shown in the theoretical 210 . 150 210 o 190
patterns in Figure 3a and Figure 3b, @) (b)

meaning that a typical measurement can

result in up to three possible bearinc Figure3: example RSS patternstiv(a) one main lobe and two side lobes ¢
depending on the relative strength of tr (b) one main lobe and one side lobe

lobes, of which two would be cgidered

due to clutter.

Inadditiontoc | utt er caused by BeaSéan@lsocgremtine t r ym\ Avironment
RSS pattern For example, multipath can cause interference in ti& \RBies making \
up the RSS pattern, resulting in the corrupt pattern shovfiigime 4. Therefore, a ™ N e .
confidence metric was implementgldat is computed based on havell the RSS \ )

pattern matches an expected, nominal, RSS pattern for a single source (the patter: NN £

Figure3). This confidence metric is uséalignore bearing measurentefrom an RSS 27 Sl 90

X
pattern with low confidence. ) M §\

As a result, a bearing only localization algorithm capable of handling cluttered 120
measurementand corrupt patternsias implemented. At its core, the localization
estimator usea Gaussian Sum Filter (GS#at enables handling the range ambiguity 210 150

1 1 T 1 1Ht~A 1an
of bez_irlng only m_easuremerﬁa, [9]. Range ar_nb|_g_U|ty exists because the transm'tFigure4: example pattern corrupte
RFI signal power is not known. So, from any individual measurement, we cannot :
the measurement is due to a faraway strong signal or a weak nearby signal or son by noise
inbetweenA GSF is used to be able to represent tne ncvuneodo of
from a bearing only measurement, depictedrigure5. In the example shown iRigure5, the range uncertainty is handled
with the creation ofnultiple weightedindividual estimateswith threeshown in the figurewhich sum together to create the
GSF. The initial distribution of the estimatessmade to spatihe specified minimum and maximum raregelis created using
the method if9]. The minimum and maximum is a useettable parameter for the filter and may be chosen based on factors
such as sensitivity and anticipated jammer power leviets.these flight tests, the minimum and maximum range was set to



10m and 500m, respectively, thougiesevalues do not greatly affect the performance of the estimated, provided that the true
range lies within the bounds (i.e. a conservative value of 2km for a maximum range could be set if desired, but 500m was
chosen based on the capabilities of thdednem beam steering antenna with theerference source power used in these flight
trials).

Maximum
Range

Minimum
Range

Figureb: depiction of the initialization of a Gaussian Sum Fitiexstimate the location of a signal source given a bearing
measurement and a defined minimum and maximum range

To handle the cluttered measuremeintstead of using a single GSF, the algorithm empéoyank of GSH8]. At each time

step, each of the bearingeasurementspdate thé&sSF with the lghest association or initializesnew estimate if none of the
associations are above a given threshdldditionally, estimates that have not been updatedntly are pruned periodically

to keep the bank of filters smalEach of the filters in the bank are weighted based on likelihood that the filter represents the
estimate of the true sourehich is needd by the path planner, described in the followsngysection

Path Planning

For bearingonly localization, it is importantto have
geometrically diverse measurements which meaessensor
mustfi o-maneuv er 0, far éxample byancirdirg the
source For a static source, this means that JAGER need
move in a direction thas not directly towards or away from th
source location.Previous work has demonstrated that a ve
effective path planning strategy is to execute either a circle o
inward spiral around the signal sourcgych as the circle
trajectory flown inFigure6 [2]. There are merits to the differe
approach angles, however fainort ranges (e.g. S00m) from
the signal source, the difference between the circle and in
spiral trajectory is minimal, therefore, for this demonstratio
circle approach is takd@].

Flying a circle path requires roughly knowing the location of t
RFI source tadetermine the direction of travelTheoretically
the bearing measuremesduld be used to determine titial
direction of travel In practice, sincéhe measured RSS patte
can have up to 3 different bearing measurements, the
planner is unable tosethe bearing measurements to determi
the direction of travel. Therefore, the path planner is configured. . .
to use the bearing to the current estimate of the source loc: T 19Ure6: examplecircletrajectory flown around the RF
as a guide for flying the circular trajectorifowever,given that ~ Sourceresulting in very accurate estimate of the signal
when the nssions starts due to the clutter in the bearing source location (green circle)



measurementisthereis an initialization period before there is an estimate for the source location, the path plannerifiesd mod
to support two phases of flight: anitialization phase and a controlléatalization phaseas outlined irFigure 7Figure 2.

During the initialization phase, JA&R is configured to fly a straight line in a direction that is set by the user at takaufé

the localization algorithrhas initialized a high likelihood estimate for the source locatteen the path planner switches to a
controlled localization phas During this controlled localization phase, JAGER is configured to fly a circle around the mean
of the current estimate for the source location (where a circle is simply defined to be 90 degrees from the bearitigéatdhe es
this is a open loop cicle, there is no range information being usetiis twophaseapproach is apparent in tHgght paths
shown in theFlight Test Resultsection.

RFI estimate RFI estimate covarianct
initialized below threshold

Controlled localization Source Found

Initialization

oReturn home or wait
for user input

oFly circular trajectory
Igaseg on current RFI
SauAYlIUSR

uFly straight course

wWait for RFI estimate
to initialize

t 20!l

Figure7: overview of the path planner stages and actions within each stage

TEST SETUP

This section describes the environmenused
during our flight tests d&dwards Air Force Base
provides details on the signal source used, &8
explains the three times of day selected for all A%

flight tests.

The Environment

The flight tess were performed at Edwards Ai
Force Baseat the location shown ifrigure 8. Y . .o

This environment was chosen because i - A
possesses many of the potenfedtures seen at
an airport, specifically gaxiway and some off
taxiway vegetation which is an exampm
deployment locationfor a system such ac*®
JAGER Furthermore, the environment als.*
presented some urban environment tyjs
challenges, namely a large metal hangar door %
reflected the RFI source signal. This g
environment challenge both tke localization
scheme and the navigation scheemablingooth
the demonstration of the capabilities of JAGE; £ 8 W K
and the understanding of the limitations of tk e Eadl ke 1
system as it is designed Localization is #<= ML 4 e
challenged by the variety of the environme Figure8: satellite view of the test environment, with the large rec b
(e.g. the hanger door) and navigation i¢ depicted the rough flight region, the yellow and orange boxes martk
challenged by the potentially feature poc regions of interference, and the pins marking starting locations for
environment of an airport. missions flown

The test areadepicted in dark red ifigure 8,
was about 270m gy and 175m wide. Within the test area, there were roughéyg different starting areastarting area A



is about 8én north of thesource, starting area B is abd®0m east othe source, and starting area C is al®fut south ofthe
source.

Within this test area, the hangar provided two regions of different typegeoference. Figure 8 highlights twodifferent
regions in orange and yellow. In the orange region, the reflected signal appeared stronger than the main stgnabframa,t
resulting in a distorted RSS pattern with the lobe pointing towards the hangar door rather than towards the sourseétself, as
in the pattern ifFigure9 (the dashed line represents the true bearing to the smudcthe solid cone represents the measured
bearing. ForcomparisonFigurell shows an RSS pattern measuoediside of these regions of interferences and has a lobe
aligned with the true bearing to the source. In the yellow region, the interfessutted in thRSS patternsot havingany
distinct main lobe pointing in any direction, such as the pattefiguare 10. The effect and handling of these regions are
discussed in more detail in the Flight Test Results section.
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Figure9: example RSS pattern
distorted by strong reflected sign
resulting in lobe pointing toward

FigurelQ: example RS&attern
from a region with no interferenc
with a measured bearing aimed

Figurell: example RSS patterr
corrupted by interference resultil
in no predominant lobe and

incorrect bearingneasurements

hangar door rather than true towards the true source location

bearing (dashed line)

The Time of Day

For these tests, flights were performed in three different times of day, each providing a very different envaodctexitenge

for the GNSS independent navigation systéate in the night (at least an hour after sunsejly in the morning (about an
hour before sunrise), and late in the morning. The late night flights provided an environment to demonstrate thesapabilitie
an IR camera over a vision camera as it is a time where a vision camera would not bevatdetmcessfullyThedifference

in image definition's apparent irfFigure 12 which showsan image fronvision camerdleft) and an IR camerg&ight) taken
aroundl1 pmlocal time

Even though the IR camera is capable of operating at night, daytime flights were flown to assess the difference in performanc
between day and night conditions, as daytime conditions do generally offer better features, evefigardil3 shows IR

images from above the side of ttaxiwaytaken during the day (left, a) and at night (right, b). It can be seen that there are
more details in the day image (a) than in the nightgima ( b ) . For both of these i mage
configuration, meaning that the white regions of the image are the hottest and the black regions of the image are the coolest
can be seen in these images that this same terrain chiangkat is relatively the warmest and coolest region of the image

from day to night. This transition happens fairly quickly in the day to night transition, but happens fairly slowlyighthe n

day transition, which motivated the inclusion of the yambrning time period for the flight tests.



(@) (b)

Figurel2: comparison of regular vision (a) and(biR camera performance at 11pm

(b)
Figurel3: comparison of IR image duritige day (a) and at night (b)



Signal Source

The RFI source used for these flight trials was in the 2.4 GHz band, as it was not poss:
broadcast interference the GNSS bandsue to legal reasong-urthermore, BeaSt, the beai§

steering antenna, is designed and tuned for the 2.4 GHz spectrum to enable practice fli*-
Stanford campus with the same 2.4 GHz based RFI soNi@e. that the entire system desig
is agnostic to frequency (with the exception of the physical layout @rtemna element o
BeaSt and the antennas themseghassthe resulting behavidor the localization missiorhe

it tuned for2.4GHz or 1.575GHzZs the same. :

The signal source usedas a commercial othe-shelf video transmitteconnected to a &/
power amplifierwith a 3IB omnidirectional dipole antennarl he transmitter was centered
2.48 GHz and had a bandwidtfiabout 5 MHz This 5 MHz bandwidth source is different.
from themore typical chirp style GNSS jammer that can be found ofli@g butlab tests
comparing the video transmitter to a generated chirp source resulteglR$S patterns a
measured by Bea%h benearly identical betweethe chirp style source and the commerc
off-the-shelf video transmitter used in these flight trials.

The video transmitter was set up on a tripod, depict&tburel4, that also contained a GNS e
receive to survey the location of where the tripod was placed yielding a very accurate lotation

of the source for the analysis of the results and performance sfstem. Figurel4: mobile signal
source platform used in flig
FLIGHT TEST RESULTS tests

Throughout the test campaigB5 missions were [&
performed from the three different starting locatiofa’
previouslydescribed Of the 35 missions flown,19
resulted in successfully localizing the sourt®flights
initialized to the wrong location, resulting in af
inability to properly localize the source, atdlight
never initialized, also resulting in an inakhjlito , : g
localize the sourceA more specific breakdown of the ;,' - Jameicy
number of successful localizations and faile.  Z&%

initializations for each starting pointseown inFigure |/
15 and recapped iffable1. Of the 35 missions, 18, =
were flown at night, 10 were flown in the ear
morning, and 7 were flown in the late morning. F
each time of day, the flights were fairly even
distributed across the starting locations.

8 success
2 failure

8 success
8 failure

3 success
6 failure

This paperexamines few example migsnsin detail
to highlight the performance of the systems fac
different challenges two successful and one
unsuccessfuto illustrate how the system performed;
Additionally, some higHevel statistics and )

information on all the flights are presentedgive an Figurel5: overview of the mission success from the three diffe
overall view of the flight tests. It is worth noting the starting locations

all the successful missions played out very similai.,

and therefore the two successful missions discussed in more detail hemgrasentativef the rest of the successful flights.
Additionally, the missions that failed algdayed out very similarly due to the failure condition being the same across the
missions

L



Tablel: mission success overview, broken down by starting location

Successful Localization Wrong Initialization Never Initialized
Starting Location A 8 2 0
Starting Location B 8 7 1
Starting Location C 3 6 0

Mission 1

The first mission discussestiarts fronlocation B in a counteclockwise direction at 10:4%m. Most ofthe successful missions
followed the same main elements as this flight as presented Akrthe phases of the flight are laid outkigure16. The

first step, show in Figure 16a, is theend of thepredefined straight line for the initialization of the estimatethis casea

heading of 80 degrees was chasd&dnce an estimateached a high enough confidence level to be initializethadikely

source estimatehe result of the flight plays outs as an arc around the source until the covariance of the estimate drops below
a given threshold, as shownkigure16b, and the filter considers the source as fouidce wehada reaitime display of the
estimate, we let JAGER continue to fly to both collect more data and reduce the covariafuwcthsizeothe final state, sown

in Figurel6c.

@ (b)

(© (d)

Figurel6: snapshots of different states of a mission floatri0:45pm from starting location Bith the source estimate in
purple and green, the true flight path in blue, and the estimated flight path in red



