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Abstract 

Global Navigation Satellite Systems (GNSS) have become an invisible utility at the core of many 

modern industries. It is responsible for the safe and reliable navigation of ships and planes, for 

providing timing required by communications infrastructure and the financial industry, and for 

being a driving sensor in the autonomous future. It is so critical that many nations, or groups of 

nations, around the world have spared no expense to develop their own independent systems to not 

rely on another nation’s system. However, by the time the signal reaches the Earth’s surface its 

power is well below the noise floor, and, like any radio system, it is susceptible to interference. 

This interference, whether intentional or not, can cause disastrous effects on those relying on the 

reception of GNSS effects. Therefore, the goal of the work presented in this thesis is to develop 

and demonstrate in real-world environments an autonomous system capable of localizing the source 

of GNSS interference on a time scale of minutes and hours instead of the days and even months it 

can take today. To accomplish this, this thesis presents contributions to the hardware required to 

enable rapid localization from an unmanned aerial vehicle and to the algorithms needed to operate 

day or night with or without GNSS for navigation. 

Previous work on rapid signal localization from an unmanned aerial vehicle relied on three core 

elements: a sensor to provide a spatial view of the signal strength, an algorithm to observe direction 

of arrival, and a set of algorithms to estimate the source and plan a path to collect the best 

measurements possible. This thesis mimics the same flow but provides significant improvements 

to each step in the process and additionally adds capabilities of navigating in a GNSS denied 

environment potentially posed by a GNSS interference source. Each improvement to the process is 

not just theoretical in nature, each system is implemented and tested in real-world environments. 

This thesis presents a shift from a bulky physical rotation modality to provide a spatial view of 

the signal strength (known as a received signal strength pattern) to an electronic rotation modality 

using a lightweight antenna array, significantly increasing the rate of bearing observations possible 
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– and therefore data into the estimation algorithm – and de-coupling the spatial sensing from the 

vehicle platform. 

To observe direction of arrival from a spatial view, this thesis presents a robust algorithm that 

enables capabilities in real-world environments previously not possible. The algorithm developed 

represents a given measured received signal strength pattern by the “lobes” present within the 

pattern without the need for modules of the antenna itself. The resulting representation enables the 

algorithm to perform even in the harshest of real-world environments. To demonstrate these 

capabilities and the versatility of this algorithm, the algorithm is implemented on thousands of 

received signal strength patterns generated onboard an unmanned aerial vehicle in harsh 

environments typical of real-world deployment. 

Finally, this thesis presents the development of a test platform capable of 24/7 operations in a 

GNSS denied environment using an infrared camera. This test platform enables flight testing of the 

entire system in real-world environments to better inform the system’s capabilities and expected 

performance outside of a laboratory environment. These real-world tests, comprising of nearly 20 

successful GNSS independent, autonomous signal source localizations, are crucial in informing 

and demonstrating the capabilities of a system as it would apply in non-laboratory conditions, 

adding an additional dimension over a merely theoretical analysis of different sensors and 

algorithms required. 
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Chapter 1  

 

Introduction 

Global Navigation Satellite Services (GNSS), or more colloquially known by the name of the 

United States system – the Global Positioning System (GPS) – is an invisible utility relied upon by 

the public and many different industries. Over the past 40 years since the first GNSS system went 

online, GNSS has become a critical component of industries such as transportation, finance, 

telecommunications, and the power grid. Beyond simply guiding smartphone users to their final 

destination, GNSS enables numerous core functionalities that drive modern society, from 

facilitating vital safety for aviation and maritime navigation to providing the critical timestamps on 

all financial transactions [1]. In fact, GNSS has become so critical that the US Department of 

Homeland Security has classified GPS as critical infrastructure for 13 of the 16 sectors of the US 

critical infrastructure [2]. 

All GNSS systems, at their core, rely on the ability to receive a fairly weak signal from over 

20,000 km away in space, making it inherently fragile to radio frequency interference (RFI) [3]. As 

a result, there has been a constant battle to continue to protect, toughen, and augment these signals 

to ensure integrity for its users since the first deployment of GPS in 1995. For example, these efforts 

include augmenting GNSS systems with other sensors on the user’s device to detect and mitigate 

the effects of interference; fortifying the receiver in terms of algorithms and hardware itself to 

further reduce the effect an interfering signal has on the GNSS system; and protecting the frequency 

spectrum used by GNSS systems through regulation to safeguard the weak signal from 

encroachment or interference from other users [4]. However, while all these efforts have greatly 

improved GNSS receiver performance towards interference, especially unintentional interference 
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from the ever-increasing number of radio frequency (RF) based technologies, there is still always 

the threat of an interferer that is too strong to be handled via improved receiver technology alone. 

Another mechanism to protect GNSS based operations is, therefore, necessary to handle such 

cases. This means of protection must be twofold: mitigating the effect of the operations through 

backup systems and reducing the time that an interferer is interfering by rapidly localizing the 

source. For example, in aviation, GNSS RFI has been known to be a possible source of problems 

for aviation since the early days of the Federal Aviation Administration’s (FAA) incorporation of 

GNSS into systems ranging from terminal operations to en-route operations [5]. Early efforts from 

the FAA outlined a strategy to protect the spectrum around GNSS, increase the robustness of 

receivers to sources of interferences, and develop a set of systems to localize RFI in real-time at 

major aviation hubs [5]. While the FAA recognized that real-time RFI localization is a necessary 

facet in mitigating impairment to aviation systems induced by GNSS interference, a rapid and 

reliable system capable of this desired RFI localization in real-time is still not employed today. 

This thesis provides a novel solution to this ongoing problem by presenting the design, 

development, and demonstration of an autonomous system capable of rapidly localizing a GNSS 

interference source via the rapid deployment of the autonomous system, as well as rapid 

localization once the autonomous system is deployed. 

1.1 Motivation 

Despite the great advances in protecting and augmenting GNSS signals, RFI will always need to 

be contended with, especially since it is not always intentional; it can be accidental interference or 

uninformed interference [6]. Accidental interference is simply RFI in the GNSS bands which 

typically results from malfunctioning equipment. For example, television (TV) towers such as one 

in Artarmon, Australia or unlicensed TV stations in Northern Italy run by the Mafia induced 

unintentional jamming [7], [8]. On a much smaller scale, certain USB3 devices are known to 

interfere with GNSS systems [9]. Uninformed interference is the result of users intentionally 

interfering with GNSS who’s results caused more harm than intended [6]. As the use of GNSS has 

grown over the years to applications such as asset tracking, the category of uninformed interference 

has grown considerably [10]. For example, a Personal Privacy Device (PPD), used to interfere with 

GNSS within the scope of a vehicle, in a truck out front of the London Stock Exchange was found 

to have impacted the ability to receive GNSS signals at the Exchange [11]. In Germany, PPDs have 

been detected along almost all major highways in the country [12]. In the US, one of the most 

notable incidents of uninformed interference was a PPD traveling on the New Jersey Turnpike near 
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Newark Airport found to impact airport systems [13]. The extreme case, intentional interference, 

has typically been seen from state-level actors such as along the demilitarized zone between North 

and South Korea [11], in the Arctic Sea near Russian ports [14], [15], and in the Mediterranean 

[16]. 

The response to these incidents has varied widely over the years both in the method of 

responding and in response time. An example of an unintentional, accidental interference and 

associated response occurred in Monterrey bay in 2001. The Monterey Bay Aquarium Research 

Institute (MBARI) operated a differential GNSS service that provided correction information to 

ships in Monterrey bay to enable their determination of a more accurate position. In April 2001, 

the service was interrupted due to interference disabling the base station GNSS receiver resulting 

in degraded navigation performance [17]. After several weeks of manually searching the 

neighboring marina with a directional antenna and a spectrum analyzer, dedicated MBARI 

researchers were able to track down the source of the interference – the culprit was an active TV 

tuner on board one of the boats that, when powered on, “leaked” radiation in the GPS spectrum, 

effectively jamming the signal from MBARI [17]. Eventually, it was determined that there was not 

just a single culprit, and in fact, there were three different tuners onboard three different ships in 

the marina causing interference. Most notably, one of the more difficult sources to find was a tuner 

that would only interfere during the cooler temperatures at night, requiring the search party to work 

through the night to localize the source [17]. This example motivates the desire for an automated 

system that can more effectively localize GNSS interference, day or night. This example further 

motivates the desire for automatically determining a much smaller manual search space to enable 

more rapid disablement of an interference source by personnel. 

Another high-profile case of unintentional intentional jamming was in 2007 in San Diego 

harbor when a United States (US) Navy ship left its GNSS jammer powered on after returning from 

exercises off the California coast [18]. It took nearly 2 hours for Navy personnel to identify that 

they themselves were the source of the interference, and to disable it. It then took a full 72 hours 

for the United States Coast Guard Center of Excellence for Navigation and supporting agencies to 

localize the source as there was no communication with the Navy personnel. In the 2 hours that the 

jammer was active, countless systems failed. This included crucial systems whose failure induced 

a heavy impact, such as telephone switches, cellular phone operations, and even the paging system 

at the local hospital [1]. This incident further demonstrates how critical GNSS is to a wide range 

of infrastructure, even 2 hours of GNSS interference can be long enough to induce deleterious 

impact to pivotal systems. This example further motivates the need for a system that is capable of 
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rapidly localizing GNSS interference to mitigate the impact of interference on critical 

infrastructure. 

In the UK, the risk of interference to infrastructure is enough, identified as $1B USD per day, 

that major efforts have started to put in place dedicated backup systems in case of GNSS 

interference [19], [20]. For example, the General Lighthouse Authorities (GLA) of the United 

Kingdom (UK) has invested in setting up an e-Loran system as a backup due to the high value of 

traffic in the Channel [21]. Onboard a particular ship during GNSS interference testing, not only 

did core navigation systems fail but so did safety systems such as the Automatic Identification 

System [21]. On land, Differential GPS (DGPS) and signal lights were also susceptible to 

interference, potentially creating pandemonium for nearby ships, especially in more crowded areas 

such as the Channel [21]. 

These jammer localization deficiencies of these historical examples remain unresolved in 

today’s policies for responding to GNSS interference. As recent as early 2019, the Federal Aviation 

Administration (FAA) demonstrated the modern response to an interference incident at Hayward 

Executive Airport, located just across the bay from Stanford University. After several reports of 

interference on approach to the airport, in the region depicted in Figure 1.1, the FAA’s response 

was to issue a Notice to Airmen (NOTAM) that indefinitely “closed” the GPS based approach to 

the Hayward Executive Airport until such a time that the interference source has been localized. 

Furthermore, the FAA issued a region of interference that spanned a radial distance of 50nm 

(nautical miles) from Hayward Airport as the search area for the interference source, depicted in 

Figure 1.2. This search area is so large that it encompasses three major international airports (where 

none of which had reported interference) and a range of quite difficult terrain for interference to 

travel through. The FAA’s outdated policy for response for such interference incidents further 

motivates the need to rapidly localize the source of GNSS interference, and the ability to do so 

while operating in that same GNSS denied environment. This example also exemplifies the desire 

for such a system to be easily deployable at an airport. 

The core mission targeted by the system discussed in this thesis aims to resolve the deficiencies 

of modern responses to GNSS outages as illustrated in the previous examples. To address the 

motivations for improvement prompted by these examples, the system should be capable of 

localizing the source of GNSS interference in a time scale of minutes and hours instead of the days 

and months required to localize these sources today. The autonomous system should further allow 

for rapid disablement of the interference source by providing sufficient localization accuracy such 

that a final search space can be determined by the autonomous system that is small enough to enable 

efficient, manual localization of the exact position of the source. There is a further desire for this 
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autonomous system to undergo 24-hour deployment and to be capable of localizing the source of 

interference in both daytime and nighttime conditions. Furthermore, as GNSS cannot be relied upon 

when such an interference source is present, this autonomous system must be capable of localizing 

the inference source in a GNSS denied environment. Finally, the autonomous system should be 

capable of being instituted and deployed in an airport environment, as GNSS interference at an 

airport can have a significant impact on both the aviation industry as well as civilian safety. 

 

 

Figure 1.1: Approximate area of GNSS outage on approach to Hayward Executive Airport 

(HWD). 

 

 

Figure 1.2: 50nm radius circle representing the FAA area of interest for possible location of the 

interference source at Hayward Executive Airport (HWD). 
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1.2 How to Locate a Signal 

When it comes to the task of signal localization, over the years, there has not been a single method 

that serves as the be-all, end-all of localization methods. More importantly, signal localization is 

historically an area of active interest and research with methods continually evolving as 

technologies and capabilities evolve. While it’s impossible to enumerate the countless methods of 

tackling the general challenge of signal localization today, they can be broadly broken down into 

three different categories: Received Signal Strength (RSS) based methods, Time Difference Of 

Arrival (TDOA) based methods, and Direction of Arrival (DoA) based methods. 

1.2.1 Received Signal Strength 

Fundamentally, this technique relies on the assumption that, for a source of known power, given 

the RSS value of a signal, the range to the signal can be estimated. If the power of the source is not 

known, the difference of the signal strength as the agent moves can be utilized to handle this case 

[22]. However, this measurement is only indicative of the range to the signal source: to localize the 

source, a localization algorithm is needed along with a strategy to move through the environment 

to collect the measurements needed. 

Mathematically, the RSS value as a function of distance theoretically follows a 
1

𝑟2 law, enabling 

the range to be determined from the RSS value [3]. However, environmental effects such as 

reflections of the signal reaching the receiver or attenuation through walls and vegetation greatly 

affect the measured RSS value, thus disrupting the reliance on RSS to calculate range [23], [24]. 

Early works in WiFi localization identified the difficulties in estimating range directly from the 

RSS measurements. These works explored the use of more complex mapping-based approaches, 

creating detailed RSS maps of the environment. These maps were then utilized to localize the 

source from those maps [25]–[28]. While effective, these methods require either prior knowledge 

of the transmit power of the signal source or extensive maneuvering and mapping of the 

environment to generate an estimate. Instead of using a single sensor, [29] identified the ability to 

use a high density of multiple sensors to more effectively localize a signal source with RSS 

measurements. RSS based methods, therefore, perform admirably in areas where crowdsourcing is 

possible, for example, via cell phones [29]. However, as such crowdsourcing is not always possible 

or quickly exploitable, reliance on RSS based methods in this manner does not enable an easily 

deployable solution, especially in an environment such as the airport. Furthermore, even with a 

high number of sensors, the general performance of a signal strength based method tends to only 

be on the order of 100s to 1000s of meters [22]. 
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1.2.2 Time Difference of Arrival 

This next method relies on using multiple highly-calibrated and time-synchronized receivers to 

measure the TDOA of a signal of interest between each of the receivers. From this time difference 

of arrival between the pairs of receivers (or between all the receivers), hyperbolic lines of position 

can be calculated from each receiver pair, resulting in the localization of the signal source [22]. 

TDOA based methods, therefore, require a collection of calibrated and time-synchronized 

receivers. While the use of a TDOA system can produce superior results, establishing the required 

infrastructure of these calibrated and time-synchronized receivers is complex and can induce 

significant costs [30]. Furthermore, this approach is once again not the most suitable for 

deployment at an airport, especially given the difficulties of instituting an entirely new 

infrastructure at an airport. It is worth noting that, while TDOA methods are by far the most 

accurate of the three categories discussed here with typical performance in the 10s of meters, TDOA 

methods are also by far the most complex [30]. 

1.2.3 Direction of Arrival 

Direction of Arrival (DoA) based localization relies on measuring the relative bearing to, or the 

direction of arrival of, the signal source, and using a collection of those measurements to localize 

the source. Similar to the RSS methods, DoA methods require not only the DoA measurement itself 

but further requires both an estimation scheme to determine the location of the signal source given 

a series of measurements, as well as a path planning strategy to maneuver through the environment 

to collect measurements. Because the range to the signal source is unknown with direction of arrival 

measurements, one limitation of this method is the requirement of either multiple sensors that are 

angularly positioned around the signal source or maneuvering of the receiver around the signal 

source to collect measurements from multiple. angularly different locations [31]. However, this 

limitation can be viewed as a benefit of this method as it provides flexibility in the implementation 

of a DoA based approach to signal localization. 

Because direction of arrival is fundamentally not a simple measurement, this is a very 

interesting category as there are many different techniques for determining the direction of arrival 

of a signal. Methods range from physically rotating a directional antenna to find the direction of 

peak power to using complex antenna arrays to compute the DoA from the properties of the 

incoming waveform from the antenna elements within the array [32]–[36]. With each different 

approach to determining the DoA of the signal comes a different strategy for localization, which 

includes usage of different estimators and different path planning strategies. Strategies range from 
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simply aiming to “home in on” the signal source to more greedy, information-theoretic trajectory 

planning methods [33], [34], [37], [38]. 

On the whole, due to the range of different techniques to generate the DoA measurement, it is 

difficult to make a sweeping statement on the accuracy as it can range from 10s of meters to 1000s 

of meters based on the specific implementation [22]. 

1.3 Previous Work 

The FAA’s first version of a system for localizing GNSS interference was comprised of fixed 

ground elements, mobile ground elements, and an airborne element, with the general strategy to 

get coarse localization form the airborne element and to refine the localization using a combination 

of the fixed and mobile ground elements [5]. Their airborne element, known as the Aircraft RFI 

Localization and Avoidance System (ARLAS), consisted of a small, manned aircraft with a patch 

GPS antenna on the roof. When the aircraft rolled, the hemispherical gain pattern atop the aircraft 

would “illuminate” the ground. If RFI was detected during the roll, it would imply the source was 

somewhere within the illuminated region. By performing a succession of rolling maneuvers, the 

interference source could be localized [39]. While capable of localizing an interference source, a 

solution like ARLAS is expensive because it requires a human pilot and time to mobilize and 

deploy. ARLAS also suffers from the coupling of the vehicle and sensor dynamics. In order to 

detect RFI, the aircraft had to roll, which alters the flight trajectory. This coupling can result in 

compromises between trajectory and sensing, leading to longer search times.  

While ARLAS is the main endeavor by the FAA to localize GNSS interference, the WiFi and 

wildlife tag tracking communities have both been involved in developing reliable and mobile 

methods of signal localization. Exploring the state of the art of Unmanned Aerial Vehicle (UAV) 

based methods began with the work by Gabe Hoffman at Stanford University in 2008 to develop a 

UAV capable of localizing an avalanche beacon [38]. While successful, Gabe’s work was limited 

in scope in the size of the world (a 9m x 9m area). Since then, there have been DoA based methods 

of localization starting with ground robots physically rotating a directional antenna and quickly 

moving to airborne platforms [32]–[34]. Airborne systems ranged from highly customized vehicles 

designed to constantly rotate to more off the shelf platforms employing a stop and rotate strategy 

to make DoA measurements [33], [34]. The wildlife radio tag community’s early efforts embraced 

the stop and rotate style modality, employing it on several different systems in New Zealand and 

the United States to demonstrate tracking and localization of different avian species [37], [40]–

[43]. However, all these methods are hampered by the speed, or really lack thereof, when it comes 
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to the stop and rotate modality taking 30 seconds [41] or even 45 seconds [37] to execute a rotation. 

Additionally, most of these methods have only been demonstrated to work within a small world, 

some even constrained within an indoor lab environment, which is certainly not the most 

representative of real-world environments. As a result, the research has gone in two directions: a 

first option was to simplify the sensor and rely on more complex path planning and estimation to 

leverage the vehicle’s maneuverability to localize a source [44], and the second option was to add 

a little complexity to the sensor and improve each of the elements in the localization chain. The 

work presented in this thesis focuses on the second option. 

1.4 Contributions 

This thesis presents the design, construction, and demonstration of an autonomous system capable 

of localizing an interference source in a time scale of minutes and hours instead of days and months 

it takes today. To achieve this end goal, an autonomous UAV was built comprised of a signal 

localization system and a GNSS denied navigation system to support 24/7 operations. 

 

Lightweight Sensing 

The first contribution of this thesis is directed at improvements of the core element in the signal 

localization pipeline – the sensor used. A UAV based system that can meet the needs for rapid 

deployment and autonomous operations requires a sensor that is lightweight (i.e. portable) and 

agnostic to the type of vehicle being used to increase the versatility of the sensor. Additionally, to 

support the rapid localization requirements, the sensor must be computationally lightweight and 

must operate quickly. To address these needs, the first contribution presented is the creation of a 

computationally and physically lightweight, electronically steered 3-element antenna array that 

provides high-rate RSS patterns onboard a Commercial Off-The-Shelf (COTS) UAV. 

 

Algorithm for Direction of Arrival Determination and Localization 

The second step in the chain of localization when using DoA measurements is the ability to robustly 

determine the DoA from an RSS pattern. The algorithm must be capable of performing on RSS 

patterns generated in real-world environments that contain the impact of reflected signals and other 

noise in the environment. The second contribution of this thesis presents the development of a 

robust algorithm for determining the DoA of a signal source from an RSS pattern: an algorithm 

termed Lobe Detection Based Direction of Arrival (LDB-DoA). LDB-DoA not only outperforms 

previous state-of-the-art methods in real-world environments but also provides a novel 
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parameterization of the underlying RSS pattern without the need for a calibration pattern. 

Additionally, LDB-DoA is agnostic to the number of signal sources in the environment, enabling 

its utilization for scenarios beyond the single interferer case where no other state-of-the-art method 

is capable of operating. These DoA measurements provide the necessary information to both the 

localization filter and the path planning strategy to successfully localize a signal source to within 

20m within the flight time of a UAV. 

 

Sensor Platform Development and Deployment 

The third contribution of this thesis demonstrates the real-world capabilities of this GNSS RFI 

localization system. Real-world operations include operating in both real-world environments and 

in real-world times. As a result, a navigation system capable of 24/7 operation based on infrared 

(IR) imagery was developed and demonstrated in both day and night conditions. This contribution 

also presents several demonstrations of the fully-functioning autonomous system combining the 

efforts of the phased array antenna and the direction of arrival determination algorithm to 

successfully localize a simulated interference signal in a semi-urban airport-like environment in 

both day and night conditions. The flight test platform enables the collection of measurements in 

real-world environments ranging from environments subject to commercial jamming to 

environments that simulate airport conditions. Furthermore, the test platform, utilizing IR-based 

navigation, enables the full demonstration of a signal localization mission in a GNSS denied 

environment using the three-element phased array antenna created in this thesis as the sensor along 

with the DoA algorithm developed in this thesis. 

1.5 Organization 

This thesis is broken down as follows. Chapter 2 presents some preliminaries to familiarize the 

reader with some of the core assumptions at play throughout the thesis along with presenting some 

of the fundamental hardware used for all the data collection. From there, Chapter 3 explores the 

first contribution of this thesis: the development of a lightweight 3-element phased array antenna 

capable of generating high-rate RSS patterns onboard a small COTS UAV. Chapter 4 presents the 

second contribution of this thesis: the Lobe Detection Based DoA (LDB-DoA) algorithm that is 

robust to real-world environmental noises and that outperforms state of the art DoA algorithms 

given an RSS pattern. Chapter 4 also presents the first of the real-world flight test data in 

demonstrating the full extent of the capabilities of the LDB-DoA algorithm developed as part of 

this thesis. The final contribution of this thesis is broken down into Chapter 5 and Chapter 6. 
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Chapter 5 presents the development of the system itself, including the IR based GNSS independent 

navigation system that enables 24/7 operations and the localization and path planning algorithms 

use onboard to localize an interference source. Additionally, simulation results are presented to 

demonstrate the theoretical capabilities of the system in a large-scale environment. The third 

contribution is completed in Chapter 6 with the presentation of a real-world, real-time 

demonstration of the full autonomous system operating without GNSS, leveraging the IR based 

navigation system to localize a signal source using the 3-element phased array sensor as the core 

sensor and the LDB-DoA algorithm as the algorithm to provide DoA measurements to the 

localization filter. Finally, Chapter 7 provides concluding remarks and parting words on this thesis 

and discusses a few directions for future research. 
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Chapter 2  

 

Preliminaries 

This chapter serves to present some necessary background and supporting information that is used 

throughout the rest of the thesis. Section 2.1 discusses fundamental information regarding the 

frequencies used throughout the testing as legal requirements limited the feasibility of using GNSS 

frequencies. Section 2.2 presents the types of interference for which the system is investigated to 

familiarize the reader with details on the typical interference threats that face GNSS today. Sections 

2.3 and 2.4 address the flight testing aspects of this thesis by presenting an overview of the 

experimental flight test platform used for data collection and demonstration along with the 

environments in which those flights were performed. Finally, Section 2.5 provides foundational 

background in antenna terminology used throughout the thesis. 

2.1 Frequency of Operation 

Throughout the introduction, the emphasis was placed on the localization of GNSS interference 

sources, which would presume sources in the L-band, for example at 1.575GHz where the most 

widely used GPS L1 signal sits. However, the critical nature of GNSS as explained in the 

introduction presents a unique difficulty in demonstrating and testing systems for localizing GNSS 

interference as one cannot “willy-nilly” set up a GNSS jammer for testing. Thankfully, outside of 

the specific geometry required in an antenna array discussed further in Chapter 3, the exact 

frequency of the target signal to localize does not impact the strategy or algorithms in any way. As 

a matter of fact, most of the algorithms presented in this thesis are frequency agnostic. Therefore, 

to enable faster-paced development, truly allowing for real-world results to shape the strategy and 
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algorithm, the antenna developed, and signal sources used are tuned for the 2.45GHz spectrum – a 

slice of spectrum for which rules and regulations are significantly more favorable for testing 

purposes. 

Throughout this thesis, nearly all results presented are results using systems tuned for 2.45GHz. 

However, there are a handful of results discussed from flight tests performed at White Sands 

Missile Range that used a real commercial GNSS that provided an understanding of the type of 

environment – in terms of the characteristics of the degradation and loss of GNSS – the system 

must be capable of operating in when it comes to truly localizing a GNSS interference source. 

2.2 Jammers 

The target frequency used throughout the testing may not be the same frequency as a true GNSS 

interference source, however, effort was made to ensure that the type of signal is still representative 

of a typical GNSS interference source. For that, the source used for testing is designed to mimic 

the characteristics of Personal Privacy Devices (PPDs) – arguably the most popular of the 

interference sources for GNSS systems. The large majority of PPDs employ a “chirp” signal 

structure, that is at any given moment in time the jammer is broadcasting a single tone, however, 

the frequency of that tone is swept through a frequency range, effectively jamming a larger 

bandwidth [45]. A typical PPD sweeps over a 10-20MHz wideband (𝐿1 ±  5 − 10𝑀𝐻𝑧) in a period 

of about 10 microseconds [45]. On the antenna side of things, a typical handheld PPD that can be 

purchased online comes equipped with a 2dBi omnidirectional dipole antenna. In terms of power, 

the most common power level found in PPDs online is 0.5 W per signal. 

To recreate this signal structure, a Universal Software Radio Peripheral (USRP) B210 Software 

Defined Receiver (SDR) was used to generate a signal with a bandwidth of 10MHz centered on 

2.45 GHz at a power level of 0.5W. A 2dBi omnidirectional dipole antenna is attached to the USRP 

B210 to complete the ensemble of mimicking a PPD. While this source is used for most of the 

results presented in this thesis, Edwards Air Force Base, the location of the final full system 

demonstration, did not allow the use of a custom-built transmitter as the signal source. Therefore, 

the final demonstration flights are performed with a commercially available video transmitter 

broadcasting a 1W signal at 2.45GHz with a bandwidth of 10MHz connected with a 2dBi 

omnidirectional dipole antenna. Bench testing of the antenna developed as part of the first 

contribution, discussed in more detail in Section 3.4, demonstrated that there was no significant 

difference between the antenna’s performance with the chirp style signal and the non-chirp style 

signal structure of the commercially available video transmitter. 
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Figure 2.1: Signal source used for flight testing on a tripod equipped with surveying equipment to 

localize the location of the signal source. 

 

To finalize the setup of the signal source, the transmitter, be it the USRP B210 or the video 

transmitter, is mounted on a platform, such as the one depicted in Figure 2.1, alongside a GNSS 

receiver set to survey the location of the signal source. During flight testing, the signal source is 

kept static for periods of at least half an hour at a time which enables, at worst, meter-level precision 

on the location of the signal source. 

2.3 Flight Test Platform 

A critical component of this thesis is the ability to collect data outside of a laboratory environment. 

As a result, this means that a flight test platform is required as the foundational element to carry 

the sensors, equipment, and final system for the work presented in this thesis. While Chapter 6 

provides a more detailed explanation of the implementation of the final system as part of the third 

contribution of this thesis, this section presents a brief overview to familiarize the reader for the 

platform used when discussing results based on flight test data. 

While many parts of the overall system is designed to be deployable on a wide range of different 

types of UAVs, for all the testing a multirotor style UAV is used as it is capable of operating in 

multiple different modalities – namely an ability to stop and rotate in place or hover in place to 

collect measurements over a long period of time – that are desired for collecting the best data. The 

vehicle itself is a DJI S1000 Spreading Wings octocopter, shown in Figure 2.2, that weighs 4.2kg 
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empty and has a total takeoff weight of up to 11kg that provides capabilities for nearly 7kg of 

payload. Designed for carrying movie quality camera equipment, the DJI S1000 is more than 

capable of carrying large amounts of research equipment in both the weight capacity and the space 

on the vehicle itself. In the example configuration in Figure 2.2 a directional antenna is seen 

mounted below the airframe – the standard mounting location for all antenna throughout this thesis 

– and a computer is mounted on the top platform – again the standard mounting location for any 

computer. Fully loaded the vehicle’s average flight time, weather conditions dependent, is about 

10 minutes, while the hover flight time is about 15 minutes. The vehicle is capable of forward flight 

of up to 20m/s of forward flight, however, most of the autonomous flights performed throughout 

this work limit the speed to 5m/s. 

 

Figure 2.2: Side view of DJI S1000 equipped with a directional antenna (bottom mounted) and 

companion computer (top-mounted). 

 

For the command and control of the vehicle, including providing autonomous capabilities, the 

vehicle is equipped with the Pixhawk autopilot, running the PX4 flight stack, a commonly used 

configuration for research applications [46]. Additionally, a companion computer is typically 

mounted alongside the autopilot to run the research systems within the Robot Operating System 

(ROS) framework [47]. While the Pixhawk autopilot is capable of fully autonomous operations 

alone, most flight testing occurred with the Pixhawk executing velocity commands generated by 
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the companion computer, allowing the systems onboard the companion computer to make the high-

level decisions throughout flight testing. To create the GNSS denied environment desired for 

testing and demonstration of the system, the Pixhawk allows for a software disabling of the use of 

GNSS by the control system. The position is still logged throughout the flight to serve as a “truth”, 

however, none of the control systems onboard the vehicle have access to that position information. 

2.4 Flight Test Locations 

Flight tests were performed at a variety of different locations. For completeness, this section 

provides a brief summary of each of the different flight test environments for which data is 

presented in this thesis. A summary of the conditions for each of the flight test locations is presented 

in Table 2.1. The variety of environments in which test flights were performed has enabled an 

unprecedented amount of information for the performance of this kind of system in the real-world. 

 

Table 2.1: Overview of conditions for each of the flight testing locations used. 

 Area (km2) Environment Time of Day 

Stanford University 0.10 Open sky day 

Camp Roberts 0.25 Open sky + semi-urban day 

White Sands Missile Range 0.47 Open sky night 

Edwards AFB 0.15 Semi-urban Day + night 

 

Stanford University 

One of the main flight test locations for which many RSS patterns are generated using both a 

physically rotated directional antenna and the 3-element phased array antenna is on Stanford 

University grounds. The test location is an area known as Coyote Hill that contains an open 

environment and a gentle rolling hill, depicted in Figure 2.3. All flight tests performed at this 

location was at 2.45GHz with the simulated chirp signal and with the video transmitter. Effectively 

this testing location was used to ensure that everything was working smoothly before doing larger 

tests at other locations. The IR camera was also tested at this location during daytime operations. 
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Figure 2.3: View of Stanford University flight testing location. 

 

Camp Roberts 

Camp Roberts was one of the earliest testing locations and was mainly used before flight testing at 

Stanford University was approved. It provided a much larger testing environment enabling longer 

range testing. It also provided two different environments: an open sky environment with rolling 

hills (Figure 2.4a), and a simulated urban environment populated with several multi-story buildings 

(Figure 2.4b). All the flights performed at Camp Roberts were with the physically rotated 

directional antenna tuned for the 2.45GHz spectrum. No work with either the 3-element beam-

steering antenna or the IR camera was performed here. 

 

 

Figure 2.4: DJI S1000 in (a) the hill environment at Camp Roberts and (b) the semi-urban 

environment at Camp Roberts. 

 

   

(a) (b) 
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White Sands Missile Range 

White Sands Missile Range (WSMR) is the only flight test location where the tests involved a real 

GNSS jammer. For these tests, the vehicle was equipped with a highly directional GPS antenna 

(seen below the UAV in Figure 2.5) and the physical stop and rotate modality was used for all the 

flights. This test location enabled understanding the effects of an off-the-shelf PPD on a UAV and 

the impact it has on the signal localization mission. While all testing at WSMR was performed at 

night, the IR camera was not used due to regulatory requirements. 

 

 

Figure 2.5: DJI S1000 at White Sands Missile Range at night with visual aids for pilot control. 

 

Edwards Air Force Base 

Edwards Air Force Base (AFB) is where all the full system tests took place. The environment 

presented a similar environment to what would be expected at an airport with mostly open space 

as seen in Figure 2.6. Due to legal requirements, the video transmitter was the source used for all 

the tests at this location. All the tests performed here included the use of both the IR camera and 

the 3-element phased array antenna. No tests were performed with the stop and rotate 
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implementation. In addition to Stanford University for validation testing, this is the only test 

location where the full flight stack was flown and tested to be able to demonstrate the capabilities 

of this system. A more detailed description of the environment and some of the more interesting 

features of the environment are discussed in Chapter 6 in the context of the demonstration of the 

system that is presented. 

 

 

Figure 2.6: DJI S1000 at Edwards AFB at sunset before taking off for flight testing 

2.5 Antenna Terminology 

To assist in understanding many of the plots and some of the terminology used related to antennas 

themselves, this section briefly describes some of the more important terms and properties of 

antennas. 

The gain pattern, or the antenna response, is the pattern of the antenna’s spatial response. This 

is typically provided by the manufacturer of the antenna and is typically determined through 

analysis in an anechoic chamber where the response of the antenna can be directly measured. 

However, it is also possible to determine an approximation of the response, or gain pattern, in 

simulation environments. An example gain pattern is shown in Figure 2.7, where the “slice” of the 

gain pattern in both the vertical and horizontal direction are shown. This can be interpreted as a 

spherical conical shape that “emanates” from the tip of the directional antenna depicted in Figure 

2.8 
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Figure 2.7: Example gain pattern from antenna manufacturer. 

 

 

Figure 2.8: Directional antenna for the gain pattern. 

 

When looking at a gain pattern, the pattern has a main “lobe” to it, which is a main beam 

element to the directional gain pattern. This lobe has a width, known as a beamwidth, that is defined 

by the width of the beam at the half power point in the lobe – the half power point being 3dB below 

the maximum value of the lobe. 

Without being in an anechoic chamber with a signal source with known properties, it is very 

difficult to recreate the actual gain pattern of the antenna. Instead, it is possible to create the 

Received Signal Strength (RSS) pattern, that is, a spatial representation of the measured response 

from the antenna itself. These RSS patterns are the foundational element from which the work in 

this thesis determines the direction of arrival to the signal and therefore enables the localization of 

the signal source. As RSS patterns are based on RSS measurements a final key parameter that helps 
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define an RSS pattern is the pattern density – the number of measurements that make up the RSS 

pattern. 

Pattern density is the number of RSS measurements per degree of the pattern – effectively the 

spatial density of the pattern. The higher the spatial density of a pattern, the more accurately the 

direction of arrival can be observed. The pattern rate is the rate at which RSS patterns can be 

generated by the sensor – this relates to the maximum rate that the system can provide bearing 

measurements needed for signal localization. The higher the pattern rate, the simpler the 

localization scheme, both the estimator and the path planner, can be. Beamwidth is the beamwidth 

of the main lobe of the antenna – it represents the directionality of the antenna. A smaller 

beamwidth results in a more accurate direction of arrival estimate. Sidelobe suppression is a 

measure of the difference in the RSS value between the main lobe and the side lobe of a pattern. 

Greater side lobe suppression – smaller sidelobes – reduces the amount of incorrect direction of 

arrival observations caused by sidelobes. These metrics are used to compare the performance of 

each of the methods to generate an RSS pattern. The beamwidth of an antenna is defined as the 

width, in degrees, between the two points 3dB below the maximum gain of the pattern. 
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Chapter 3  

 

Signal DoA Sensor for a UAV 

At the core of the system presented in this thesis is the spatial sensing of the signal strength of a 

broadcast signal to generate a Received Signal Strength (RSS) pattern. This chapter presents the 

first contribution of this thesis: the development of a 3-element phased array antenna capable of 

generating high rate RSS patterns. Section 3.1 presents related work in the domain of techniques 

for generating an RSS pattern and in the domain of the development of phased array techniques. 

To assist in the understanding of the development of the antenna, Section 3.2 provides a primer on 

phased array antenna theory. From that work, and from understanding the mission requirements of 

this system, Section 3.3 presents the specifics of the three-element phased array developed and 

presents the first contribution of this thesis. The next section provides an analysis of the 

performance of the antenna. 

3.1 Chasing the Perfect Sensor 

Before exploring the antenna array developed for the work in this thesis, a background of related 

work and other core sensing modalities that have been used for DoA based signal localization are 

provided. In particular, the focus of the work presented and discussed in this section relates to the 

sensor that is used as the building block to determine DoA. For background on actual DoA 

algorithms, explore the Related Work section of Chapter 4. 

The first, and “simplest” approach to DoA includes physically rotating a directional antenna to 

create a spatial representation of the received signal strength. For example, physically rotating an 

antenna with the manufacturer provided gain pattern in Figure 2.7 and measuring the signal strength 
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throughout the rotation results in the RSS pattern in Figure 3.1. Notice that the patterns look very 

similar, and the fidelity to which the RSS pattern matches the gain pattern of the function is a 

function both of the density of signal strength measurements made spatially and the relative polar 

angle of the incident signal [32], [48]. 

 

 

Figure 3.1: Nominal RSS pattern for the directional antenna. 

 

Physically rotating a directional antenna involves some level of mechanical complexity, but 

the computational simplicity makes it a very appealing approach to mobile platforms that may have 

limited compute power. For this reason, approaches that used physically rotating antennas were 

some of the first methods utilized for DoA determination on mobile robots. For example, on ground 

robots, such an antenna has been physically rotated with specialized servo motors [32], [49], [50]. 

However, these servo motors that enabled the antenna’s physical rotation have proven to be 

prohibitively costly in weight to be implemented on an airborne system. To further reduce the 

mechanical complexity and weight, [33] removed the dedicated servo for rotating the antenna and 

increase the mobility by developing a custom-built UAV that rotates as it flies to provide the 

rotation to the directional antenna onboard the UAV. A less custom solution was made in [34], 

where a standard Parrot drone’s control software was modified to continually rotate throughout the 

flight to provide the rotating platform. Stop and rotate approaches, where the UAV pauses its flight 

pattern to rotate, were later implemented by several works for wildlife tag tracking and, in parallel, 

in early efforts by the author of this thesis alongside Louis Dressel at Stanford University, to further 

simplify the complexity [37], [41], [51]. As another example of leveraging a vehicle’s dynamics in 

this regard, [52] uses a fixed-wing aircraft and uses the vehicle dynamics to move the sensor. To 

reduce the time to complete the necessary rotation, [49], [53] both employed a sensor system with 
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two and four sensors, respectively, to reduce the amount of rotation required by the system to enable 

a DoA measurement. 

The mechanical nature of these rotations induces major limitations to methods relying on the 

physical rotation of the antenna. The first drawback is the mechanical speed of the rotation. In all 

of these implementations, the rotation speed is slow and is the main limiting factor for the overall 

performance of the system [54]. In particular, slow rotation speed causes a significant portion of 

the flight time of a small UAV to be spent rotating to make a measurement.  The slow rotational 

speed introduces additional problems in detecting interference induced by a time-varying signal 

such as a signal that turns on and off periodically or varies its power over time. Such a signal may 

not be appropriately measured during a portion of a slow physical antenna rotation due to the signal 

power being low or off entirely. This can disrupt the generation of RSS patterns with high fidelity, 

as a resulting RSS pattern generated in this case may have missing signal strength measurements 

at certain angles, which can lead to determining an incorrect DoA. 

A second drawback is caused by the coupling of the vehicle’s motion to generate a 

measurement (the RSS pattern). Many other methods, such as those in [33], [34], [37], [52], require 

the UAV to maneuver in specialized ways in order to even collect a measurement. This necessitates 

that the localization mission must accommodate two different types of maneuvering: appropriate 

maneuvering for positioning of the UAV to collect the measurement, as well the additional required 

and specialized rotational maneuvering utilized by the UAV to actually capture the measurement. 

Rather than relying on the UAV’s motion as a whole to achieve both positioning and measurement 

collection, these two requirements can be decoupled by utilizing the UAV as merely a platform that 

carries the sensor. This decoupling can enable greater accuracy to be independently achieved by 

the UAV in its positioning and by the sensor in its measurement collection, enabling the UAV to 

execute the best mission possible. 

To avoid the cost of the stop and rotate modality, [55] uses a combination of a directional and 

an omnidirectional antenna, enabling an approximate DoA measurement to be made from a single 

measurement of signal strength. However, while this method significantly reduces the mechanical 

complexity and reduces the impact of time-varying effects, the resulting signal measurement can 

be inconclusive. In particular, the combined use of the directional and omnidirectional antenna can 

result in an ambiguity of the left/right side of the main lobe of the RSS pattern due to the symmetry 

in the gain pattern [55].  

The next class of methods shifts from a mechanical approach to an electrical approach. Using 

an antenna array and altering the phase and amplitude of the different elements within the array – 

creating a phased array antenna – opens a vast collection of work in the field of determining the 
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DoA of an incident signal. The simplest method, known as conventional beamforming, is built on 

the same principle as the physically rotated antenna, with one major difference: the rotation is 

performed by adjusting the phase difference between the elements within the array rather than via 

a physical rotation. As a result, the limit of the mechanical speed is substituted for the limit of 

computational speed, which is typically orders of magnitude faster [54]. 

While the conventional beamformer overcomes the greatest limitation of the physical rotation-

based method, researchers have continued to develop techniques using antenna arrays to develop a 

further class of techniques know as sub-space techniques. These techniques aim to adaptively 

change the phase and the amplitude of the incoming signals to optimally point the beam towards 

the signal while simultaneously working to reduce the overall noise in the system, resulting in very 

detailed peaks in the direction of the signal source. Using these methods, a 7-element phased array 

antenna was mounted onboard a container ship to localize interference sources near the Suez Canal 

[56]. It has further been demonstrated successfully on a vehicle-mounted solution [36]. However, 

this added performance comes at a steep cost of computational complexity. While a shipping 

container and minivan were suitable vehicles for integrating the hardware necessary to handle these 

computation requirements, the computational complexity renders these methods prohibitive for 

implementation via UAVs. [57]. 

As illustrated, none of the state-of-the-art solutions presented are suited to the rapid signal 

localization mission requirements put forth for this project, and a new solution is therefore required. 

Thus, the work discussed in this chapter introduces a novel sensor capable of overcoming the major 

shortcomings of existing approaches. In particular, a light-weight sensor that can be being carried 

on board a UAV and that is capable of generating RSS patterns at a variable rate to overcome the 

inherent weaknesses of a rotation-based modality to time-varying effects is presented. As the core 

element to a localization pipeline, ensuring a high enough rate of information for use by the 

localization algorithm further enables the use of tried and true, real-world tested, localization 

algorithms, which overcomes the potential weakness of a bespoke localization algorithm that has 

never seen real-world experience. 

3.2 Phased Array Theory 

This section serves to provide some of the necessary background on phased array antenna theory 

to be able to understand the antenna designed and developed as part of this thesis. An antenna array 

is an array of antenna elements configured in a specific geometry that results in improved 

performance over just a single element. For example, antenna arrays can be used to narrow the 
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beamwidth of a signal or increase the overall sensitivity of the system. Both antennas and antenna 

arrays are characterized by their response patterns or their gains patterns. For an antenna array, the 

response of an antenna array is given by  

𝐸(𝜃, 𝜙) = 𝑅(𝜃, 𝜙)𝐴𝐹. (3. 1) 

 

In this equation 𝐸(𝜃, 𝜙) is the resulting array response, 𝑅(𝜃, 𝜙) is the response of a single 

element of the array, assuming that each element is the same within the array, and 𝐴𝐹 is a term 

called the array factor. The array factor encompasses the effect of the geometry of the array and the 

weighting (e.g. the effect of inline elements such as phase shifters) on the array response itself and 

is given by 

𝐴𝐹 = ∑𝑤𝑖𝑒
𝑗𝒌∙𝒓𝒊

𝑁

𝑖

 , (3. 2) 

where 𝑤𝑖 is the weighting vector applied to the element, described later, and 𝒌 ⋅ 𝒓𝒊 represents 

the geometry of the antenna array with 

𝒌 =
2𝜋

𝜆
[sin(𝜃) cos(𝜙) sin(𝜃) sin(𝜙)], (3. 3) 

and 

𝒓𝒊 = [𝑥𝑖 𝑦𝑖], (3. 4) 

where 𝑥𝑖 and 𝑦𝑖 definite the position of the element within the array. 

From these equations, it is apparent that the response for an antenna array, with identical 

elements used within the array, is a function of three elements: the response of a single element, 

the weighting vector, and the geometry of the array. The effects of each of these three elements is 

made most clear when presented in the reverse order, building up from the geometry of the array 

through the weighting vector to the impact of the response of a single element. Therefore, the 

following sections provide more detailed information on the importance and necessary design 

considerations required for the “perfect” array. 

3.2.1 Array Geometry 

Antenna arrays largely fall into two categories of array geometries: linear arrays, where all the 

elements are in line, such as in Figure 3.2 (left), or planar arrays, where all the elements are laid 

out on a 2D surface, such as in Figure 3.2 (center) and (right) [58]. The arrangement of the antenna 

elements within the array not only changes the resulting response pattern but also changes the 

steerability of the antenna, as the weights are applied to the elements and therefore are affected by 
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the geometry. Therefore, the geometry of the array is the natural starting point for understanding 

the basics of antenna arrays. 
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Figure 3.2: Example element configurations for antenna arrays: (left) linear array, (center) 

rectangular grid planar array, and (right) hexagonal grid planar array. 

 

One of the main motivations for using an antenna array is to be able to have higher gain and 

narrower beamwidth (more directionality) than what a single element can provide because, when 

placed correctly, the array factor combines the effects of each element creating a narrower 

beamwidth [59]. Additionally, the actual configuration of the elements, say in a planar array, can 

change the resulting symmetry of the array gain pattern. For example, a layout such as shown in 

Figure 3.3 results in the gain pattern shown in Figure 3.4. Notice that with an array geometry that 

is not rotationally symmetric, the resulting gain pattern does not have rotational symmetry. 

 

 

Figure 3.3: Example element layout for a 3-element array on a rectangular grid. 
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Figure 3.4: Array response for 3-element array on a rectangular grid with (a) isometric view and 

(b) head-on view. 

 

The layout of the elements themselves within the classification of a planar array can differ from 

array to the next, resulting in different array responses. For example, there can be rectangular 

arrays, where the elements are laid out on a rectangular grid (Figure 3.2 (center)), triangular grid 

arrays, such as the hexagonal grid in Figure 3.2 (right), where the elements are laid out on a 

triangular lattice, or circular arrays, where the elements are laid out in a circular configuration. The 

packing efficiency of a triangular lattice, such as the hexagonal grid, has the best packing efficiency 

of any planar array geometry, making it a popular lattice used in arrays today [59], [60], [61]. For 

each of these array geometries, the key defining element is the spacing between the elements, or 

the inter-element spacing, in the x and y directions of the grid, 𝑑, with a scale of interest being on 

the order of the wavelength of the frequency of interest, 𝜆. This inter-element spacing also affects 

the characteristics of the antenna array gain pattern. With a spacing that is too large, as the array is 

steered, grating lobes will occur providing false positives, or clutter, in the resulting RSS pattern 

[58]. This inter-element spacing also affects the beamwidth and gain of the antenna array [58]. 

These effects are demonstrated in Figure 3.5 with Figure 3.5a showing the array factor for a spacing 

of half a wavelength, 𝑑 =
𝜆

2
, with a single narrow peak in the center and peaks again at ± 180°. If 

the spacing is increased to 𝑑 = 𝜆, such as in Figure 3.5c, the central peak is a lot narrower – that is 

the beamwidth has narrowed – however the secondary peak has moved to ±90°. These secondary 

peaks, known as grating lobes, result in undesired false positives if being used for an application 

such as determining DoA from the RSS pattern. Finally, if the elements are brought closer together, 

such as the 𝑑 =
𝜆

4
 spacing in Figure 3.5b, there are no grating lobes but the main beam widens. The 

  

(a) (b) 
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threshold for when grating lobes appear is at 𝑑 =
𝜆

2
, therefore, the typical chosen value for the 

spacing is 

𝑑 ≤
𝜆

2
. (3. 5) 

With setting 𝑑 =
𝜆

2
, the array can provide the narrowest beamwidth possible without grating 

lobes which makes this a commonly used choice for the inter-element spacing of an array [58]. 

 

 

Figure 3.5: Array factor for variable inter-element spacing for a uniform linear array with (a) half-

wavelength spacing, (b) quarter-wavelength spacing, and (c) one wavelength spacing. 

 

3.2.2 Weighting 

While the geometry defines the static component of an antenna array’s response, the weighting 

component can create a dynamic element of the antenna array’s response. Mathematically the 

 

(a) 

  

(b) (c) 
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weighting term is the 𝑤𝑖 in Equation 3.2, but, more intuitively, the weighting vector is a change of 

the amplitude and phase of the signal for each of the elements within the antenna. For example, 

adding a set of phase shifters in line with each antenna element – creating a phased array antenna 

– within the array allows the array gain pattern to be shaped as desired. The phase shifters apply a 

phase to the output from an element, creating a weight, which effectively “steers” the beam [61]. 

While the weights applied to each element steer the antenna, the physical limitations of what 

steering is possible is dictated by the array geometry. For example, for a linear array, phase shifters 

can be used to steer the beam in the azimuth direction as depicted in Figure 3.6. For a planar array, 

changing the phase of the elements can allow the antenna to be steered in both polar and azimuth 

angles as depicted in Figure 3.7 [61]. More generally, there is a set of closed-form equations that 

relate the desired steering angle to the necessary phase shifts. For a desired steered angle (𝜃𝑠, 𝜙𝑠) 

the weighting term is as follows, 

𝑤(𝜃𝑠, 𝜙𝑠)𝑖 = 𝑒𝑗𝜓𝑖  (3. 6) 

where 𝜓𝑖 is the phase shift that is a function of the desired steered angle and is given to be 

𝜓𝑖 =
2𝜋

𝜆
(𝑥𝑖 sin(𝜃𝑠) cos(𝜙𝑠) + 𝑦𝑖 sin(𝜃𝑠) sin(𝜙𝑠)). (3. 7) 

It can be seen here that the equations are very much non-linear and that introduces some 

challenges when it comes to calibrating a phased array antenna as it is important to ensure that there 

are no additional biases (of phase shifts) added to the signal due to the design of the antenna itself 

resulting in nonlinear distortion of the true steered angle. It can also be seen that using a weighting 

scheme like this allows precomputing the phase shifts for a given steering command since there is 

a direct relationship between steering command and phase shift. 

 

y

dx

x

az

 

Figure 3.6: Azimuth angle for the possible steering direction of a linear array. 
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Figure 3.7: Spherical coordinate system demonstrating the polar (𝜃) and azimuth (𝜙) angles that a 

planar array in the XY plane can be steered. 

 

There are many different strategies for calculating the weights to be applied to the system, but 

the focus of this thesis is a data-independent beamformer [62]. That means that the weighting is 

only the phase and can be pre-computed. Other methods, including adaptive beamforming, change 

the applied weights in real-time based on the incoming signal characteristics but require prohibitive 

amounts of computation making them impossible to be flown on a UAV [57]. 

3.2.3 Element Response 

With an understanding of the effects of the geometry and the weighting vector, the effects of the 

response of a single element can be understood. As seen in Equation 3.1, the array factor multiplies 

its effect to the element response itself, therefore the element response itself is important in the 

ability to steer different angles. For an illustrative example, Figure 3.8 shows, in blue, the array 

factor computed for a 7-element hexagonal grid phased array antenna steered to 80° and shows, in 

yellow, the element response. If the element was an isotropic element, meaning having a value of 

1 at all angles, the resulting response would be that of the array factor directly. However, Figure 

3.9 shows the result of that array factor applied to the patch element. Notice that the gain is 

significantly reduced, and the peak is not at 80° due to the element’s significantly reduced response 

near 80°. Here it is clear that as the beamwidth of a given element is reduced, the effect that the 

array factor can have on the resulting pattern is degraded as the weak response of each element on 

those extreme angles has a much greater impact than the increase in the response of the array factor. 

For this reason, antenna arrays typically are created with patch antennas as they provide some of 

the largest beamwidths of any antenna type. This physical limitation on the maximum polar angle 

that can be successfully steered is an important property when it comes to the design and operation 

of a phased array antenna.  
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Figure 3.8: Patch antenna element response (yellow) and array factor (blue) for a steering 

command to 80° for a 7-element hexagonal grid array. 

 

 

Figure 3.9: Response of antenna array steered to 80° with a patch antenna with a 60° beamwidth 

demonstrating the inability to steer to the desired angle due to the single element response. 
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3.3 The Antenna  

This section presents the first contribution of this thesis: the development of a computationally and 

physically lightweight electronically steered antenna that provides high rate RSS patterns onboard 

an off-the-shelf drone. This section focuses on applying the theoretical antenna array design 

elements specifically to design an antenna suited for the localization need of the system. 

Additionally, it discusses specifically how the antenna was built on a Printed Circuit Board (PCB) 

and calibrated to ensure proper operations. Finally, it presents an overview of the core command 

and control of the antenna that enables the high-rate measurements along with the ability to handle 

time-varying environmental effects. 

3.3.1 Design 

With one of the main goals of the antenna developed in this thesis being a small, lightweight 

antenna that can easily be flown on a UAV, the antenna developed contains only 3 elements – the 

fewest number of elements to be able to make a planar array and therefore steer the main beam in 

both polar and azimuth angles. Given the antenna only contains 3 elements, the rectangular grid is 

not a possible choice since, with only 3 elements, the result is a right triangle configuration. Figure 

3.4 shows the 3D response pattern for that configuration and it lacks symmetry making it an unideal 

configuration for the signal localization mission. However, hexagonal grid arrays, which are very 

popular due to their space efficiency and rotational symmetry, are typically found in 7-, 19-, etc. 

element sizes. Therefore, to create the 3-element configuration, the 3-element subset depicted in 

green in Figure 3.10 was selected [59]. 
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Figure 3.10: View of a 19- (blue), 7- (orange), and 3- (green) element array based on a hexagonal 

grid. 
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Figure 3.11: Layout of elements in 3-element phased array antenna with element numbering. 

 

Despite only using 3 elements, the inter-element spacing remains the same as what is typically 

found for a hexagonal grid array. The spacing of the elements for a hexagonal grid array in the X 

and Y directions, depicted in Figure 3.11, is 

𝑑𝑦 =
√3

2
𝑑𝑥 , (3. 8)  

𝑑𝑥 =
𝜆

2
. (3. 9) 

More specifically, using the numbering of the elements from Figure 3.11, the element positions 

for the 3-element version of the antenna are as follows, 

𝒓 = [

𝑟0
𝑟1
𝑟2

] =
1

4
𝜆 [

1 −√3

−1 −√3
0 0

] (3. 10) 
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For comparison, Figure 3.12 shows the 3D response pattern for the selected hexagonal grid 

layout. Note that in this case, the main beam has rotational symmetry which is desired when it 

comes to rotating the beam in an azimuth direction to generate a directional RSS pattern. 

Additionally, there is a desire to have a large beamwidth in the polar direction to make sure the 

antenna is equally sensitive to signals on the horizon and signals close to the vehicle to avoid missed 

detections due to orientation. 

 

 

Figure 3.12: (a) isometric and (b) head-on view of the array response for the 3-element antenna 

array with a hexagonal grid. 

 

Now that the geometry is set, defining the static component of the array factor, the next piece 

is to dive into the weighting array. Placing one of the elements (element 2) on the origin helps to 

simplify the weighting vector, and therefore the number of calculations required onboard the 

computer that runs the phased array antenna, as it results in that element to always have zero degrees 

of phase shift (i.e. 𝜓2 = 0). With this simplification made, the transformation from the spherical 

coordinates for the desired steering angles to the phase shifts can be simplified to the following set 

of equations [61]: 

𝝍(𝜽,𝝓) = [

𝜓0

𝜓1

𝜓2

] =

[
 
 
 
 −𝜋 sin(𝜃𝑠) (cos(𝜙𝑠) +

1

2
sin(𝜙𝑠))

𝜋 sin(𝜃𝑠) (−cos(𝜙𝑠) +
1

2
sin(𝜙𝑠))

0 ]
 
 
 
 

(3. 11) 

This selected geometry results in an antenna with rotational symmetry and a large beamwidth 

in both the polar and azimuth directions. Specifically, for a standard patch antenna with an 80° 

  

(a) (b) 
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beamwidth selected as the element, the theoretical beamwidth in each direction is 60° and 60°, 

respectively. 

The last element of the design is understanding the physical limitations that only having 3-

element poses on the steerability of the antenna. Figure 3.13 plots out the commanded polar angle 

(𝜃) and the theoretically possible polar angle (𝜃) given the geometry which demonstrates some of 

the limitations that need to be accounted for in this antenna; specifically, the fact that the maximum 

steerable polar angle is about 30°. The geometry, for the most part, does not affect the performance 

of the azimuth angle (𝜙), shown in Figure 3.13. Note that, despite these limitations, the beamwidth 

of 60° means that signals on the horizon are not greatly attenuated, making this an ideal 

configuration for the signal localization mission.  

 

 

Figure 3.13: Performance of the steering capabilities of the antenna with (a) an analysis of the 

ability to set 𝜙 and (b) the ability to set the 𝜃 based on measurement from a vector network 

analyzer. 

3.3.2 Schematic / Physical Implementation 

For the antenna to be able to measure the RSS value, the combined signal of all the elements must 

go to a power detector. Unfortunately, when building an antenna array, each of the elements cannot 

simply be directly connected to a power combiner; additional components are needed throughout 

the entire process to control the phases and ensure that the antenna is tuned to the desired frequency 

band – in this case, the 2.4GHz spectrum, as discussed in Chapter 2. Each antenna element passes 

through a set of different RF components placed on a Printed Circuit Board (PCB) to ensure the 

antenna is tuned to the proper frequency, is controllable, and combines the signal strengths from 

each element properly to be able to measure the RSS value for the commanded angle. The overall 

  

(a) (b) 
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schematic of the antenna is shown in Figure 3.14 and Figure 3.15. At a high level, each of the 

element traces is combined in a power combiner and combined completely into a power detector.  

 

 

Figure 3.14: Schematic of the 3-element phased array antenna. 

 

 

 

Figure 3.15: Detailed schematic of RF components for each antenna element within the 3-element 

phased array antenna. 

 

As detailed in Figure 3.15, the signal from each antenna element passes through three key 

components before being combined in the power combiners: a Surface Acoustic Wave (SAW) 

filter, a Low Noise Amplifier (LNA) and a phase shifter. The 15MHz wide SAW filter ensures that 

only signals within 15MHz of 2.45GHz, the frequency of interest, pass through the next stages of 

the antenna, removing out of band noise from affecting the readings of the power detector. For a 

GNSS version of this antenna, the SAW filter would be centered on the GPS L1 frequency where 

an interference device typically broadcasts [45]. The 20dB LNA boosts the power level of the 

incoming signal to increase the sensitivity, and therefore the operating range, of the antenna. The 

8-bit phase shifters provide the necessary control over the phase on the incoming signals to 

successfully steer the resulting beam in the desired two dimensions. Each 8-bit phase shifter breaks 

down the 360° of possible phase shifts into 256 discrete values, meaning that each phase shifter 

can impart a phase shift on the signal passing through it in step sizes of about 1.4° each. Each of 
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these three feeds are then combined in a set of power combiners – which effectively sum the signals 

from the three elements – before finally going to the RF power detector. The power detector simply 

measures the signal strength – or the amplitude – of the incoming signal, proving the core 

measurement to eventually get a bearing observation. 

In addition to the signal strength value, to create an RSS pattern, the commanded steering angle 

also needs to be known at the time the RSS measurement is made. To handle this, and to control 

the phase shifters themselves, the board also has an ST Microelectronics STM32L4 ARM Cortex 

microprocessor. This chip carries out all the math needed to calculate the required phase shifts, 

executes the phase shifts at the desired time intervals, and handles aligning a signal strength value 

with the commanded phase shift. The upcoming Command and Control section provides much 

more detail on the critical elements of the command and control used on the antenna to ensure rapid 

rotation and reliable operation of the antenna. 

One of the biggest challenges of building an RF system is that each element in the chain adds 

additional noise in both amplitude and phase that needs to be accounted for to ensure proper 

operation. Therefore, after the antenna array is assembled, it is important to calibrate the system, a 

process that is described in the following section. 

3.3.3 Calibration 

When placing the components on the PCB itself, careful consideration needed to be made to ensure 

the signal from each antenna element is affected similarly. However, even when being very careful 

with the design of the PCB, each path from an antenna element to the signal strength detector is not 

identical resulting in small biases between each antenna. While the design minimized possible 

sources for those biases, the biases still needed to be determined for accurate control of the antenna 

beam with the phase shifters. Those biases are a constant offset in the phase domain, so the 

equations for the steering of the antenna need to be modified as follows  

 

�̂� = [

�̂�0

�̂�1

�̂�2

] = [

𝜓1

𝜓2

𝜓3

] + [

𝑏0

𝑏1

𝑏2

] . (3. 12) 

The true phase shift applied, �̂�, to each of the antenna elements is the desired phase shift, 𝝍, 

plus the bias from the board itself that is different for each antenna element as a result of small 

differences in the construction of the board. Therefore, to make sure that the true phase shift is the 

desired phase shift, those biases, [

𝑏0

𝑏1

𝑏2

], need to be computed. 
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This bias, while constant in the phase shift domain, creates a non-linear effect in the spherical 

coordinate system for which the steering is defined in. To better understand the effects of this non-

linear transformation on the pointing angle, consider a constant board-level bias of 10° on a single 

antenna element (i.e. let 𝑏0 = 10°). The reverse transformation made from the phase shift values 

to the spherical coordinate results in a non-linear pointing error depicted in Figure 3.16. In this 

figure, when the bias is present (orange line) the error between the desired and resulting steering 

angle is a non-linear function of the desired steering angle. This results in matching a measured 

signal strength with an incorrect pointing angle, distorting the resulting gain pattern and causing 

errors in bearing observations. Because these effects are detrimental to being able to adequately 

steer the main beam where desired, it is important to calibrate the antenna itself by determining 

these board-level offsets.  

 

 

Figure 3.16: Example nonlinear effects of a board-level bias in the phase on a single element, 

showing the error between the desired steering angle (a) 𝜙 and (b) 𝜃 and the resulting steering 

angle with no bias (blue) and with the 10° bias present (orange). 

 

A vector network analyzer was used to measure the phase bias of the line for each of the antenna 

elements. A vector network analyzer generates a signal with a known phase and amplitude and 

connects to both ends of the path to analyze and when it receives the signal that was generated it 

determines the phase offset of the signal due to the path the signal took. By directly measuring this 

value, the equations for determining the necessary phase shifts to achieve a specific pointing angle 

can be adjusted to account for the bias terms in Equation 3.10 with their measured values. 

The second major component to calibrate on the antenna board is the power detector itself. The 

RF components for each antenna element used to combine the signals and to control the antenna 

array introduce white noise in both the amplitude and the phase of each signal. As a result, the 

controller on the antenna is designed to average over several samples to reduce the effects of the 

white noise on the signal strength readings. Figure 3.17 shows the standard deviation of the 
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measurements as the averaging window changes from having a window of a single sample to a 

window of 100 samples. From this collected data, it can be seen that a larger window size helps in 

reducing the effects of the noise induced by the board itself. 

 

 

Figure 3.17: Output of power detector with varying window sizes for averaging signal strength 

samples to handle white noise induced by the RF components on the phased array antenna PCB. 

 

3.3.4 Command and Control 

The STM32L4 microprocessor onboard the antenna is responsible for setting the desired phase of 

each phase shifter and of reading the value of the analog signal strength detector. In order to achieve 

the fastest speeds possible on the phased array platform, the computation costs were reduced as 

much as possible. Mathematical operations were reduced when possible to the minimum required 

by leveraging some pre-computed values to ensure that executing mathematical operations is not a 

limiting factor on the speed of rotation possible by the antenna. 

Unlike any other rotation-based method of generating an RSS pattern, the controller being 

responsible for both rotating the beam and measuring the signal strength values provides an 

unprecedented level of control over time. The diagram in Figure 3.18 helps to visualize the control 

that the microprocessor has on the system. The microprocessor on the phased array antenna has 

direct control of how often the antenna steps through the desired phase shifts. Therefore, the true 

inputs to the phased array antenna are the step size in the azimuth direction (controlling the density 
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of the signal strength measurements in the measured RSS pattern) and the time between steps – 

from here on referred to as the dwell-time – and the polar angle for the given rotation (this parameter 

has been deemed to not be too important due to the large beamwidth of the antenna) [63]. Given 

the fixed rate of operation of reading from the signal strength detector (at 1 MHz by using direct 

memory access capabilities of the microprocessor), the ability to control each of these parameters 

provides the antenna with an ability to handle temporal effects in the environment that no other 

rotation-based method is capable of handling. 

 

 

Figure 3.18: Diagram of the connectivity within the phased array antenna demonstrating the 

elements controlled by the microprocessor. 

 

The dwell-time parameter that is exposed within this phased array antenna provides a necessary 

variable to handle temporal effects. For example, take a pulse GNSS jammer – a jammer that 

periodically turns its signal on and off – that needs to be on for at least 40% of 1ms to be effective 

[64]. As a result, if the antenna is configured to only dwell for say 500ns per commanded angle, 

the duty cycle of the jammer results in RSS patterns with missing elements (as the signal source is 

off) as depicted in Figure 3.19 (a). However, if the dwell time is set to 1ms, then “noise” that results 

from the jammer duty cycle is no longer present as depicted in Figure 3.19 (b). 
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Figure 3.19: Example RSS patterns generated with a pulse jammer with a dwell time of (a) 0.5ms 

and (b) 1ms. 

 

The second major advantage of the antenna being able to electronically rotate is the fact that 

the azimuth angles of the specific RSS measurements are independent of external environmental 

effects. When the stop and rotate modalities are rotated by the UAV platform, the quality of the 

azimuth angles of the RSS measurements are a function of the control system onboard the UAV. 

This means that for the stop and rotate modalities, environmental factors such as wind, can affect 

the rotation rate of a multirotor UAV and results in varying performance of RSS pattern generation 

[48]. 

3.4 Performance 

There are several important metrics to evaluate to determine the performance of the phased array 

antenna designed and built in this chapter. Of most interest is the antenna’s ability to create 

directional RSS patterns from which a direction of arrival can be determined and that the process 

can happen very quickly. However, before assessing the ability to measure a DoA, the antenna’s 

ability to create reliable patterns must be assessed. Specifically, how well does the commanded 

angle match a given direction of arrival measure given the geometry of the antenna and the use of 

8-bit phase shifters that have a limited resolution. To evaluate the steering performance a vector 

network analyzer was used to determine the actual phase shift set given a commanded phase shift. 

From there, the second point of interest is to ensure that the patterns have directionality and 

that they are generated at a reasonably fast rate. This is all evaluated on a test platform that allowed 
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placing the antenna array in different configurations to a signal source allowing to test the antenna’s 

performance for a wide range of incident angles on the source. Additionally, the performance 

evaluation process ensures understanding the beamwidth and other parameters of the antenna. 

This section presents the results of those bench tests to analyze the “bare necessities” of the 

capabilities needed from this antenna. In later chapters, the antenna’s performance will be evaluated 

in a variety of different environments to further examine its capabilities of providing direction of 

arrival measurements at a suitably high rate onboard a UAS. 

3.4.1 Steering Performance 

Analyzing, and understanding, the steering performance of the antenna ensures minimizing sources 

of DoA errors due to the construction of the board and helps to properly characterize the expected 

performance to include that information into the filter. The phased array antenna board’s 

performance is driven by two key elements: the geometry and the phase shifters being used to 

control the phase of each of the elements. The geometry has been discussed at length in the previous 

section and won’t be discussed more since, at this point, the geometry can’t be changed. One of the 

purposes of this performance evaluation is understanding how well the board was built (the 

geometry was adhered to) and understanding the characterization of the build of the antenna itself. 

The phase shifters have been discussed briefly, but these performance results help to provide a 

better understanding of the impact the phase shifters have on the expected performance of the 

antenna’s true purpose – determining DoA to a signal source. 

On the board, the phase shifts are set using an 8-bit phase shifter. Each 8-bit phase shifter breaks 

down the 360° of possible phase shifts between each antenna element into 256 discrete values, 

limiting the achievable set of phase shifts and therefore limiting the exact steering angles the phased 

array antenna can achieve. The limitation is mostly dictated by the polar angle, with steering 

accuracy in azimuth degrading below a polar angle of 𝜃 = 10° and above a polar angle of 𝜃 = 65°, 

as shown in Figure 3.20a and Figure 3.20b. This is just due to the fact that, looking at Equation 

3.11 again, for small values of 𝜃, the value of the phase shift (𝜓) changes only a little even for large 

changes in 𝜙, and with the precision of the phase shifters being limited to about 1.4° between steps, 

the step size of the phase shifter is too coarse to achieve proper steering. 

Being able to understand and know the limitations allows the mission profile to be designed in 

the most successful possible way. It is important to note that none of these constraints make the 

mission impossible. 
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Figure 3.20: Performance of steerability as a function of the desired 𝜃 angle, the polar angle, in 

(a) the resulting error in 𝜙, the steered azimuth angle, and (b) the resulting error in 𝜃, the steered 

polar angle. 

 

3.4.2 Gain Pattern 

Being only a 3-element array, the resulting gain pattern of the antenna has a large main lobe 

beamwidth and can have large sidelobes compared to a highly directional antenna. When looking 

at an RSS pattern at a given steered polar angle, the antenna can result in three different possible 

patterns, depicted in Figure 3.21. This is a property of the antenna that can be leveraged by the 

estimator. 

Which of the three possible gains patterns created in a rotation is a function of the relative 

location of the antenna with respect to the signal source. If the antenna is overhead of the signal 

source, the directionality of the antenna is lost, resulting in very low directional RSS patterns such 

as the one in  Figure 3.21a. When not overhead of the signal source, the pattern generated is a 

function of the incident angle – the direction of arrival to – the signal source. The pattern can take 

on the shapes depicted in Figure 3.21b and Figure 3.21c, each having its own benefits and 

drawbacks. The pattern in Figure 3.21b has one main lobe and two small sidelobes with about 5dB 

of suppression. While the pattern in Figure 3.21c only has a single sidelobe in the back of the 

pattern but has less suppression of only 3dB. While the pattern in Figure 3.21c may be advantageous 

due to only having a single sidelobe, the increased suppression of Figure 3.21b can also be 

beneficial. As a result, development in future chapters focus on both types of patterns that 

demonstrate directionality. 
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Figure 3.21: Example of the three possible resulting RSS patterns from the 3-element phased 

array antenna with (a) a single unpronounced lobe, (b) a single strong lobe and two large side 

lobes, and (c) one main lobe and strong back lobe 

3.5 Conclusion 

This chapter presented the first contribution of this thesis: the design and development of a 

computationally lightweight three-element phased array antenna capable of COTS UAV based 

operations. Shifting from the physical rotation modality to an electronic rotation modality increased 

the rate of RSS pattern generation from 40 seconds to a mere 0.37 seconds, a near hundredfold 

improvement in speed, for an equally detailed RSS pattern generated. Additionally, the antenna’s 

command inputs of both angular step size and time means that the antenna is not just capable of 

setting a user-defined rotation rate but is also capable of being configured to adapt to time-based 
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environmental concerns, such as a pulsed jammer. Finally, the antenna provides a self-contained 

rotation scheme, meaning that the vehicle’s motion is no longer required for the generation of 

measurements (RSS patterns) resulting in the sensor being completely decoupled from the vehicle. 

This will allow the path planning scheme presented in Chapter 5 to focus on the best movement of 

the vehicle within the environment instead of having to factor in the cost of making an RSS 

measurement. 

 

 





 

49 

 

Chapter 4  

 

Algorithm for Determining DoA 

From a given RSS pattern, the next step in the process for successful localization of a signal source 

is turning that RSS pattern to a more usable measurement – the Direction of Arrival (DoA) of, or 

bearing to, the RFI source. To determine the DoA from an RSS pattern, this chapter presents the 

second contribution to this thesis: a robust algorithm capable of determining the DoA of a signal in 

real-world conditions that parameterizes the underlying RSS pattern in such a way that it provides 

an unprecedented level of information for an estimation algorithm. Section 4.1 provides a summary 

of previously developed methods for determining bearing from an RSS pattern and discusses the 

shortcomings of these methods when it comes to more real-world scenarios. Section 4.2 discusses 

the real-world effects that need to be handled by an algorithm that determines bearing from a given 

RSS pattern. Given the understanding of the shortcomings of existing DoA determination methods, 

Section 4.3 presents the second contribution of this thesis: a lobe-detection based DoA algorithm. 

Finally, the performance of the lobe-detection based DoA algorithm compared to existing methods 

is presented in Section 4.4 based on real-world flight test data collected in a variety of environments 

that simulate possible environments for which a system might be deployed. 

4.1 Related Work and Motivation 

Fundamental to a bearing only localization mission is the ability to determine the DoA of, or the 

bearing to, the signal source. The state of the art when it comes to determining DoA from an RSS 

pattern broadly falls into one of two categories: maximum value based methods and cross-
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correlation methods. For completeness, this section also covers some other more specialized 

methods that do not fall into either category. 

4.1.1 Maximum Value 

This first family of methods is by far the simplest of the methods described. As implied by the 

name, this family of methods simply takes the DoA to the signal source to be the azimuth direction 

for which the RSS pattern has a maximum value. The best example of the simplest approach is the 

parrot AR drone that continually rotated, where the magnetometer-based azimuth angle of the 

maximum value for a given rotation is directly used as the DoA [34]. In the case of the “maple seed 

drone”, due to a limited pattern density, the results of several rotations are combined together in a 

set of azimuth bins with the center of the maximum value bin being used as the DoA  [33]. In the 

flight tests of the maple seed UAS, across 2671 bearing estimates, 613 (or 22.9%) of the estimates 

are considered to be outliers (missed detections) [33]. For the parrot AR drone research, the 

specified missed detection rate (or probability of measuring an outlier) is 19% and the standard 

deviation of the estimate is 14° [34]. 

This maximum value method has been modified by several other researchers to fit their 

customized setups. For example, using multiple omnidirectional antennas and determining the DoA 

to be in the direction of the antenna that had the higher of the two RSS values in the direction that 

results in the highest RSS value [49]. A “happy medium” example is a rotating directional antenna 

that uses the same binned maximum value method, but instead of just taking the maximum value 

bin, it averages the azimuth angles of the set of bins above a given threshold [50]. 

While the maximum value method does not require a prior knowledge of the exact antenna 

pattern – it merely requires that the antenna is directional in nature – and fundamentally only 

requires a handful of measurements to return a result (albeit a possibly bad result) it is susceptible 

to missed detections in cases with environmental noise, weak maximum RSS value, antennas with 

large side lobes, or environments with multiple sources. This weakness is illustrated in Figure 4.1 

where an RSS pattern from the 3-element phased array antenna, with 2 large side lobes, results in 

the maximum value method returning an incorrect DoA value. This also highlights the second 

weakness of this method: the only piece of information returned is the DoA meaning there is no 

information for an estimation algorithm to use to determine the quality of the measurement. 
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Figure 4.1: Example RSS pattern and true DoA (red dashed line) with large side lobes resulting in 

an incorrect DoA by the maximum value method (orange line). 

 

4.1.2 Cross-Correlation 

The cross-correlation method compares the measured RSS pattern with a known “truth” pattern for 

the antenna. Cross-correlation has been used to determine bearing on a rotating robot in [32] and 

[37] with the following equation 

𝑐(𝛾) = (𝑅𝑛 ∗ 𝑅𝑡)[𝛾] = ∑ 𝑅𝑛(𝛼)𝑅𝑡(𝛼 + 𝛾)

360°

𝛼=0

. (4. 1) 

The truth pattern Rt is shifted by some angle γ. At every angle α in the measured pattern, the 

value of this shifted pattern is multiplied by the value of the normalized, measured pattern, Rn [32]. 

The cross-correlation coefficient c is the sum of all such products for a single shift γ and is 

computed for every possible shift γ. The shift yielding the highest cross-correlation coefficient is 

taken to be the DoA to the signal source. 

Using a known “truth” pattern resulted in better performance in [32], but does also result in a 

drawback of needing to know the “truth” pattern. To generate the “truth” pattern, one method is to 

put the antenna in an anechoic chamber to measure the RSS pattern in a nominal environment. 

Getting the “truth” pattern is not trivial with some researchers using the advertised gain pattern 

from the manufacturer and others attempting to generate their own in an anechoic chamber [32], 

[65]. Fundamentally, cross-correlation fundamentally relies on the RSS pattern resembling the 

calibration pattern, but as a result, it fails when that assumption no longer holds. 
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The cross-correlation method does have an added benefit of returning the maximum cross-

correlation value that can be used as an indicator of confidence in the measurement – at least for 

the case of a single signal source. In [32] the tests of the system resulted in 18% of the 

measurements being classified as missed detection using their integrity check based on the cross-

correlation value computed and the rest of the measurements have a standard deviation of 4.4° for 

a static signal source. 

However, the cross-correlation method does suffer a significant drawback: it requires the 

knowledge of a “truth” pattern and assumes that the measured pattern resembles the expected “true” 

pattern. In a real-world environment, this may work for patterns that do resemble the expected 

pattern, say when sufficiently close to the signal source such as in Figure 4.2a, but if the sensor is 

far away from the signal source, an RSS pattern can still be generated but it will no longer resemble 

the calibration pattern due to significant portions of the antenna’s gain not being great enough to 

receive the signal. The result of such a pattern, depicted in Figure 4.2b, can be distorted enough 

such that the cross-correlation method is unable to determine the signal strength as the pattern no 

longer resembles the true pattern (Figure 4.3). 

 

 

Figure 4.2: RSS patterns generated with a physically rotated directional antenna at (a) close to 

100m from source and at (b) the edge of the effective range of the directional antenna showing 

the true DoA (red dashed line) and cross-correlation computed DoA (orange line). 
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Figure 4.3: Nominal RSS pattern for the directional antenna. 

 

4.1.3 Other Methods 

Not all the methods fit exactly into those two families of algorithms due to the unique nature of the 

sensor or target signal source. Most of these more unique cases are cases where the signal being 

localization is a known signal (e.g. wildlife tracking tag) with known characteristics (e.g. known 

signal power, known signal structure – e.g. a pulsed signal –, etc) [41], [42]. 

Some methods are very specialized to their target signal type, for example tracking wildlife 

tags that have short audio pulses with multiple directional antennas allows determining the 

approximate DoA by banking the aircraft [43]. Yet another method is to go with more “old school” 

direction finding techniques which is the idea of homing in on the signal using the null from an 

antenna which results in needing a fairly complex flight path due to the fixed null direction on the 

plane [52]. Another fairly unique work that has a single element that changes its radiation pattern 

to do some low key beamforming, though only in a single direction [66]. 

4.2 Real-World Effects 

None of these state-of-the-art methods is anywhere near reliable enough for a real-world 

application. While they’ve demonstrated promising performance in a laboratory environment, 

when faced with challenging RSS patterns, each of the methods break down and are unable to cope 

with the information provided. Furthermore, both broad categories have made a critical assumption: 

the assumption that there is only a single source present in the environment. 
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Outside of the laboratory environment it is common for an RSS pattern to no longer resemble 

the expected theoretical pattern due to noise in the environment. Example RSS patterns generated 

in a real-world environment are shown in Figure 4.4. Figure 4.4a illustrates the effect that the 

distance to the signal source can have on the resulting RSS pattern from an antenna with the 

nominal pattern depicted in Figure 4.3. Figure 4.4b and Figure 4.4c illustrate RSS pattern created 

from measurements from a 3-element phased array antenna and measurements from very noisy 

environments, respectively. Given these are just a subset of example RSS patterns that can be found 

in real-world environments, it is imperative than an algorithm to determine the DoA of a signal can 

adequately handle these types of patterns. 

As is seen in the following sections, the DoA algorithm presented in this chapter is capable of 

overcoming these real-world challenges and is agnostic to the exact antenna making the 

measurement (provided it is a directional antenna) and agnostic to the number of sources in the 

environment, making it a considerably more robust algorithm for signal localization efforts in the 

real world. Furthermore, the algorithm presented parameterizes the underlying RSS pattern in such 

a way that it can be used as a more powerful integrity check than is even possible with the cross-

correlation method. Results are presented for the performance of the lobe-detection based DoA 

algorithm on a rotated directional antenna and the electronically steered antenna. This partially 

serves to demonstrate the versatility of the algorithm presented in this chapter and serves to 

demonstrate a more fair comparison of the methods. 

 

 

Figure 4.4: Example challenging RSS patterns from real-world environments with corresponding 

true DoA as the red dashed line: (a) at the edge of the range of the antenna, (b) with large side 

lobes, and (c) corrupted by environment noise (such as from reflections). 

   

(a) (b) (c) 
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4.3 Lobe Detection Based DoA 

Fundamentally, the other algorithms for DoA determination presented in Section 4.1 can be viewed 

as a very simple parameterization of an RSS pattern with just a single value, the perceived DoA to 

the signal source. The second contribution to this thesis – the Lobe Detection Based DoA algorithm 

(LDB-DoA) – instead parameterizes the RSS pattern by lobe – that is, this method looks for the 

lobes of the pattern and from there returns the beamwidth of each lobe present and the bearing that 

the lobe corresponds to. This parameterization not only provides better performance in determining 

the DoA of a signal, but it also provides additional information on the shape of the underlying RSS 

pattern to be used for integrity checks. This section describes the method in more detail. First, it 

presents the algorithm itself and then it presents some of the additional theoretical benefits that this 

algorithm provides. 

4.3.1 Algorithm 

This algorithm leverages the properties of a directional antenna that help support the definition of 

the beamwidth – that is the sharp roll-off that occurs at 3dB below the maximum gain of an antenna. 

Therefore, instead of needing a calibration pattern, this algorithm can simply find the location of 

those points where the lobe starts to drop off quickly. In doing so, the algorithm makes no 

assumptions on the number of lobes to look for, and therefore on the number of DoAs to return. 

Effectively the problem becomes a problem of finding where the lobes of the pattern are instead of 

simply trying to determine the DoA that the pattern is observing. 

The algorithm breaks down into the following 3 steps given an RSS pattern: 

1. Find the maximum RSS value within the RSS pattern (blue X in Figure 4.5); 

2. Find every point in the pattern that crosses the threshold value set to be 3dB below the 

maximum RSS value found in step 1 and save the corresponding 𝜃  value for the 

measurement (region bounded by orange Xs in Figure 4.5); 

3. For each pair of crossing points found in steps 2, compute the mean of the crossing 

points and save that value as the DoA (yellow pie slice in Figure 4.5). 

 

The result of the algorithm is that each RSS pattern is parameterized into a set of crossing 

points of 3dB below the maximum value of the RSS pattern and computed DoA value for each 

interpreted lobe in the pattern. These crossing points can also be used to compute the beamwidth 

of the lobe which is additional metadata that can be used for integrity checking of the underlying 

RSS pattern and is discussed further in the next section. 
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Figure 4.5: Example detailed view of the LDB-DoA algorithm depicting the maximum value 

point in the RSS pattern (blue x), the crossing points 3dB below the maximum value (orange x), 

and the resulting detected lobe (yellow pie slice) in addition to the true DoA (red dashed line). 

 

The unique aspect of this algorithm is the resulting parameterization of the RSS pattern. The 

fact that the entire RSS pattern is distilled down to the angle of the center of each lobe in the pattern 

(the DoA represented by each lobe) along with the beamwidth of the lobe itself. Looking at the 

comparative methods, the maximum value method distills the entire RSS pattern into a single value, 

the direction of the maximum value within the RSS pattern, and the cross-correlation method 

provides both the DoA along with the cross-correlation value that can be interpreted as a value of 

how closely the RSS pattern resembles the calibration pattern. However, of note, is the fact that 

both comparative methods are limited to assuming there is only a single DoA in the entire pattern. 

Furthermore, there is limited information about the overall shape of the RSS pattern that is returned. 

Effectively, the information is used to determine a DoA and not passed along, while the LDB-DoA 

method developed in this thesis retains information about the overall shape of the RSS pattern to 

be passed on to the localization algorithm. 

Figure 4.6 visually shows the resulting parameterization on three example patterns from 

different environments. For each figure, each of the lobes, as detected by the algorithm is 

highlighted with a cone to represent the lobe itself (given the crossings for the edges) and the solid 

line down the center of the cone represents the DoA for that lobe. When it comes to a pattern with 

multiple possible lobes, such as the one in Figure 4.6b, the algorithm correctly identifies that 
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multiple lobes exist within the pattern. On the extreme, in Figure 4.6c, the noise in the RSS pattern 

results in 6 different lobes to be identified. 

 

 

Figure 4.6: Result of the LDB-DoA algorithm on RSS patterns from challenging environments 

with (a) a pattern at long distance resulting in two detected lobes and therefore two possible DoA 

values, (b) a pattern with large sidelobes resulting in three detected lobes and three possible DoA 

values, and (c) a pattern corrupted by noise resulting in six detected lobes and six possible DoA 

values. 

 

 

 

(a) 

  

(b)     (c) 
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While these results can be directly used within an estimation framework, provided the 

framework has been appropriately tuned, the second component of this contribution – the integrity 

checks that become possible due to this parameterization of the RSS pattern – allows fine-tuning 

control of how observations are used within the estimation framework. This extra information 

returned by LDB-DoA (i.e. the shape and location of the lobes within the pattern) can be used for 

integrity checking of the validity of the underlying RSS pattern for a given DoA measurement and 

is discussed further in the next section. 

4.3.2 Integrity Checks 

The LDB-DoA method returns information that provides a general view of the overall shape of the 

underlying RSS pattern enabling the addition of a possible integrity check of the DoA measurement 

that can be based on a user-defined model of the antenna from which the RSS pattern is generated. 

The parameterization of the RSS pattern in the way described in the previous section additionally 

provides an avenue for being able to compute a level of confidence in both the estimator and the 

quality of the RSS pattern itself, providing more information than even the cross-correlation 

method. To compute a metric on the quality of the RSS pattern itself, some knowledge on the 

antenna properties are needed. Since this is the case, two different example integrity checks are 

described below: one for a physically rotated directional antenna and one for the 3-element phased 

array antenna. These are just example integrity checks that are possible, part of the real power of 

this algorithm’s parameterizing the RSS pattern in this way is that these examples are even possible. 

This is a piece that needs to be modified and customized for different applications, much in the 

same way that an estimator is typically tailored for a given situation. 

For a physically rotated directional antenna, an example simple integrity check assesses the 

number of lobes in the pattern and the beamwidth of those lobes. The underlying model for a simple 

directional antenna is that there should only be a single lobe present in the pattern. However, 

collected data has shown that there may be secondary lobes detected, but those secondary lobes 

always have a beamwidth less than 10°. Therefore, the integrity check ensures that there is either 

just a single lobe or that any side lobes are less than 10°. The performance of these integrity checks 

applied to real data sets is discussed further in the next section. 

For the 3-element phased array antenna, it is known that, for a single signal source, it takes on 

one of the three shapes shown in Figure 3.21. Therefore, the model used for the check is a little 

more complex but breaks down as follows: 
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• With 2 measured DoAs (and therefore 2 possible main lobes) the possible underlying 

RSS pattern is either the 2-lobe pattern (with lobes 180° apart) or the 3-lobe pattern 

(meaning the 2 lobes are +/- 120° apart). 

• With 3 measured DoAs the underlying pattern is most likely the 3-lobe pattern, 

meaning that the DoAs should maintain a spacing of 120°. 

Using this information, the resulting list of DoAs and beamwidths can be used to confirm that 

the pattern has indeed taken on one of those shapes. For example, Figure 4.7 demonstrates a pattern 

that has not followed those rules and therefore should not be used by the estimator as it is likely 

that the underlying pattern is corrupted by noise and therefore the DoA values are not reliable. 

As a result, different models can be used as desired within the localization filter to get the best 

performance possible by removing DoA measurements that come from potentially unreliable 

underlying RSS patterns. Furthermore, since measurements come at such a high rate, due to the 

rapid rotation speed of a phased array antenna, the entire system can tolerate the loss of DoA 

measurements allowing this integrity check to be tuned as desired. 

 

 

Figure 4.7: Example noise corrupted RSS pattern with multiple lobes detected in an impossible 

configuration for the known antenna characteristics. 
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4.4 Performance 

Before integrating this observation scheme into the localization scheme, it’s best to evaluate the 

performance of this algorithm compared to the state-of-the-art algorithms presented in Section 4.1 

in several different environments and configurations. In addition to providing a compelling 

comparison with the existing state of the art methods, this evaluation also provides much-needed 

information for the design of the localization filter. This section presents the results of the lobe-

detection based DoA algorithm presented in Section 4.3, an implementation of the maximum value 

algorithm in [33], and an implementation of the cross-correlation algorithm in [32] applied to RSS 

pattern generated by a directional antenna in a stop and rotate scheme and applied to RSS pattern 

generated by the three-element phased array antenna developed in Chapter 3. For both antenna 

types/strategies, the evaluation presented in the following sub-section is based on RSS patterns 

generated across a variety of different environments. The exact flight test days and location varied 

slightly between each antenna type and therefore additional details on the RSS pattern dataset used 

is presented in the following sub-sections. These two different types of strategies are analyzed in 

part to demonstrate the versatility of the DoA by lobe-detection algorithm and in part to provide a 

fair comparison against the methods presented in Section 4.1 as they were developed for a strategy 

of rotating a directional antenna. 

In addition to presenting the results for both the physically rotated directional antenna and the 

3-element phased array antenna, results are also presented for simulated results within a multi-

source environment. This additional section only provides results for the performance of the LDB-

DoA algorithm as none of the comparative methods can support an environment with multiple 

sources. These simulated results provide a unique perspective of the versatility of using the LDB-

DoA algorithm for localization missions in more complex environments than what was previously 

capable. 

4.4.1 Physical Rotation 

This first evaluation set provides the most direct comparison with previous methods for determining 

DoA from an RSS pattern as there is only a single signal source and the RSS pattern is generated 

with a physically rotated directional antenna. The RSS patterns are generated using a directional 

antenna and a stop and rotate strategy like that used in [37]. The dataset used for this comparison 

contains nearly 200 physical rotations from a 60° beamwidth directional antenna and a 30° 

beamwidth directional antenna. The rotations were performed at Camp Roberts (in both the open 

and semi-urban environments) with the 60° beamwidth directional antenna tuned for 2.45GHz and 
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White Sands Missile Range with the 30° beamwidth directional antenna tuned for 1.575GHz (GPS 

L1 frequency) at a range from the signal source varying from directly overhead to nearly 800m 

away distributed as shown in Figure 4.8. 

 

Figure 4.8: Histogram of the distance from the source for the dataset of RSS patterns generated 

by physical rotation. 

 

For every rotation in this data set, each method is applied to determine a DoA from each 

measured RSS pattern. This resulted in the overall bulk statistics shown in Table 4.1. This table 

shows the value of the standard deviation of the error, 𝜎𝑒𝑟𝑟𝑜𝑟, and the probability of a measurement 

being an outlier of that distribution,𝑃𝑜𝑢𝑡𝑙𝑖𝑒𝑟. This probability of a measurement being an outlier is 

the probability that the calculated DoA is two standard deviations outside of the expected 

distribution and is used to help classify the characteristics of the RSS pattern combined with the 

DoA method. 

 

Table 4.1: Results of performance of each DoA determination method on the physical rotation 

dataset showing both the standard deviation of the error, 𝜎𝑒𝑟𝑟𝑜𝑟, and the probability of an outlier 

measurement, 𝑃𝑜𝑢𝑡𝑙𝑖𝑒𝑟. 

Method σerror Poutlier 

Max Value 15° 0.08 

Cross Correlation 11° 0.10 

Lobe Detection Based DoA 12° 0.05 
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One of the key pieces of information gleaned from these extensive flight tests is the fact that 

all the methods break down when nearly directly overhead of the signal source and the RSS pattern 

has lost the directionality needed for these methods to work – that is when the measured RSS pattern 

resembles that of Figure 3.21a. Since the antenna is mounted at a fixed polar angle and is unable to 

rotate in the polar direction, when directly overhead of the signal source the directionality of the 

antenna is lost (at any given azimuth angle, the gain of the antenna is identical due to the geometry 

and the beamwidth of the antenna). Adjusting the results to reflect a possible flight strategy that 

attempts to avoid flying directly overhead of the signal source (for the 100m flight altitude used in 

these tests that distance was deemed to be 58m away horizontally from the source [48]) returns 

statistics in Table 4.2. 

 

Table 4.2: Results of performance of each DoA determination method after removing rotations 

from nearly directly overhead of the signal source. 

Method σerror Poutlier 

Max Value 15° 0.00 

Cross Correlation 11° 0.04 

Lobe Detection Based DoA 12° 0.00 

 

In this case, both the maximum value method and the LDB-DoA method did not have any 

significant outliers in the measurements – that is, both algorithms are able to accurately determine 

the signal DoA from all the RSS patterns. However, the cross-correlation method still fails 4% of 

the time. This 4% of the time are the patterns that are generated at a large distance from the signal 

source due to the fact that as the distance between the source and the vehicle increases, the shape 

of the RSS pattern degrades – that is, it no longer resembles the calibration pattern (or the expected 

RSS pattern shape from the true gain pattern). 

For the complete study, it is important to understand the ability to potentially remove that 4% 

of outliers from the cross-correlation method as the cross-correlation method allows an integrity 

check by using the cross-correlation coefficient. For this dataset, the integrity check presented in 

Section 4.3.2 for the LDB-DoA algorithm is used and the cross-correlation coefficient based 

integrity check from [32] is also used. The results of those integrity checks are seen in Figure 4.9 

and Figure 4.10. For the cross-correlation coefficient method, Figure 4.9 shows the computed 

coefficients for all the RSS patterns in the dataset with those considered as outliers circled in 

orange. The threshold used is the threshold value from [32] of 0.3. With that threshold value, while 

almost all the outliers are properly removed, so are 12% of the non-outlier measurements. 
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Figure 4.9: Effectiveness of using the cross-correlation coefficient as an integrity check of the 

measured DoA. 

 

For LDB-DoA, Figure 4.10 shows the computed integrity check value using the method 

presented in Section 4.3.2 for the directional antenna and the outliers are circled. Using a threshold 

of 0.9 results in all but one of the outliers being rejected and only 2% of the non-outlier 

measurement being rejected. 

 

 

Figure 4.10: Effectiveness of using the custom integrity check based on a model of the antenna. 
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The integrity check possible with the LDB-DoA algorithm greatly outperforms the integrity 

check using the cross-correlation coefficient in the sense that there are significantly fewer good 

measurements discarded which is detrimental to a localization approach using a physically rotated 

antenna due to the time cost of a rotation. Since the time cost of a rotation is so high, having to 

throw away a perfectly good measurement is a steep penalty. 

4.4.2 3-element Array 

A similar analysis is also performed with a dataset of over 2,000 RSS patterns generated by the 3-

element phased array antenna. For these results, RSS patterns were generated at Stanford University 

and Edwards Air Force Base at a range of distances from directly overhead to 250m away as 

depicted in Figure 4.11. In this case, the furthest distance is much lower than the furthest distance 

for the physical rotation case because the gain of the 3-element phased array antenna is a lot less 

than the gain of the directional antenna used in the previous section. Therefore, despite the smaller 

range, this dataset is composed of similar types of RSS patterns (i.e. there are degraded patterns in 

this dataset). 

 

Figure 4.11: Histogram of the distance from the source for the dataset of RSS patterns generated 

by the 3-element phased array antenna. 

 

For these results, is important to remember that the RSS pattern from this antenna can take on 

one of several different types of shapes based on the incident angle of the signal source. As a result, 

for the cross-correlation method, instead of using a specific one of the possible RSS patterns, the 

calibration pattern used was that of a single lobe which has been shown to perform well for irregular 
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RSS patterns [32]. Once again, the statistics on the performance of the different methods are shown 

in Table 4.3. 

 

Table 4.3: Results of performance of each DoA determination method on the 3-element phased 

array RSS patterns. 

Method σerror Poutlier 

Max Value 19.8° 0.28 

Cross Correlation 26.5° 0.33 

Lobe Detection Based DoA 19.0° 0.14 

 

Immediately, this table shows that across the board the standard deviation of the error on this 

antenna is larger than it was for the stop and rotate directional antenna presented in the previous 

section. This is a result of the beamwidth on the 3-element phased array antenna being larger than 

the beamwidth of the directional antenna, and, in general, the ability to determine the DoA is a 

function of the beamwidth of the antenna [32]. Additionally, the probability of an outlier has also 

increased, quite significantly in the case of the cross-correlation method, as a result of the multiple 

lobes that can be present in the RSS pattern. Looking at the results a little differently, Figure 4.12 

shows the distribution of the DoA error for each of the methods across the entire dataset. Of note 

is that the distributions for the cross-correlation method, CC, and the maximum value method, Max, 

exhibit fatter tails than the LDB-DoA distribution. Furthermore, the cross-correlation and 

maximum value distributions have a slight peak near the 180° error mark. 

The increase in the error out towards 180° is an artifact that both the maximum value and the 

cross-correlation methods inherently assume that there can only be a single lobe in the pattern – 

and therefore only a single source in the environment. In the example pattern in Figure 4.13, the 

dashed red line shows the true DoA, the dark red line shows the maximum value DoA, the blue 

line shows the cross-correlation DoA, and the purple and yellow lines show the lobe detection DoA 

values along with the beamwidth as determined by the algorithm. Since the maximum value and 

the cross-correlation methods assume only a single option, both have mistakenly identified the 

strong back-lobe as the true lobe. LDB-DoA, as it makes no assumption on the number of possible 

lobes, returns, in the case of the RSS pattern in Figure 4.13, two possible options for the DoA and 

as a result can significantly outperform the other two methods. 
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Figure 4.12: Distribution of DoA values measured using the cross-correlation (blue), the 

maximum value (red), and the LDB-DoA (yellow) method on the RSS patterns generated by the 

3-element phased array antenna. 

 

 

 

Figure 4.13: Example RSS pattern with large back lobe causing the cross-correlation (blue) and 

the maximum value (red) estimates to point in the wrong direction (true DoA is the dashed line) 

while the LDB-DoA algorithm presents two possible options. 

 

When multiple lobes are present, LDB-DoA can successfully determine the bearing for each 

of the lobes and provides a lot more information for a given measurement than the other methods. 

Additionally, since there is no assumption on the exact pattern shape (just the assumption that the 
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antenna gain pattern follows standard gain pattern laws for a directional antenna), it does not matter 

how much the pattern deteriorates from the theoretical pattern, LDB-DoA is still capable of 

providing an accurate bearing to the source. 

When it comes to using an integrity check with these patterns, the second check that is 

presented in Section 4.3.2 is used. For these patterns, the integrity check ends up being conservative 

with a lot of measurements discarded, but due to the much higher rate of RSS patterns, and therefore 

DoA measurements, the estimation algorithm (presented in Chapter 5) is still able to perform well. 

Once again, the cross-correlation method does have the computed cross-correlation coefficient that 

can be used for integrity checks. However, once the RSS pattern starts to have multiple lobes, the 

effectiveness of that coefficient is deteriorated and cannot be used directly. 

4.4.3 Multiple Sources 

The previous two sections compared the LDB-DoA method against the maximum value and cross-

correlation methods in single-source real-world environments. This section looks towards a 

completely different environment for which the maximum value and the cross-correlation methods 

are unusable – multiple sources. The dataset used throughout this sub-section contains RSS patterns 

generated in a simulated environment using models of the behavior of the phased array antenna. 

As a simulated environment is used, this dataset contains RSS patterns generated not only using 

the model of the 3-element phased array antenna but also models of a 7- and 19-element array. 

These larger arrays provide a unique context in understanding the possibilities of the LDB-DoA 

algorithm in more complex environments. This helps to illustrate some of the changes in RSS 

pattern characteristics that are driven by the size of the antenna array. Looking at the RSS patterns 

for each of the 3-, 7- and 19-element arrays in Figure 4.14, it can be seen that as the number of 

elements in the pattern increases (array gets larger) the beamwidth narrows and the sidelobe 

suppression increases. These characteristics can be very desirable when exploring environments 

with multiple signals, hence the comparison against these larger antennas. As the number of 

elements increases from 3- to 19-elements, the beamwidth of the main beam narrows from 60° to 

20° and the maximum gain of the antenna increases by almost 8dB. Additionally, as the number of 

elements increases, the sidelobe suppression – the difference between the main lobe and the large 

side lobe – also increases. For example, the sidelobe suppression for the 19-element array is 18dB 

while the sidelobe suppression is only about 5dB for the 3-element array. Three different sizes are 

depicted to illustrate that moving from the 3-element to the 7-element array nets a much bigger 

change in performance than moving from the 7-element to the 19-element array (namely the 7-

element array’s side lobe suppression is 15dB and provides 3dB higher gain). This potentially 
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motivates the desire for moving from a 3-element to a 7-element array, but the move all the way to 

19-elements may be unnecessary in most cases. 

 

 

Figure 4.14: Theoretical gain pattern of unsteered (a) 3-, (b) 7-, and (c) 19-element arrays 

 

Multiple sources in an environment, using an RSS pattern based approach for DoA, has more 

challenges than just the fact that there can be multiple DoAs. The two key additional challenges 

are the fact that side lobes of an antenna gain pattern can distort the RSS pattern in such a way that 

 

(a) 

  

(b)     (c) 
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the RSS pattern does not point in the true source direction and the fact that the beamwidth of the 

antenna gain pattern can result in multiple sources to not be identifiable as the resulting RSS pattern 

blends the result of the multiple signals into a single lobe. For all the patterns, the exact same LDB-

DoA algorithm is used to further demonstrate the versatility of this algorithm. 

The large side lobes of the 3-element phased array antenna can have large effects on the 

resulting RSS pattern when multiple interference sources are present, creating biases in the lobe 

directions depending on the incident angle of the source, 𝜙𝑠𝑜𝑢𝑟𝑐𝑒. This effect is illustrated in Figure 

4.15a which shows the resulting RSS pattern from having two interference sources at (𝜙𝑠1, 𝜙𝑠2) =

(0°, 90°). Due to the large side lobes for the 3-element array, the resulting lobes in the pattern does 

not point at (�̂�𝑠1, �̂�𝑠2) = (0°, 90°), but rather at (�̂�𝑠1, �̂�𝑠2) = (45°, 120°). This distortion based 

bias needs to be resolved either through using models of the theoretical antenna performance or 

larger arrays. While the bias is large for some incident angles, the 3-element array can also return 

an RSS pattern with no bias illustrated in Figure 4.15b when the sources are incident at 

(𝜙𝑠1, 𝜙𝑠2) = (90°, 270°). 

 

 

Figure 4.15: Simulated RSS patterns for the 3-element phased array antenna with sources at (a) 
(𝜙𝑠1, 𝜙𝑠2) = (0°, 90°) and (b) (𝜙𝑠1, 𝜙𝑠2) = (90°, 270°) demonstrating the distortion effect due 

to large side lobes. 

 

As mentioned, one approach to reduce the distortion due to the side lobes is to use an array 

with a larger number of elements. Returning to the situation with 2 sources at (𝜙𝑠1, 𝜙𝑠2) =

(0°, 90°), the resulting pattern for the 7- and 19-element arrays are depicted in Figure 4.16. The 

  

(a) (b) 
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sidelobe suppression of the 7-element array is already enough to remove all bias. The 19-element 

array, having a much smaller beamwidth, creates a set of even more defined lobes pointed in the 

direction of the sources and does not have any significantly large side lobes. 

 

 

Figure 4.16: Simulated RSS patterns for two sources at (𝜙𝑠1, 𝜙𝑠2) = (0°, 90°) for array sizes of 

(a) 7-elements and (b) 19-elements. 

 

The RSS pattern from an array can also result in biases when the sources are angularly close to 

each other. Specifically, when (𝜙𝑠1 − 𝜙𝑠2) < 2𝐵𝑊, where 𝜙𝑠1 and 𝜙𝑠2 are the incident angles of 

the two sources in the 𝜙 direction and 𝐵𝑊 is the beamwidth of the steered antenna. When the 

sources are that close to each other and have the same power level, the main lobe blends together, 

resulting in one larger main lobe pointed about halfway between the two sources. Figure 4.17 

illustrates this case for (𝜙𝑠1, 𝜙𝑠2) = (0°, 40°) for the (a) 3-, (b) 7-, and (c) 19-element arrays. The 

40° angular separation is less than 2𝐵𝑊 for all three arrays so all the arrays have distorted main 

lobes with a central peak around 20°. 

To evaluate the effectiveness and abilities of the different antenna array sizes, a 3km*3km 

world is simulated with two different sets of source locations (discussed separately in Source Set 

A and Source Set B). The metrics used for comparison are the ability to resolve a bearing to each 

single source, the number of clutter measurements, and the error of the bearing measurement due 

to the bias of the antenna. For this evaluation, a DoA is associated with a source if the error was 

less than 20°. In each simulation, the sources have the same power levels (1W) and the same 

  

(a) (b) 

 



4.4  PERFORMANCE 

 

71 

antenna gain (2dBi). The only losses accounted for in the simulation are freespace path losses. A 

theoretical model of each the 3-, 7- and 19-element array is rotated at 50 meters intervals over the 

entire world. For each position, the antenna is held at a constant altitude of 100 meters and the 

antenna is steered to 𝜃𝑠𝑡𝑒𝑒𝑟 = 60 ° and 𝜙𝑠𝑡𝑒𝑒𝑟 = [0, 360] in one-degree intervals. 

 

 

Figure 4.17: RSS patterns for (a) 3-element, (b) 7-element, and (c) 19-element arrays with 

sources at (ϕ1, ϕ2) = (0°, 40°) 

 

The following presents the results for two different environmental conditions: source set A 

contains two sources placed at -400m and 400m from the origin along the East axis and source set 

B contains two sources placed at -200m and 200m from the origin along the East axis. The 

placement is such that, for source set A, the signal source goes out of range of the antenna before 

 

(a) 

     

(b)     (c) 
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the second condition of obscurity occurs – where (𝜙𝑠1 − 𝜙𝑠2) < 2𝐵𝑊 – and for source set B the 

sources are still in range of the antenna when that second condition of obscurity occurs. 

4.4.3.1 Source Set A 

Figure 4.18 illustrates the results for the 3-element array. Figure 4.18a shows the visibility of each 

source from each location; Figure 4.18b shows the number of clutter observations, or bearing 

measurements associated with neither source (i.e. a side lobe large enough to be detected as the 

main lobe); Figure 4.18c and Figure 4.18d show the bearing error in the extracted bearing as a result 

of a bias in the pattern. Immediately it can be seen that the 3-element antenna results in cluttered 

measurements due to the very large side lobes of the RSS pattern. Nearly 40% of the positions 

where the 3-element antenna was capable of detecting one of the signal sources resulted in a pattern 

with more than one detected lobe. Furthermore, those large side lobes also cause biases in the 

bearing results which are depicted in Figure 4.18c and Figure 4.18d. These biases result in errors 

that are up to 15° before the source becomes out of range of the sensor. Another notable result is 

the fact that the overlapping region does not maintain a circular shape that would be expected since 

the only loss considered is the freespace path loss. This is as a result of the fact that as one signal 

source becomes strong enough, the lobe to the weaker signal drops below the 3dB threshold of the 

maximum signal strength received causing it to not be detected, illustrated in Figure 4.19. In this 

example, only the larger lobe is selected as a possible bearing and the smaller lobe is missed. The 

second notable result is the interesting pattern in the clutter due to the distortion of the pattern is 

very similar to the pattern seen in the Source Set A results. This again just accentuates the difference 

in the RSS pattern given the incident angle of the source with some directions resulting in larger 

side lobes than others. This eventually can potentially be integrated into the flight controller to 

rotate the antenna in such a way that the signal source is incident on the antenna in a direction that 

minimizes clutter. 
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Figure 4.18: Bearing simulation results for a 3-element antenna with 2 interference sources at (0, 

-400m) and (0, 400m) showing: (a) the ability to observe a bearing to each source, (b) the number 

of bearing observations categorized as clutter, and (c) and (d) the observed bearing error for each 

source 
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Figure 4.19: Example simulated RSS pattern with two sources such that the power difference 

between the two results in only one signal being detected by the LDB-DoA algorithm. 

 

The same results for the 7-element array are shown in Figure 4.20. For the 7-element array, 

there are no clutter measurements at any location on the grid. The 7-element side lobe suppression 

is much greater than that for the 3-element array resulting in much smaller side lobes in the created 

RSS patterns leading to the significant reduction in the number of clutter measurements. Looking 

back to the requirements for a localization algorithm and the challenges of data association, 

increasing the array size from 3 to 7 can greatly affect the overall performance due to the reduced 

amount of clutter. The smaller side lobes also reduce the distortion of the pattern and bias in the 

bearing measurements such that the worst-case error in the RSS patterns bearings is less than 5°. 

However, it can also be seen that the region of overlap, where both sources can be seen, is also 

significantly reduced. Since the 7-element array has a higher gain than the 3-element array, the 

range to the source before the weaker signal is no longer detectable is reduced, resulting in fewer 

measurement locations that can provide information to both sources. Finally, as expected, the 

higher gain of the 7-element array results in a larger range of visibility of each of the sources. 
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Figure 4.20: Bearing simulation results for a 7-element antenna with 2 interference sources at (0, 

-400m) and (0, 400m) showing: (a) the ability to observe a bearing to each source, (b) the number 

of bearing observations categorized as clutter, and (c) and (d) the observed bearing error for each 

source 
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Figure 4.21: Visibility of each signal source using a 19-element phased array antenna. 

 

The 19-element array maintains very similar error performance as the 7-element array with the 

main difference being the additional range provided due to the higher gain, seen in Figure 4.21, 

showing the visible signals from the antenna. There is also a continued reduction in the central area 

for which both sources can be detected within the RSS pattern using the LDB-DoA algorithm. 

 

4.4.3.2 Source Set B 

Looking at the results for the 3-element array in Figure 4.22, the effects of the angular proximity 

of the sources is apparent in the visibility plot for each source (Figure 4.22a) as there is a region in 

the center that previously had overlapping measurements that is now marked in gray and only seen 

in the clutter. The gray marking indicates that a DoA was computed but did not meet the error 

threshold for association and therefore is not considered to associate with either source and is only 

clutter. For these simulations, a bearing error of greater than 20° was considered to not be associated 

with the source, which is why those measurements now appear in clutter and not in the visibility 

plot. An RSS pattern in this region looks similar to the RSS pattern depicted in  Figure 4.23 where 

the main lobe is stretched and the bearing is estimated to be the midpoint of the two different 

sources. Finally of note is the much larger errors in the calculated DoA due to the strong distortion 

that results from angularly close sources. 
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Figure 4.22: Bearing simulation results for a 3-element antenna with 2 interference sources at (0, 

-200m) and (0, 200m) showing: (a) the ability to observe a bearing to each source, (b) the number 

of bearing observations categorized as clutter, and (c) and (d) the observed bearing error for each 

source 
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Figure 4.23: Example simulated RSS pattern demonstrating two sources with an angular 

separation of less than 2𝐵𝑊 resulting on the LDB-DoA algorithm to only detect a single lobe. 

 

For the 7-element array, Figure 4.24, this source configuration does result in some clutter 

measurements due to the region that is affected by the sources being angularly close to each other. 

However, that region affected by the angular proximity is much smaller than the region for the 3-

element array due to the narrower beamwidth and ability to support a smaller minimum angular 

separation. Just like with the 3-element array, there is an increase in the bearing error caused by the 

angular proximity in the sources. Once again, the 19-element array has a very similar performance 

as the 7-element array, with a much larger field of view, as depicted in Figure 4.25. 

In the end, there are two main sources of possible bearing error: first due to biases of the pattern 

due to large side lobes, and second due to sources that are angularly close to each other. While the 

first source of error is controllable by increasing the number of elements to a 7-element array 

instead of a 3-element array, the second source of error is not controllable at the sensor level. 

However, knowing the existence of this error source can help inform the path planning algorithm 

to fly in the best trajectory possible to reduce the potential of this situation occurring. 
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Figure 4.24: Bearing simulation results for a 7-element antenna with 2 interference sources at (0, 

-200m) and (0, 200m) showing: (a) the ability to observe a bearing to each source, (b) the number 

of bearing observations categorized as clutter, and (c) and (d) the observed bearing error for each 

source 
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Figure 4.25: Visibility of two sources with the 19-element phased array antenna. 

 

4.5 Conclusion 

This chapter presented the second contribution of this thesis: the development of LDB-DoA, a 

robust algorithm to determine DoA from an RSS pattern. The algorithm presented proved to 

outperform existing methods of DoA determination for both a physically rotated directional 

antenna and the 3-element phased array antenna in a wide variety of environments. Furthermore, 

the algorithm does not require a calibration pattern, or really any more information than the fact 

that the pattern was generated by a directional antenna. The unique parameterization that results 

from this algorithm means that the entire RSS pattern is not merely reduced to a single value (such 

as the max value method) or just a simple tuple that makes assumptions on the measured pattern 

maintaining the shape of the expected pattern (the cross-correlation method), but rather it captures 

the information on the lobes of the pattern and therefore the underlying shape of the pattern along 

with a DoA observation. This representation enables the use of integrity checks based on a user-

defined model of the antenna that does not impact the LDB-DoA algorithm’s performance or 

behavior on the system, unlike the cross-correlation method that inherently assumes a model of the 

antenna in order to be able to determine a DoA from an RSS pattern. 

The LDB-DoA method has also been shown to successfully extract bearing information from 

RSS patterns due to multiple RFI sources and the performance of several array sizes has been 

characterized and evaluated. The simulation results presented are the first step in being able to make 
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an informed decision on the localization algorithm to use and the path planning method to use. 

Understanding the sensor is key to being able to get the best performance out of the sensor and get 

the best estimates of the RFI sources at the lowest cost (time to localization). 

Comparing the results of the three different antenna sizes, summarized in Table 4.4, some 

conclusions of the combined performance of the LDB-DoA method and each array size can be 

made. Overall the largest design tradeoff that needs to be made is the tradeoff between array size 

(weight and power) and small biases/low clutter. Using the 3-element array, the localization 

algorithm needs to be very robust to clutter and a good model of the sensor should be used to 

account for the biases that are present based on the source locations. While some biases can be 

addressed by cleverly choosing the flight path (e.g. flying in such a way to maintain a signal at a 

specific incident angle), some of the errors will need to be accounted for in the localization 

algorithm. Using a 7-element array comes at a cost of size, weight, but provides significant 

reduction of clutter and bias errors and partially reduces the “no-fly area” that would result in the 

sources being too angularly close to each other. The 19-element array does not provide a significant 

enough advantage over the 7-element array in these metrics to be worth the significant additional 

monetary and weight costs. 

 

Table 4.4: Summary of key results from 2-source simulations for each array size 

 Max 

Bearing Bias 

(far) 

Max 

Bearing Bias 

(close) 

Min 

Source Angular Distance 
Clutter 

3-element 15° 20° 150° High 

7-element 5° 20° 70° Low 

19-element 4° 20° 30° Low 
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Chapter 5  

 

Sensing Platform Development 

This chapter presents the first part of the final contribution of this thesis: the design and 

development of a flight test platform capable of 24/7 operations – the Jammer Acquisition with 

GPS Exploration and Reconnaissance (JAGER) platform. One of the major benefits of this flight 

test platform is its ability to provide real-world data and results to present throughout this thesis (as 

was seen in the previous chapters). 

Section 5.1 provides a detailed description of the complete system design to autonomously 

complete the signal localization mission. From there, Section 5.2 discusses the details of the IR 

based navigation system and puts it in the scope of the state-of-the-art when it comes to navigating 

in a GNSS denied environment. Section 5.3 then presents the complete localization system with a 

focus on the estimator used to localize the signal source and the path planner/concept of operation 

for the complete autonomous flight to execute the desired mission. Section 5.4 presents the 

simulated performance of the complete system in a large-scale environment. Finally, Section 5.5 

provides some concluding words on the design and construction of the entire system. 

5.1 JAGER System Overview 

This prototype-level system, JAGER, is designed to demonstrate an end-to-end solution for a 

system that can be easily deployed in an airport environment to rapidly localize the source of GNSS 

interference. From takeoff to landing, the system must be able to autonomously operate without 

user intervention to localize the signal source using a navigation system that operates independently 

of GNSS. This means that the localization system must be capable of estimating the location of the 
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signal source given the series of DoA measurements, executing a desired trajectory for localization, 

and determining the signal source is deemed as “found” within the desired performance limits of 

the system. 

JAGER includes two core custom sub-systems: the localization system responsible for 

localizing the signal source, and the navigation system responsible for enabling 24/7 operations in 

GNSS denied environments. Each of these custom systems is described separately, however, as 

depicted in Figure 5.1, these sub-systems work together to accomplish the mission, and must be 

able to operate with a limited amount of computation capability that is available on a UAV. In this 

case, these sub-systems were integrated utilizing an Intel Core-i3 Compute Stick that would be 

capable of being flown on much smaller UAVs than the DJI S1000 used in this research. JAGER 

also includes an off-the-shelf autopilot system responsible for executing the desired command and 

control for the vehicle in addition to these custom sub-systems. 

Autopilot
(Pixhawk)

Optical Flow

Phased Array 
Antenna

RFI 
Localization

GSF

IR Camera
(FLIR Boson)

Path Planner

Vehicle State 
Estimator

1D LIDAR

 

Figure 5.1: Schematic of full JAGER system. 

 

The localization system revolves around the 3-element phased array antenna described in 

Chapter 3 and the Lobe Detection Based Direction of Arrival (LDB-DoA) algorithm described in 

Chapter 4. The final two pieces of the localization system, described in further detail in Section 5.3, 

are the estimator – responsible for estimating the location of the signal source – and the path planner 

– responsible for determining the vehicle’s trajectory in real-time to best localize the signal source. 
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The LDB-DoA algorithm described in Chapter 4 is applied to the RSS pattern created by the 3-

element phased array antenna of Chapter 3 to create the DoA measurements for the estimator to 

estimate the location of the signal source. These estimates are used by the path planner, along with 

the current estimate of JAGER’s position determined by the navigation system, to compute the 

desired velocity vector that results in JAGER’s curved trajectory around the signal source. This 

desired velocity vector is then sent as a command to the Pixhawk autopilot, which handles the 

actual control of the drone, to actualize the flight path determined by the path planner.  

Critical to the success of such a system is the ability to operate in a GNSS denied environment. 

While some domains are quite familiar with the challenge of operating without GNSS, such as 

underwater applications that have never had the benefit of GNSS, UAVs, and ground vehicles have 

often taken GNSS for granted as a core sensor in navigation systems. However, for this specific 

application, since the signal source of interest is a GNSS interference device, the luxury of using 

GNSS for navigation cannot be assumed. 

This thesis, therefore, presents a GNSS independent navigation system, which is built around 

a gimbal-stabilized infrared (IR) camera to perform monocular visual odometry using optical flow 

– described in more detail in Section 5.2 – that is capable of operating in both daytime and nighttime 

environments. The optical flow computed from the IR imagery feeds directly into the Pixhawk 

autopilot, due to limitations of the PX4 firmware not being able to operate without either optical 

flow or a GNSS position, and into an internal estimator described in Section 5.2.2 that provides 

position information for both the estimator and the path planning portions of the localization 

system. 

The autopilot used for the full system implementation is the same as the autopilot used during 

data collection flights presented in Chapter 2. The only difference is that the autopilot, for the 

complete JAGER system, utilizes velocity commands generated by the path planning system as the 

core command to be executed in flight. 

5.2 Navigating in a GNSS Denied Environment 

The first JAGER sub-system described in detail is the GNSS independent navigation system. The 

first sub-section presents a perspective on the world of GNSS independent navigation today along 

with related works using IR imagery for navigation. From there, the second sub-section presents 

the final algorithm implemented onboard the JAGER system to navigate in a GNSS denied 

environment using IR imagery from a gimbal-stabilized camera. Finally, the last sub-section 

presents a small sample of real-world flight test data on the performance of the optical flow 
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system’s capability of measuring the velocity from the IR imagery. A more detailed analysis of the 

complete performance of the system in simulation is presented in Section 5.4 and an analysis of the 

performance of the system in real-world flights is presented in Chapter 6. 

5.2.1 Related Work and Motivation 

Researchers have been interested in the problem of GNSS independent navigation to handle a 

variety of environments for which GNSS is naturally impossible to receive. These environments 

include underwater environments and even urban centers where GNSS can be unreliable due to the 

urban canyon effects with a variety of different approaches [67]. Some research leverages the many 

signals of opportunity that exist in the terrestrial environment today including cell towers [68], 

television station radio signals [69], and even other satellites in orbit around Earth that broadcast a 

known signal structure [70]. However, such systems that merely rely on other types of broadcasted 

signals are still susceptible to interference, especially from a particularly nefarious attacker. 

A group of more “self-centered” approaches to GNSS independent navigation relies on sensors 

such as cameras, light detection and ranging (LIDAR) sensors, inertial navigation systems (INS), 

and the like. However, many of these approaches have significant drawbacks. For example, an INS 

based approach tends to have prohibitive levels of drift over time or can be prohibitively expensive 

[67]. As another example, LIDAR based methods have a high computation cost requiring extensive 

computation resources which is problematic for real-time applications, especially onboard small 

UAVs [67]. Cameras, on the other hand, have proved to be a versatile sensor capable of a wide 

range of performance depending on how the imagery is used (e.g. with simultaneous localization 

and mapping – SLAM – where the imagery is used to build a map of the environment and localize 

the vehicle within that map or visual odometry) [67]. Using cameras to perform visual odometry 

(VO) provides a reasonable balance for complexity, cost, and performance needed, making it a 

compelling solution for a low cost, yet reliable, approach for GNSS independent navigation [71]. 

A camera-based method is therefore used to accomplish GNSS independent navigation in this 

thesis, and prior VO work is thus discussed in more detail in this sub-section. 

VO is designed to recover the position of the vehicle incrementally by using the most recent 

information to update the position of the vehicle based on the distance traveled between the last 

known measurements. VO techniques themselves break down into two main categories: stereo VO 

and monocular VO. Quite simply, stereo VO leverages two synchronized cameras pointed in the 

same direction to resolve the depth of features within the image (much like human vision), while 

monocular VO uses only a single camera and therefore tends to be a cheaper and lighter solution 

with the added complexity requiring that the depth (or scale) ambiguity be resolved [72]. Stereo 
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VO requires more calibration than monocular VO and requires stringent synchronization between 

the cameras, resulting in a potential for larger errors over time if either of those conditions fails 

[73]. Despite the added challenge of the scale ambiguity, monocular VO has been a popular 

technique employed on anything from underwater robots [74] to ground robots to UAVs [67], [73] 

with position errors on the order of 1-5% of the distance traveled [67]. However, this heavily 

researched domain has been limited to the use of cameras that work in the visible spectrum, making 

them ideal for many common applications, but are inherently incapable of working during 

nighttime environments. 

 

 

Figure 5.2: Images1 captured from the same location at Edwards Air Force Base at 11 pm with (a) 

a regular camera and (b) an IR camera. 

 

Expanding the operating window of vision-based methods to nighttime operations turns the 

attention towards leveraging the capabilities of infrared (IR) cameras to be able to “see” at night, 

as illustrated in Figure 5.2. While it may seem that working with IR images is nothing more than 

dealing with grayscale images, IR cameras and the imagery itself poses several critical challenges 

when it comes to adapting existing VO methods due to the fact that the camera is fundamentally 

sensitive to the temperature of the objects in view. As a result, the first uses of IR cameras for 

GNSS independent navigation used the IR imagery as a secondary sensor to augment regular vision 

camera imagery and other onboard sensors [75], [76]. 

The first challenge posed by IR cameras is their calibration. Common calibration techniques 

for cameras rely on the use of either a black and white chessboard pattern or a specialized pattern 

 
1 DISTRIBUTION STATEMENT A. Approved for public release; Distribution is unlimited 412TW-PA-

19478 
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with colored circles. While these patterns work well for cameras sensitive to color, in the infrared 

domain, the entirety of a sheet of paper looks the same, resulting in the need to adapt existing 

patterns to be seen in infrared through the use of specialized metal versions of the patterns as in 

[77] or by creating a temperature difference between the squares of the chessboard on the paper 

using a heat lamp, as done in this thesis. IR cameras are already notoriously difficult to calibrate 

due to traditional calibration methods (colored circles or the chessboard pattern) being geared 

towards color or grayscale cameras that are sensitive to color, not temperature – basically to an IR 

camera, all traditional calibration methods look alike to the camera (a blank sheet of paper) [77]. 

 

 

Figure 5.3: IR camera pictures2 from (a) 11 pm and (b) 9 am showing the difference in color 

intensity based on time of day and heat of objects. 

 

The second challenge is the fact that an IR camera measures the temperature of objects in view, 

and, over time, objects’ temperatures change. As the temperature of the environment changes, so 

does the resulting intensity in the image. For a concrete example, Figure 5.3a and Figure 5.3b show 

an overhead view of two aircraft on the taxiway at Edwards Air Force Base at 11 pm and 8 am, 

respectively. Notice how the concrete taxiway has drastically changed intensity and the aircraft in 

the bottom left of each frame also has drastically changed intensity. This change of intensity can 

be equated to lighting changes that are known to be a challenge for VO based methods [73]. As a 

result, there is a more limited time scale – on the order of minutes – for which feature matching of 

existing feature sets works best for IR imagery [78]. This means that attempting to do loop closure, 

as is done with Simultaneous Localization and Mapping (SLAM) based methods by using the built 
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map of the environment, from the beginning to the end of even a fairly short 10-minute flight may 

not be possible due to the degradation in the quality of the features due to temperatures changes in 

the environment [78]. 

The third and final challenge posed by IR cameras is the fact that the temperature of the sensor 

itself changes over time. As the sensor’s temperature changes, the camera needs to recalibrate via 

a process that is known as a nonlinear uniformity correction (NUC) of a flat field correction (FFC) 

that can change the intensity of the pixels within the images before and after the calibration. 

Furthermore, this calibration, on a camera such as the FLIR Boson, can take up to a second, during 

which time no information comes from the camera [79]. Before and after a NUC the intensity of 

an image can change drastically, which again poses a challenge to SLAM based methods that rely 

on building a map of the environment and recognizing when a vehicle has returned to a known 

position in the map for loop closure [72]. 

As a result of these challenges, using IR imagery by itself for navigation has only just begun to 

be explored. In 2015, [77] used a forward-facing stereo IR setup on a UAV to perform stereo visual 

odometry in both daytime and nighttime environments with a position error of about 1% of the 

distance traveled. To overcome the NUC outage period, this work thermally calibrated both 

cameras extensively to disable the camera’s standard recalibration procedure and instead used the 

calibrated information to allow the cameras to continuously operate [77]. In addition to the complex 

calibration required for this approach, the cameras used were time-synchronized with GPS, making 

this a difficult approach to apply in a GNSS denied environment. In 2016, moving to a simpler 

scheme of monocular VO, [80] performed monocular VO with a forward-facing IR camera 

mounted on a ground robot. To handle the scale ambiguity, [80] developed a road estimation 

algorithm to detect the road within the imagery to aid in resolving the scale ambiguity. The second 

contribution of [80] is the development of a simpler approach to the NUC challenge. Instead of 

disabling the default NUC and extensively calibrating the camera, the authors decided to manually 

trigger a NUC based on a custom optimization algorithm that attempts to balance the need for 

recalibration based on image quality and the dynamics of the vehicle such that the resulting outage 

has minimal impact on the position estimation. Combining these efforts resulted in a position error 

of about 8% of the distance traveled in both daytime and nighttime environments [80]. 

The work presented in the following sub-section aimed at continuing to extend the application 

of IR imagery for GNSS independent navigation to monocular VO performed onboard a UAV. 

Additionally, the system developed is designed to reduce the reliance on extensive thermal 

calibration of the camera or the need to manually trigger NUC events by streamlining the process 

and allowing the camera to operate as designed to provide the best information possible. 
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5.2.2 IR Monocular Visual Odometry 

The GNSS independent navigation system onboard JAGER performs monocular VO with a 

gimbal-stabilized, downward-facing IR camera. In addition to the IR camera, the system employs 

a 1D LIDAR mounted alongside the camera to provide precise height above ground measurements 

to resolve the scale ambiguity challenge faced by monocular VO. 

The VO process flow, depicted in Figure 5.4, is broken down into two major steps after each 

image taken by the camera is stamped with the height information captured via the LIDAR. The 

first step includes employing an optical flow process, which is a common building block to 

implement VO, and includes effectively measuring the velocity of the vehicle using a series of IR 

images as optical flow measurements. The second step includes estimating the state of the vehicle 

(e.g. position and velocity) given these optical flow measurements.  

One of the biggest challenges of monocular VO is scale ambiguity. Scale ambiguity can be 

resolved by using a 1D LIDAR to provide a precise measurement of the distance from the camera 

to the ground. However, this strategy includes generating a single distance measurement, 

corresponding to the distance of the ground plane at the center of the corresponding image captured 

by the IR camera. Thus, the integrity of these distance measurements breaks down when the ground 

plane captured in an IR image is at varying distances from the vehicle, as inappropriate distance 

measurement may be assigned to features. For example, this variation in the ground plane distance 

can be caused by uneven terrain. As another example, this can also be caused by the banking of the 

camera itself, as images taken by a camera that is not pointed directly at the ground will capture 

features of the ground plane at different distances from the vehicle in different portions of the image 

frame. The latter case is especially prevalent in systems that utilize a fixed camera whose 

orientation relative to the ground is dependent on vehicle dynamics. To ensure the camera is pointed 

directly down toward the ground plane to eliminate the variation in ground plane distances caused 

by camera banking, regardless of attitude motions of the vehicle itself, mechanical stabilization of 

the camera is implemented onboard JAGER via a gimbal stabilizer. This mechanical stabilization 

also presents the additional advantage of effectively removing noise (specifically attitude-based 

noise) that would otherwise need to be accounted for in estimation. 
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Figure 5.4: Pipeline for IR images to optical flow to the final state estimate of the EKF onboard 

the JAGER system. 

 

The first step, employing the optical flow process, is broken down into several sub-steps. A 

Shi-Tomasi corner detector is applied to each image to extract a set of up to 500 features to be 

tracked using Lucas-Kanade optical flow. This feature extraction step is one of the most 

computationally intensive steps and, given the need to often extract new features, the threshold of 

500 features was determined to be an appropriate balance between computation cost and 

performance in flight testing. Both the feature extraction and the optical flow are implemented 

using the OpenCV library [81]. The feature detection is implemented with ‘goodFeaturesToTrack’ 

which implements a Shi-Tomasi corner detector [82], and the optical flow is implemented with 

‘calcOpticalFlowPyrLK’ which implements an iterative Lucas-Kanade optical flow with pyramids 

[81].  The computed flow field at this point is still in the camera frame and needs to be converted 

to the body frame of the vehicle by accounting for lens properties of the camera (camera correction) 

and the height above the ground measurement stamped to the image. Unfortunately, not all features 

are perfectly matched resulting in the optical flow field to have outliers that are then removed. 

Because optical flow can use a bundle of tracked features across multiple sequential images to 
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improve performance, the rate that optical flow velocities are generated and fed into the estimation 

algorithm is reduced to 10 Hz from the original 30 Hz rate in which the images are captured. 

Finally, these velocity measurements are processed via an Extended Kalman Filter (EKF) that 

estimates the 2D position and 2D velocity of the UAV. The altitude is held accurately with a 

combination of the onboard barometer and LIDAR and therefore is not estimated. The EKF uses 

the optical flow determined velocity as a measurement and uses a constant velocity motion model 

in the prediction step to generate these estimates. 

To adapt the system to the IR imagery, two key changes are made to traditional VO solutions: 

first, the time scale between new features being found within a frame is significantly reduced, and 

second, additional safeguards are put in place to detect a sensor recalibration and overcome the loss 

of information during that time period. For the system developed for JAGER, features are never 

tracked for more than 3 frames to ensure that the change in intensity within the frame does not 

greatly affect the ability to track the images. This high rate of new feature detection does limit the 

system to using only 500 Shi-Tomasi features to still allow for constant operation of the camera at 

nearly 30Hz. 

With this breakdown, the analysis can be simplified to determining how well the optical flow 

system can measure the velocity of the vehicle in flight given the IR imagery. Flight tests performed 

on Stanford University campus provide an example of two extremes of the system’s performance. 

 

 

Figure 5.5: IR image captured at Stanford University (a) without the detected features and (b) 

with the detected features. 

 

The grassy environment at the Stanford University test site provided features distributed 

throughout the image in the IR domain as illustrated in Figure 5.5. Consequently, for the test flight 

pattern shown in Figure 5.6a, these IR images resulted in good optical flow performance. For the 
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full test flight, shown in Figure 5.6a, the measured velocity can be seen in Figure 5.6b. Throughout 

the entire flight, the optical flow was capable of measuring the vehicle velocity utilizing the features 

extracted from the IR images, resulting in an ability to model the measurement noise as a Gaussian 

with zero mean and a standard deviation of 0.7m/s. 

 

 

Figure 5.6: Flight test results of IR optical flow with (a) the flight path flown and (b) the true and 

optical flow velocities throughout the flight for a commanded speed of 5m/s during each straight 

segment with pauses at each vertex of the flight path. 

 

 

Figure 5.7: Performance of optical flow based navigation system with (a) GNSS (blue) and 

estimated (red) flight path and (b) 2D position error between the estimated and GNSS position 

throughout the flight. 
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For the same flight, the EKF was run using only the velocity measurements and a known initial 

position of the vehicle. Running the EKF resulted in the estimated position displayed as the red 

track in Figure 5.7a, next to the true position in the blue track. As expected, the estimated position 

does drift over the time of the flight. The 2D position error throughout the flight, calculated based 

on comparing the estimated position to the GPS position, can be seen in Figure 5.7b. Once again, 

a general drift trend can be noticed, though it is obscured by several large jumps in the error. These 

jumps are a result of the constant velocity assumption in the motion model that breaks down at each 

of the corners of the flight pattern, sometimes resulting in smaller errors, other times resulting in 

larger errors. Overall, for the duration of the 7.5-minute flight, JAGER flew a total distance of 

1.8km and maintained a constant velocity of 5m/s through each of the straight sections of the flight. 

Throughout this flight, the largest error was ~9m, with the final position error being ~8m, or 0.4% 

of distance traveled. 

On the other end of the spectrum of performance, the same monocular VO pipeline was used 

on a 9Hz FLIR Vue Pro IR camera during nighttime operations at Edwards Air Force Base in 2017 

[83]. In this case, the optical flow’s capability of measuring the velocity throughout the flight 

resulted in a standard deviation of the error of ~1.5 m/s in each velocity component and can be seen 

in Figure 5.8. As a result, the performance of the pose estimation degraded and resulted in a position 

drift of about 6% of the distance traveled, as depicted in Figure 5.9. Given this range of possible 

performance seen during the flight testing, Section 5.4, further explores the impact of the optical 

flow performance as part of the complete localization mission. 

 

 

Figure 5.8: Performance of the optical flow system showing the GPS (“true”), measured, and 

EKF estimated velocity in the (a) North and (b) East directions during a night flight at Edwards 

Air Force Base using a 9Hz FLIR Vue Pro camera. 
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Figure 5.9: Performance of flight at night at Edwards Air Force Base using a 9Hz FLIR Vue Pro 

camera with (a) the GPS and the estimated flight path and (b) the estimated position error as a 

function of the distance traveled. 

 

The challenge posed by the recalibration process, the NUC, of the FLIR Boson camera is 

handled with the assistance of the path planning system described in the next section. The FLIR 

Boson camera provides information for when a NUC is about to be performed and can thus be used 

to adjust the flight path of the vehicle for the corresponding outage period if desired. However, 

JAGER is capable of flying anywhere in the environment, provided the flight altitude is high 

enough, and therefore constraints can be made on the entire flight path to ensure that the trajectory 

remains smooth even during NUC outage periods. Therefore, no major changes in direction of the 

system that would result in unexpectedly large errors in the position estimate of the system during 

the period of the outage of the imaging information are employed in JAGER’s flight path. Indeed, 

it was determined in the flight testing of the system that with the curved approach employed by the 

path planning system, discussed in more detail in the next section, the need to readjust the flight 

path was not necessary, at least on the scales evaluated in flight testing. 

5.3 Localizing the Signal Source 

The localization algorithm is comprised of two components working in tandem in order to localize 

the signal source to the required level as quickly as possible: an estimator and a path planner. The 

estimator is responsible for estimating the location of the signal source using the DoA 

measurements generated by the LDB-DoA algorithm applied to the RSS patterns created from the 
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3-element phased array antenna. The path planner is then responsible for directing the vehicle 

through the localization mission. 

Before discussing the specific estimator and path planner used to create the localization system 

onboard JAGER in Sections 5.3.2 and 5.3.3, Section 5.3.1 briefly provides background on the 

broader bearing-only localization problem that has been extensively studied. As is discussed in the 

following section, there is a wide breadth of approaches to the bearing-only localization problem, 

with entire dissertations devoted to developing more “optimal” methods for localization. While a 

brief introduction is presented, the estimator and path planner used within JAGER’s localization 

system is not intended to be optimal – they are intended as an engineering solution to demonstrate 

JAGER’s capabilities in rapidly localizing a signal source given the use of the 3-element phased 

array antenna and the LDB-DoA algorithm presented in Chapter 3 and Chapter 4, respectively. It 

is important to note that DoA measurements are bearing measurements and the word bearing is 

used in the following sub-section to conform to the literature around this problem. 

5.3.1 An Introduction to Bearing Only Localization 

Bearing only localization has been a popular area of research for a long time and as a result, there 

are a myriad of different approaches to solve the problem. However, almost all methods 

fundamentally break down into two components: an estimator and a path planner. This is due to 

the limitation that a bearing measurement has an ambiguity on the range to the source and results 

in an infinitely long conical region where the source may lie. The result is that without “out-

maneuvering” the target, the localization algorithm is incapable of narrowing the estimate with 

bearing only measurements [84]. Therefore, in addition to a localization algorithm, it is important 

to also have a path planning algorithm in place to ensure a geometric diversity of bearing 

measurements. 

The range ambiguity and the non-linearity of angular error using bearing only measurements 

have led to quite a variety of different filters being used for the bearing only estimator. A natural 

and popular choice for the unique area of uncertainty created by a bearing only measurement is the 

use of either a grid-based filter or a particle filter [34], [37], [52], [85]. While the grid-based 

approaches work well in small environments, the computational challenge of scaling the grid to 

meet the needs of an airport environment renders them unideal in such conditions. Furthermore, in 

situations where the sensor – in this case, the 3-element phased array antenna – contains large 

amounts of cluttered measurements, the particle filter approach can become computationally 

intensive. While others have used more specialized filters that handle the angular error more 

effectively than a standard Extended Kalman Filter (EKF), such as the Shifted Rayleigh Filter 
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(SRF), others have contended to adapt the EKF in a variety of ways [86]–[88]. Some more popular 

adaptations of the EKF to the bearing-only problem is to use a weighted sum of Gaussians to 

effectively create a Gaussian Mixture Model (GMM), range parameterizing the EKF and 

representing the unique shape of the area of uncertainty created by a bearing measurement [89]–

[93]. After the initialization, this approach relies on data association to appropriately update the 

weights of each of the EKFs in the set with subsequent measurements [89], [91]. Such an approach 

is computationally lightweight and thus lends itself well to being deployed on lightweight UAV 

platforms. 

The path planning aspect of bearing-only localization can vary significantly with the rate of 

information provided by the system. For example, in the early stop-and-rotate based modalities for 

sensing described in Chapter 3, the time cost of pausing to create the RSS pattern and make a 

corresponding DoA measurement necessitated that the path planners onboard carefully accounted 

for the cost of making these measurements, which required the path planners to be tightly coupled 

to the estimator [65], [94]. On the other hand, as the rate of information to the estimator increases, 

the path planner can be increasingly decoupled from the estimator in response. At high rates of 

information to the estimator, such as via the use of the 3-element phased array antenna of Chapter 

3, the path planner can thus be simplified to focus only upon creating a trajectory through the 

environment. More specifically, the path planner in these cases no longer needs to worry about the 

exact position of the vehicle within the world, relative to the estimated position of the signal source. 

Instead, the path planner serves to provide a trajectory (e.g. through velocity measurements) based 

on the most recent bearing measurements from the sensor. Previous research has worked to 

determine the optimal trajectories to maneuver during a signal localization mission that aims to 

optimize between the distance to the signal source and achieving an angular diversity of 

measurements [31], [95]. These optimal trajectories are the inspiration behind the path planner used 

in JAGER’s localization system. 

5.3.2 Estimator 

The biggest challenge faced by the estimator, beyond its use of only angular DoA measurements, 

is the fact that the RSS patterns from the 3-element phased array antenna are prone to resulting in 

cluttered measurements – extraneous DoA measurements that do not point towards a signal source 

– due to the strong side lobes. To address these additional challenges, work from multi-target 

tracking applications is leveraged as a strategy for dealing with this clutter. As a result, the estimator 

operates as not just a single filter, but rather a bank of Gaussian Sum Filters (GSF), with each GSF 

being a weighted sum of Gaussians representing a possible estimate effectively as a range 
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parameterized EKF given a set of bearing measurements [89]. This bank of GSF approach is 

computationally lightweight, rendering it even more ideal to be used onboard a computation 

resource-limited system. Using a bank of filters in this fashion not only handles the clutter but also 

enables this algorithm to seamlessly handle environments with multiple sources as easily as it 

handles environments with a single source, keeping the overall localization system onboard JAGER 

as versatile as possible and thus ensuring the system can operate in environments beyond the 

specific case demonstrated in Chapter 6. Leveraging filter designs from multi-target tracking also 

keeps the estimator as versatile as possible for further applications that involve localization of 

multiple sources or even moving sources – two types of applications that are made possible when 

combing the 3-element phased array antenna and the LDB-DoA algorithm previously developed in 

conjunction with this thesis. Even if only a single, static target exists, the cluttered measurements 

are still significant as the idea of associating a measurement from the most likely source versus 

from clutter, such as strong side lobes, is crucial in the implementation of the 3-element phased 

array antenna [96]. 

The initialization of the filter is based on the initialization presented in [97] to represent the 

uncertainty with as few Gaussians as possible and is illustrated in Figure 5.10. With this 

initialization, there is an assumption placed on the bounds to the range of the sensor, both a 

minimum and maximum range. Benefits of this representation is that the number of filters grows 

linearly with the maximum range of the sensor, ensuring that the computational complexity does 

not grow out of control in larger environments. As a result, a very conservative bound, say 1km for 

the 3-element phased array antenna that only has a range of about 500m with a 1W interference 

source, initializes with only 7 filters and remains computationally lightweight. 

 

 

Figure 5.10: Depiction of the initialization step of the Gaussian Sum Filter given a single DoA 

measurement. 
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As this approach employs a bank of filters – or a set of different tracks with each track being 

represented by a filter – to help handle the clutter and maintain versatility to future expansions with 

multiple signal sources, a track management scheme is required. The track management scheme 

used is illustrated in Figure 5.11. The track management scheme has two levels of classification for 

each track: likely filters to represent tracks that have often been updated and potential filters to 

represent tracks that have only been newly formed. For each possible DoA from an RSS pattern, 

the Mahalanobis distance – the distance between a point and a distribution – is calculated for each 

track. The most likely track, provided the distance is above a given threshold, is updated with the 

DoA measurement [98]. If no filter has an associated distance above the given threshold, a new 

GSF is initialized and added to the bank as a possible source location. Over time, the GSFs within 

the bank that have been continually updated are promoted to be considered as very likely locations. 

Those that have been very infrequently updated are pruned by being removed from the bank of 

filters, as they are assumed to have been created from cluttered measurements. Throughout both 

simulation testing and real-world testing, typically only a single GSF is promoted in a case of a 

single source, and only two GSFs are promoted in a case of two sources (larger number of sources 

are beyond the scope of this work). 
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Figure 5.11: Process flow for pruning and updating the bank of GSF used to handle the tracks for 

clutter management. 

 

5.3.3 Path Planner 

The path planner employed as part of the localization system onboard JAGER is inspired by the 

curved optimal trajectories made possible via the high-rate DoA measurements provided by the 3-

element phased array antenna [31], [95]. For a simpler approximation of these optimal algorithms 

for path planning, the paths can be viewed as a family of curves where the only variable that 

changes from one curve in the family to another is the approach angle to the signal source (i.e. the 

angular offset between the last measured DoA and the commanded flight direction). An example 

subset of curves of a family is shown in Figure 5.12 for a scenario with a signal source 1km away 

from the initial position of the vehicle. Note that the family has also been modified to ensure that a 

minimum standoff distance, in this case of 200m, is maintained due to the antenna’s reduced 

effectiveness when nearly directly overhead of the signal source as discussed in Section 4.4. Each 

of the trajectories in the family are designed to rely on either the last measured DoA to the signal 

source or the bearing to the current estimated location of the interferer to determine the trajectory. 
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Figure 5.12: Example subset of the family of curved trajectories possible based on changing the 

approach angle to the signal source 1km from the takeoff position with 90° (dot), 80° (dash), and 

60° (line) approach angles. 

 

For the example subset of curves of the family shown in Figure 5.12, the circle approach is 

flying a trajectory of ±90° from the DoA or from the bearing to the estimated location and the 

inward spirals are achieved by flying ±60° or ±80° from the DoA or from the bearing. To ensure 

that the minimum distance is not violated, while these trajectories do not rely on the range to the 

signal source to navigate, they must rely on a range estimate to the signal source. For this reason, 

the family of trajectories does have a limitation of requiring a good enough estimate of the source 

before getting too close (or else the minimum distance might be violated). 

This family of path planning trajectories is selected for this work for its simplicity and for the 

fact that the necessary velocity command can be generated for the vehicle in flight with knowledge 

of only the DoA measurement, or only the estimated DoA to the signal source. This makes it a very 

simple and lightweight path planning algorithm that provides an approximation to the more optimal 

trajectories possible. This family is also of interest as the circle approach (the outermost curve in 

Figure 5.12) maintains a constant offset to the signal source which can be used in scenarios where 

the vehicle’s takeoff location is at a distance for which the sensor is able to “see” the signal and the 

GNSS system onboard the vehicle is not jammed, enabling a localization run without necessitating 

the reliance upon a GNSS denied navigation system [65]. While the circle trajectory has its 

advantages in terms of the potential use of a GNSS position throughout the flight [65], encouraging 

motion towards the signal source via one or more inner trajectories is ideal in more quickly 

localizing the signal source. This advantage is depicted in Figure 5.13 for the highlighted 

trajectories from Figure 5.12, with the inwardly curved trajectories more quickly localizing a signal 
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source to the 20m threshold, in an environment where the vehicle’s position is known throughout 

the flight. As a result, simulation analysis, presented in the next section, is used to help determine 

which approach from the family of trajectories should be used in the demonstration flights. 

 

 

Figure 5.13: Estimated signal source position error for three example curved approaches: 90° 

(dot), 80° (dash), and 60° (line). 

 

In order to execute one of these curved trajectories, the path planning system does need either 

a single DoA measurement to use as a guide or a bearing to an estimated location of the signal 

source. Given the fact that the 3-element phased array antenna is prone to cluttered DoA 

measurements, the path planner needs to use the bearing to an estimated location of the signal 

source and therefore needs to allow the estimator to initialize a “likely” track to be used as a guide 

for the trajectory. Therefore, an additional step is added to the path planner to allow the estimator 

to initialize a “likely” track to be used as a guide. During this initialization phase, JAGER is 

commended to fly in a user pre-defined initial heading. Flying this straight-line trajectory set by 

the user gives the necessary delay required by the estimator to collect enough measurement to be 

able to promote a track to a “likely” track and be used as a guide. Once a “likely” filter becomes 

initialized, the path planner switches into a controlled localization phase that executes the curved 

trajectory based on this “likely” track. 

The final addition to the path planner, to complete the entirety of the mission, is a trigger when 

the mission is deemed to be complete. This trigger, given by the estimator itself, can be used to 

change the path planner to execute a higher-level command, such as to return back to the initial 
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takeoff location or another predefined landing location. The complete illustration of these three 

defined steps is shown in Figure 5.14. 

 

 

Figure 5.14: Illustration of the 3 phases of flight throughout a mission managed by the 

localization system. 

5.4 Simulated System Performance 

A simulated environment was used to simulate the theoretical capabilities of the complete JAGER 

system on a scale that might be seen at an airport environment – that is, with a signal source of 

varying distances from 500m to 1.5km away. This simulation not only provides insight for the 

configuration of settings for the flight demonstrations but also provides insight into the behavior 

on a scale that cannot be flight-tested due to the limited size of the flight space available. While 

theoretical in nature, the underlying models used in the simulation environment are derived from 

flight test results. More specifically, the model for the optical flow system is based on flight test 

data; the model for the 3-element phased array antenna is developed with MATLAB’s phased array 

toolbox to mimic the behavior seen in flight testing, and the vehicle dynamics are modeled to mimic 

typical behavior seen throughout all the flight tests with the DJI S1000. The world setup for the 

simulation places an interference source at a range of distances from JAGER’s initial takeoff 

position. Throughout the entire flight for all simulations, JAGER is in a GNSS denied environment 

with the only piece of known information being the takeoff position. To navigate and localize the 

signal source, JAGER only uses velocity measurements (from a model of the optical flow system) 

and RSS patterns (from a model of the 3-element phased array antenna). For each scenario 

simulated, 1000 Monte Carlo simulations were performed to generate the results presented. 
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To first evaluate the performance of the path planning trajectories, the optical flow model is set 

with noise characterized by a standard deviation of 1m/s and the path planner is configured to run 

each of the three different trajectories illustrated in Figure 5.12 – the circle, 80° inward, and 60° 

inward trajectories. Note that for the plots discussed with regards to these simulations, the results 

plotted with a solid line represent the 60° inward trajectory, the results plotted with a dashed line 

represent the 80° inward trajectory, and the dotted line represents the circular trajectory. To 

illustrate the impact of using an estimated position of the vehicle, each of the results for the different 

trajectories are plotted alongside a representative trajectory using GNSS throughout the flight. 

 

 

Figure 5.15: Error in the estimated interferer's position in simulation flying the three different 

trajectories (circle [dot], 80° [dash] and 60° [line]) with and without GPS for an interferer 1km 

away. 

 

For an interference source 1km away, Figure 5.15 compares the difference in the localization 

performance between the case of JAGER maintaining a GNSS position solution throughout the 

flight and the case of JAGER operating in a GNSS denied environment for all three trajectories. 

These results show that with an optical flow system providing velocity measurements having noise 

with a standard deviation of 1m/s, the system can yield interferer localization performances similar 

to that of the case where an interferer is found in a GNSS available environment. Most importantly, 

this means that JAGER can realize a near 3x improvement in time to reaching the 20m error 

threshold by being able to move towards the signal source. Looking at the final position error over 

the full span of the possible flight time, the GNSS denied case does not perform as well as the 

highest performing GNSS available case for each of the trajectories. This is to be expected as the 
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drift of JAGER’s position estimate in the GNSS denied case, along with the increased uncertainty, 

begin to negatively impact the performance of the bearing only measurements. However, it is also 

important to note the 2 inward spiral trajectories in a GNSS denied environment do perform better 

than the standoff strategy’s circle in a GNSS available environment after the full duration of the 

flight, meaning that while a standoff strategy might be possible and would allow the use of GNSS 

throughout the flight, it is still a better strategy to have a GNSS independent navigation system to 

allow JAGER to approach the signal source. 

 

 

Figure 5.16: Error in interferer's estimated position in simulated flights of all 3 trajectories 

without GPS compared to standoff strategy at a distance of 500m 

 

 

Figure 5.17: Error in interferer's estimated position in simulated flights of all 3 trajectories 

without GPS compared to standoff strategy at a distance of 1500m. 
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The improvements to the localization system provided by the different trajectories are also a 

function of the initial distance from the interference source. Therefore, the same simulations have 

also been run on scenarios with an interferer at an initial distance of 500m and 1.5km. These results 

are shown in Figure 5.16 and Figure 5.17, respectively. Note that in these cases, only the feasible 

GNSS-based strategy of the standoff circle flight is plotted, instead of plotting all three trajectories 

with GNSS. 

In these figures, in every case, the 60° and 80° inward trajectory improves the time to the 20m 

error threshold. Furthermore, as the initial distance to the interferer increases, the relative benefit 

of the 60° inward path also increases. In the scenario with the interferer 500m away, the relative 

benefit of the 60° inward trajectory may not be worth the loss in performance over the full duration 

of the flight when compared to the standoff strategy. Namely, the time to achieve an estimated 

signal source position within the 20m threshold is very similar for all three trajectories, and the 

possible improvements in the estimated signal source position at the end of a typical flight of a 

UAV makes the standoff strategy potentially a better strategy – assuming the vehicle can 

successfully maintain a GNSS solution at that range. Therefore, if JAGER is already in a GNSS 

denied environment at 500m, the best strategy then shifts to either the 60°or 80° trajectories to 

achieve a slightly faster localization. 

These results so far have assumed an optical flow system capable of measuring the vehicle’s 

velocity to 1m/s. To evaluate the impact of the noise in the optical flow velocity measurements on 

the EKF’s position estimate for the vehicle and therefore the ability to localize the signal source, 

another set of simulations was performed with a fixed path planning strategy and varying the optical 

flow velocity model. First, fixing the path planner to the simplest circle strategy and evaluating the 

navigation system’s EKF performance results in Figure 5.18 for velocities with a standard deviation 

of 0.7 m/s, 1 m/s, and 1.5 m/s – ranging from the best to the worst performance seen in flight testing 

of the IR optical flow system on JAGER. For these simulations, JAGER is flown for the full 20-

minute capability of the vehicle at a flight speed of 5m/s. As expected from velocity only 

measurements, an increase in the noise of the velocity measurements result in an increase in the 

drift of the filter. In addition to the increased drift, it is important to also note that the initial slope 

of the error increases as the velocity noise increases, which will impact the initialization phase of 

the estimator in the localization system. 
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Figure 5.18: Estimated vehicle position error in simulated flights with varying velocity 

measurement performance for a 1km circle flight while flying at 5m/s. 

 

 

Figure 5.19: Error in interferer's estimated position in a simulated 60° inward flight trajectory at a 

distance of 1km with varying velocity measurement noise. 

 

To evaluate the localization system’s performance with the varying navigation system’s 

performance with a signal source 1km away, the path planner is configured with the most 

aggressive trajectory – the 60° inward trajectory. The effects of increasing the velocity 

measurement noise pose two potential problems to the localization error: first, the final achievable 

error after the 20-minute flight will get worse due to the higher overall drift rate, and second, the 

initial error growth may be too fast for the localization filter to ever achieve the 20m error 
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localization target due to challenges in initializing the estimates. Both of these effects are shown in 

Figure 5.19, where it is apparent that velocity measurements with noise >1.0m/s result in an 

inability to achieve the 20m error target, demonstrating that the 60° inward trajectory may be too 

aggressive in moving towards the signal source. 

Based on these simulation results, the final configuration of the path planner must be selected 

with an understanding of the capabilities of the navigation system. These results demonstrated that 

if the optical flow system performs closer to the worst-case test sets – i.e. noise of 1.5m/s – a more 

conservative trajectory should be selected to ensure enough of a diversity of DoA measurements 

are collected for a well-initialized estimate for the signal source. On the other hand, having an 

optical flow system with performance closer to the best-case test sets – i.e. noise of 0.7 m/s – allows 

the system to operate more aggressively to close the distance between the vehicle and the signal 

source to enable faster localization of the signal source. 

5.5 Conclusion 

This chapter presented the first part of the third contribution to this thesis: the design and 

development of a system capable of localizing a signal source 24/7 in a GNSS denied environment. 

The focus of this first portion was the design and development of the system itself, with the overall 

system overview for JAGER – the name of the complete system – presented in Section 5.1. 

Additionally, details for the theory and the implementation of both the navigation system and the 

localization system were presented in Sections 5.2 and 5.3, respectively. 

The GNSS independent navigation system extended downward-facing monocular VO onboard 

a UAV into the domain of IR imagery and was demonstrated in several different test environments 

both at Stanford University and Edwards Air Force Base. 

With the myriad of approaches to the bearing-only localization problem, one option was 

selected to provide the most versatility for the complete system. The bank of GSF approach 

(inspired by multi-target tracking literature) allows the system to gracefully handle the cluttered 

measurements that result from the 3-element phased array antenna and provide the versatility to 

operate in not just environments with a single source, but potentially environments with multiple 

or even moving signal sources. Finally, the high-rate of DoA measurements that result from the 3-

element phased array antenna allow the path planning system to be simplified – there is no need to 

optimize between making a measurement and traveling to get the best set of measurements – to a 

model with a family of curves inspired by more optimal approaches to bearing-only localization 

path planning. 
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The simulation-based performance of the system indicates, especially for a smaller initial 

distance to the signal source, that a circular or lightly inward spiral approach will be the best for 

the test environment described in the next chapter. The simulation also demonstrated that the 

system is capable of localization missions on a larger scale using the same type of sensor and vision-

based system with the level of performance described in previous chapters. 

The next chapter dives into the real-world demonstration of the complete system in a GNSS 

denied environment during both daytime and nighttime operations to rapidly localize a signal 

source. The next chapter also presents the final form of the system – that is, not just the paper design 

and paper schematic of the system, but the full, complete implementation of every component from 

the 3-element phased array antenna to the software needed to operate the vehicle. 
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Chapter 6  

 

Live Demonstration 

This chapter finally puts all the elements discussed in the previous chapters together to demonstrate 

the full capability of the system to autonomously localize a signal source using the 3-element 

phased array antenna developed in Chapter 3 combined with the Lobe Detection Based Direction 

of Arrival (LDB-DoA) algorithm presented in Chapter 4 in a real-world environment. The 

estimation for the signal source given the DoA measurements is done using the method presented 

in Chapter 5 and the entire system is operated without the use of GNSS, relying on the navigation 

system presented in Chapter 5 for positioning throughout the duration of the flight. 

Section 6.1 sets the scene for the location and circumstances for the flight tests. The following 

section presents an overview of two example representative successful missions and an example of 

failure modes that the system encountered during the testing. Finally, Section 6.3 provides an 

overview of the results of the combined 35 flights flown during this live demonstration campaign. 

6.1 Test Setup 

This section provides additional details on the setup for the test campaign to demonstrate JAGER’s 

capabilities in a real-world environment. In setting up for the tests, Section 6.1.1 provides a detailed 

overview of the hardware implementation of the JAGER system described in Chapter 5. The 

environment selected at Edwards Air Force Base for these real-world demonstrations is detailed in 

Section 6.1.2 with an explanation of some of the more challenging elements within the 

environment. Finally, as the navigation system is built on an infrared (IR) camera system, Section 
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6.1.3 discusses the three times of day selected to demonstrate the system’s full capabilities of 

autonomously navigating in a GNSS denied environment. 

6.1.1 The JAGER System 

For the live demonstration, along with all pre-demonstration flight testing, all the systems were 

implemented to operate in real-time onboard the DJI S1000 vehicle. Figure 6.1 shows how all the 

components were mounted on the DJI S1000 airframe to create the final form of JAGER. JAGER 

is equipped with two major sub-systems, in addition to the off-the-shelf autopilot responsible for 

executing the command and control of the vehicle. The software for both the localization system 

and the GNSS independent navigation system are run within the Robot Operating System (ROS) 

framework onboard an Intel Core-i3 Compute Stick running Ubuntu 14.04. To create the GNSS 

denied environment to fully demonstrate the capabilities of the system, the autopilot’s software is 

configured to disable the use of the GNSS antenna for anything outside of logging purposes to have 

a “truth” position to analyze JAGER’s mission performance. 

The heart of the localization system is the 3-element phased array antenna (developed and 

discussed in Chapter 3). As shown in Figure 6.1, the 3-element phased array antenna is mounted 

upside down on the underside of the vehicle to provide the best field of view from the ground to 

the horizon – the most likely location of the signal source. This mounting position also provides 

the necessary separation with the power distribution system onboard the DJI S1000 that causes 

self-interference to radio frequency (RF) components near it. The rest of the localization chain – 

the LDB-DoA algorithm (developed and discussed in Chapter 4) along with the estimator and path 

planner (developed and discussed in Chapter 5) – is implemented on board the Intel Core-i3 

Compute Stick mounted on the top side of the vehicle. 

The GNSS independent navigation system also contains both hardware and software onboard 

JAGER. The hardware consists of a mechanically stabilized FLIR Systems Boson 640 infrared (IR) 

camera with a 4.9mm lens providing a 95° horizontal field of view providing images at 30Hz 

alongside a Lightware SF 11/C one dimensional (1D) light detection and ranging (LIDAR). The 

images and the 1D LIDAR measurements are processed onboard the same Intel Core-i3 Compute 

Stick used for the localization system within the same ROS framework. 

In addition to the vehicle itself, a companion ground station, shown in Figure 6.2, was also 

built and deployed to mimic the operation of the vehicle in a real-world situation. This ground 

station provided high-level control of the system (i.e. start and stop the localization mission) and 

enabled the operator to monitor the progress of the system throughout the flight and be notified 

when the mission was completed. 
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Figure 6.1: Side view of DJI S1000 equipped with navigation and localization systems; the 

circled items, from left to right, are: the 3-element phased array antenna, 1D LIDAR, gimbal for 

camera stabilization, FLIR Boson IR camera, and the Pixhawk autopilot. 

 

 

Figure 6.2: Screenshot of accompanying ground station showing the position of JAGER and the 

current estimate (green oval) for the source location. 
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6.1.2 The Environment 

The flight tests were performed at Edwards Air Force Base at the location shown in Figure 6.3. 

This environment was chosen because it possesses many of the potential features seen at an airport, 

specifically a taxiway and some off- taxiway vegetation, which is an example deployment location 

for such a system. Furthermore, the environment also presented some urban environment type 

challenges, namely a large metal hangar door that reflected the RFI source signal. This environment 

challenges both the localization scheme and the navigation scheme, enabling both the 

demonstration of the capabilities of JAGER and the understanding of the limitations of the system 

as it is designed. Localization is challenged by the variety of the environment (e.g. the hanger door) 

and navigation is challenged by the potentially feature-poor environments of large regions of 

similarly textured environments of an airport. 

 

 

Figure 6.3: Overview of flight testing area for demonstration at Edwards Air Force Base. In red is 

the full flight test area and the yellow and orange regions highlight regions of unique levels of 

interference as a result of the presence of the large hangar (labeled Hangar). 

 

The test area, depicted in dark red in Figure 6.3, is about 270m long and 175m wide. Within 

the test area, three different starting areas were used. Starting area A is about 80m North of the 

source, starting area B is about 100m East of the source, and starting area C is about 90m South of 
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the source. Throughout the test campaign, 35 missions were performed approximately starting from 

these three different starting locations. 

Within this test area, the hangar provided two regions of different types of interference. Figure 

6.3 highlights two different regions in orange and yellow. In the orange region, the reflected signal 

appeared stronger than the main signal from the source, resulting in a distorted RSS pattern with 

the lobe pointing towards the hangar door rather than towards the source itself, as seen in the pattern 

in Figure 6.4a (the dashed line represents the true bearing to the source and the solid cone represents 

the measured bearing). For comparison, Figure 6.4b shows an RSS pattern measured outside of 

these regions of interferences and has a lobe aligned with the true bearing to the source. In the 

yellow region, the interference resulted in the RSS patterns not having any distinct main lobe 

pointing in any direction, such as the pattern in Figure 6.4c. The effect and handling of these regions 

are discussed in more detail in discussing the results of example missions in Section 6.2. 

 

 

Figure 6.4: Example RSS pattern from different parts of the flight test environment with: (a) from 

the orange zone where the reflection causes a distortion in the pattern, (b) from a non-interfered 

part of the flight test area, and (c) from the yellow zone where the reflections from the hanger 

caused destructive noise. 

 

6.1.3 The Time of Day 

 

Flights were performed in three different times of day, each providing a very different environment 

and challenge for the GNSS independent navigation system: late in the night (at least an hour after 

sunset), early in the morning (about an hour before sunrise), and late in the morning. The late-night 

flights provided an environment to demonstrate the capabilities of an IR camera over a vision 

camera as it is a time where a vision camera is not able to work successfully.  

   

(a) (b) (c) 
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Even though the IR camera is capable of operating at night, daytime flights were flown to assess 

the difference in performance between day and night conditions, as daytime conditions do generally 

offer better features, even in IR. Figure 6.5 shows IR images from above the side of the taxiway 

taken during the day (left, a) and at night (right, b). There are more details in the day image (a) than 

in the night image (b) with more of the vegetation and even the runway providing sharper edges to 

features within the image that help the performance of feature detection algorithms. For both 

images, the camera is in a “white hot” configuration, meaning that the white regions of the image 

are the hottest and the black regions of the image are the coolest. It can be seen in these images that 

this same terrain changes in what is relatively the warmest and coolest region of the image from 

day to night. This transition happens fairly quickly in the day to night transition but happens fairly 

slowly in the night to day transition, which motivated the inclusion of the early morning time period 

for the flight tests. 

 

 

Figure 6.5: Example IR images3 over a similar region in the flight area (a) around 9 am and (b) 

around 11 pm. 

6.2 Example Missions 

The 35 total missions flown from the three different starting locations performed at different times 

of day attempted to mimic the sequence of events that would occur in a real-world deployment 

from those three different starting locations. By time, the breakdown of missions was: 18 were 

flown at night, 10 were flown in the early morning, and 7 were flown in the late morning. For each 

 
3 DISTRIBUTION STATEMENT A. Approved for public release; Distribution is unlimited 412TW-PA-

19478 

  

(a) (b) 
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time of day, the flights were fairly evenly distributed across the starting locations. At the beginning 

of each mission, the operator initiated the autonomous localization mission from within the target 

starting location. Each mission, lasting at most a minute and a half, ended in one of three ways: 

with the successful localization of the signal source, with an incorrect initialization of the signal 

source location estimate, or with the system never initializing an estimate. In the latter two cases, 

the operator recognized the error and immediately ended the mission to quickly restart a new 

mission from the same starting location. Of the 35 missions flown, 19 resulted in successfully 

localizing the source, 15 flights initialized to the wrong location due to clutter in the measurements, 

resulting in an inability to properly localize the source on the first try, and 1 flight never initialized, 

also resulting in an inability to localize the source on the first try. However, despite some flights 

mis-initializing the estimator on the first try, the system could localize the signal source for every 

one of the starting locations. A more specific breakdown of the number of successful localizations 

and failed initializations for each starting point is recapped in Table 6.1. 

 

Table 6.1: Overview of the mission performance for flights in each of the starting areas. 

 Successful 

Localization 

Wrong 

Initialization 

Never 

Initialized 

Starting Location A 8 2 0 

Starting Location B 8 7 1 

Starting Location C 3 6 0 

 

Two example successful missions are highlighted in this section, with the first mission being a 

representative example of most of the successful missions. The second successful mission 

highlighted in this section provides additional commentary on the impact of the ability to perform 

integrity checks on the underlying RSS pattern thanks to the unique parameterization provided by 

the LDB-DoA algorithm from Chapter 4. The 15 missions that resulted in an incorrect initialization 

of the signal source estimate were all the result of the same two phenomena that are described in 

Section 6.2.3. 

6.2.1 Mission 1 

The first mission discussed starts from location B in a counterclockwise direction at 10:45 pm. 

Most of the successful missions followed the same main elements as this flight as presented here. 

All the phases of the flight are laid out in Figure 6.6. The first step, shown in Figure 6.6a, is the end 

of the predefined straight line for the initialization of the estimate, in this case, a heading of 80° 
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was chosen. Once an estimate reached a high enough confidence level to be initialized as the likely 

source estimate, the vehicle flies an arc around the source until the covariance of the estimate drops 

below a given threshold, as shown in Figure 6.6b, and the filter considers the source as found. 

While the real-time display of the estimate allowed knowing when JAGER deemed the source as 

found, during these tests JAGER was directed to continue to fly to both collect more data and 

reduce the covariance size further, to the final state, sown in Figure 6.6c. 

 

 

Figure 6.6: Frames of the Mission 1 flight showing the jammer (orange volcano icon), flight paths 

(estimated in red and GPS in blue), and the estimates for the signal source and the vehicle itself at 

several specific instances: (a) at the initialization of the GSF for the signal source occurred, (b) 

when the filter internally determined the source to be localized, and (c) at the final state of the 

estimate before returning to manual control. 

 

Looking at the full-highlighted path in Figure 6.6c, the expected circular trajectory does not 

have a constant radius of curvature. This change in radius of curvature is a result of the path planner 

algorithm using the mean of the estimate for the center of the circle. Therefore, in the early stages 

  

(a) (b) 

 

(c) 
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of the controlled localization, when the Gaussian Sum Filter (GSF) of the estimated location of the 

signal source is still comprised of many evenly weighted estimates (e.g. the state in Figure 6.6a), 

the estimated position of the source is at a point much further out. As more measurements come in 

and the mean of the estimate moves closer to the true source location, the radius of curvature 

decreases, resulting in the tighter circle seen in the later portion of the flight. 

 

 

Figure 6.7: Position estimate (blue) and 95% covariance area (orange) for the signal source 

location throughout the duration of the flight. 

 

Figure 6.7 shows the covariance of the estimate and the true position error in the estimate for 

the source location throughout the flight. Note that the covariance and error is plotted against the 

angle traveled around the source rather than time as plotting against angle traveled normalizes the 

results of different starting distances from the source and removes some distortion that results from 

JAGER not flying at a perfectly constant velocity. Once JAGER has flown enough around the 

source, the covariance of the estimate quickly drops. The threshold used to consider the source as 

found is when the 95% confidence ellipse is less than 1000 m2, based on previous simulation results 

of the system, which in this case is triggered at about 30° traveled around the source. In simulation, 

the more typical result is closer to 100° around the source, and as is discussed later, this mission is 

atypically quick in localizing the source. However, all missions follow a similar trend with the 

covariance, and position error, quickly dropping after enough of an angle around the source has 

been traveled. 

On the navigation front, the error in the estimated location of JAGER compared to the GNSS 

position of JAGER is plotted in Figure 6.8. Additionally, the velocity, as measured by the optical 
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flow system and as estimated by the EKF compared to the GNSS velocity measurement, is plotted 

in Figure 6.9. The EKF for the state of the vehicle assumes a constant velocity, which is not the 

case with the path planning strategy having to take the turn from the predefined heading to the 

circle trajectory, and results in a sharp jump in position error. Overall the error growth over time, 

for this flight, was 6% of the distance traveled, which was more typical for the flights at night. 

 

 

Figure 6.8: 2D position error of the estimated position of the vehicle throughout the flight. 

 

 

Figure 6.9: Overview of the velocity performance throughout the flight with the Optical Flow 

(OF) (blue x), EKF estimate (yellow), and GPS (red) velocities for the North and East directions. 
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6.2.2 Mission 2 

The second mission goes counterclockwise beginning at starting location C. Starting location C 

was subject to a much greater amount of interference from the hangar door than either of the other 

two starting locations. For this mission, there are two different sets of results, the first is the result 

of the missions exactly as flown, and the second is a result of rerunning the mission including an 

integrity check for each of the measured RSS patterns to exclude measurements from low 

confidence patterns from updating the localization estimate. 

 

 

Figure 6.10: Frames of the Mission 2 flight with no integrity checks showing the jammer (orange 

volcano icon), flight paths (estimated in red and GPS in blue), and the estimates for the signal 

source and the vehicle itself at several specific instances: (a) the initialization of the GSF for the 

signal source occurred, (b) begins to convert towards hangar door due to interference region, (c) 

the vehicle leaves the regions of interference and the estimate moves away from the hangar door, 

and (d) the final state of the estimate. 

  

(a) (b) 

  

(c) (d) 
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Figure 6.11: Frames of Mission 2 with integrity checks showing the jammer (orange volcano 

icon), flight paths (estimated in red and GPS in blue), and the estimates for the signal source and 

the vehicle itself at several specific instances: (a) the estimate covariance remaining large due to 

the discarding of noisy measurements, (b) the estimate remaining away from the hangar as the 

vehicle leaves the regions of interference, and (c) the final state of the estimate. 

 

As flown, before including the confidence information, the flight progressed as depicted in 

Figure 6.10. In Figure 6.10a, the initialize estimate of the filter is in the proper direction towards 

the source. As JAGER flies through the region of interference that caused distorted patterns aimed 

towards the hangar door (e.g. the pattern in Figure 6.4a), the estimate begins to converge to the 

hangar door, depicted in Figure 6.10b, instead of the source itself. Continuing through the region 

of interference that results in antenna patterns with low confidence (no discernable lobes or only 

cluttered bearing measurements as depicted in Figure 6.4a and Figure 6.4b), the estimate can be 

seen in Figure 6.10c to continue to converge towards the hangar door. Finally, by the time JAGER 

  

(a) (b) 

 

(c) 
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reached a region of less information, the estimate slowly started to pull away from the hangar door, 

but the final result, shown in Figure 6.10d, does not capture the jammer within its error ellipse. 

After experiencing these effects from the hangar door, the localization estimator was adjusted 

to exclude “low confidence” RSS patterns, such as the pattern in Figure 6.4c, where there is no 

discernable lobe. Rerunning the exact same mission with the exact same measurements (in post-

processing), resulted in a better estimate throughout the flight, depicted in Figure 6.11. Due to 

measurements being excluded early in the flight due to interference, the covariance of the estimate 

remains large, visually seen in Figure 6.11a and Figure 6.11b, until JAGER reaches the region of 

less interference. As a result, the final estimate, shown in Figure 6.11c, converges more accurately 

on the true location of the signal source. 

Comparing the covariance and the 2D error of the estimate for both of these runs, in Figure 

6.12 for the original mission flight, and Figure 6.13 for the rerun removing “low confidence” 

measurements, it can be seen that the covariance initially stays a lot larger (i.e. does not converge 

quickly to the hangar door) for the rerun than it does for the original flight, resulting in the estimate 

to converge more accurately to the source by the end of the flight. 

 

 

Figure 6.12: Position estimate (blue) and 95% covariance area (orange) for the signal source 

location throughout the duration of the flight with no integrity checks. 
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Figure 6.13: Position estimate (blue) and 95% covariance area (orange) for the signal source 

location throughout the duration of the flight with integrity checking. 

 

6.2.3 Wrong Initialization 

Not all the missions resulted in correct initialization in this campaign. These wrong initializations 

resulted in the majority of failures to localize the signal source in the first try. The interference from 

the hangar door combined with the cluttered bearing measurements from the 3-element phased 

array antenna posed a challenge to the initialization scheme used by the localization filter, and the 

subsequent path planner, resulting in some of the missions to “fail”, which is to say that the 

localization algorithm for the signal source initializes to an incorrect estimate. 

Figure 6.14 shows some example flight paths of wrong initializations. These two examples 

illustrate the two main types of wrong initialization. Figure 6.14a demonstrates a wrong 

initialization that converges almost immediately to a location very close to JAGER. This type of 

failure was commonly seen when starting in one of the regions of higher levels of interference from 

the hangar door. Figure 6.14b demonstrates a wrong initialization that has the estimate from the 

back lobe as the highest likelihood estimate for the signal source. This type of failure also occurred 

when starting in location A, with no interference, as it is a result of the cluttered measurements 

from the 3-element phased array antenna. Both examples illustrate the sensitive nature of the 

initialization scheme implemented for this test with the cluttered measurements that result from 

using the 3-element phased array antenna. 
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Figure 6.14: Two example flights showing the jammer (orange volcano icon), flight paths 

(estimated in red and GPS in blue), and the estimates for the signal source and the vehicle itself 

where the initialization of the estimate failed with (a) the estimate immediately converging close 

to the initial position due to noisy RSS patterns and with (b) the estimate converging on DoA 

measurements from the non-main lobe (e.g. back lobe). 

 

Both failed initialization examples started from location B, however, as seen in Table 6.1 

showing the overview of the performance by starting location, location C was the most challenging 

starting location. In starting location C, many of the missions failed due to an almost immediate 

convergence to a location close to the takeoff location (the failure depicted in Figure 6.14a) due to 

the strong interference from the hangar door. In starting location C, most of the measurements 

through the initialization phase of the flight were a combination of distorted patterns (see Figure 

6.4a) and corrupted patterns (see Figure 6.4c) that caused the initialization to fail. 

6.3 Flight Test Overview 

Table 6.2 and Table 6.3 look at the localization and navigation results, respectively, more broadly 

for all the missions flown. The success of the source localization was not greatly affected by the 

time of day (i.e. the performance of the navigation algorithm), so the overview results shown in 

Table 6.2 are for all the combined missions. While Table 6.3 shows that the ability to localize the 

source was much more strongly correlated with the starting location and the quality of the initial 

set of RSS patterns (and therefore DoA observations), further highlighting the importance of the 

initialization phase of the estimator, Table 6.2 does not break down the results by starting location, 

but rather only includes the successful missions, because, when a mission was successful, there 

was not a significant difference in the mission statistics (i.e. how the mission played out). 

  

(a) (b) 
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Table 6.2: Overview of the performance of signal localization for all successful localizations. 

 Min Max Average 

Time to Localization 19 sec 98 sec 45 sec 

Angle to Localization 28° 123° 52° 

Found Source Error 5 m 51 m 24 m 

Final Source Error 4 m 21 m 13 m 

 

Table 6.3: Overview of the performance of the IR navigation system during all missions. 

 Day Night 

Velocity Noise 
0.1 rad/s 

(2 m/s @ 20 m AGL) 

0.23 rad/s 

(4.6 m/s @ 20 m AGL) 

Drift Rate [% of distance traveled] 4% 6.2% 

 

For the source localization, simulation results showed that when using DoA-only 

measurements, JAGER would need to fly about 100° around the source before successfully 

localizing the source. For these flight tests, Table 6.2 shows that the angle traveled turned out to be 

lower than expected, with only traveling on average of 52° around the source before localization. 

The threshold for the algorithm calling the source “found” was set to target a 2D error of <20m, 

however for these tests that threshold resulted in an average error of 24m. This is a tunable 

parameter that can, and should, be adjusted for future missions to better reflect the performance 

with real-world data. The mission that resulted in a 51m error was a mission that started in location 

C and rejected many of the measurements, resulting in an overall worse performance, yet is still 

considered a success as the system executed as desired (encircled the estimate) with the exception 

that the trigger for being considered “found” tripped too early. 

The performance of the navigation system did have a difference between day and night 

operations, with much better performance during the daytime hours (post sunrise) than at night 

(night includes the pre-sunrise flights). For these tests, both the early morning and late-night flights 

performed very similarly and are therefore both combined into the “night” statistics. As mentioned 

above, despite the difference in the performance of the navigation algorithm, the final source 

localization performance was not greatly affected. This is most likely due to how quickly the source 

was found in all these flight tests (with the longest taking only 98 seconds) and therefore the short 

amount of distance traveled before the source was found. For a source that is much further away 
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than these tests, there would start to be a noticeable difference in the localization performance 

between the day and night times. 

6.4 Conclusion 

This chapter presented the final, real-world demonstration of the complete system capable of 

localizing a signal source in a GNSS denied environment in a matter of minutes as part of the third 

contribution of this thesis: the design, development, and demonstration of a flight test platform 

capable of 24/7 signal localization operations. The environment selected for these tests was able to 

demonstrate the performance of the system in both an open environment (location A) and in more 

strenuous urban-like environments (locations B and C). As depicted in Table 6.1, not every mission 

resulted in a successful localization due to the challenges posed by the urban environment on the 

3-element phased array antenna, however, given multiple tries, the system was capable of localizing 

the signal source to within 20m from every starting location tested. 

These flights tests served to not only demonstrate the system’s capabilities using every element 

developed within this thesis from the 3-element phased array antenna of Chapter 3 to the LDB-

DoA algorithm from Chapter 4 to the completing touches of the localization system and GNSS 

independent navigation system developed in Chapter 5 but also provide important lessons learned 

on the operating considerations that need to be made with this system when deployed at airport 

environments. On the navigation front, the IR camera-based system demonstrated to be a feasible 

system capable of providing vehicle positioning necessary to localize the source during the day, at 

night, and in the early morning for the configuration tested; however, these tests demonstrated that 

for larger-scale flights, the constant velocity assumption of the EKF may begin to degrade the 

quality of the position estimate before the signal is successfully localized. On the localization front, 

the importance of the initialization scheme of the estimator was highlighted, making it important 

to account for the environment around the system at the beginning of the flight as it has a much 

greater impact on the overall performance than any other portion of the flight. 

Overall, this chapter served to demonstrate that this end-to-end system, built on the three 

contributions presented in this thesis working together, has the potential to meet the needs of the 

GNSS interference localization mission on a time scale well below any previously seen. 
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Chapter 7  

 

Conclusion 

7.1 Summary and Contributions 

This thesis presented the design and development of key systems required to realize an autonomous 

system capable of rapidly localizing a signal source in a time scale of minutes and hours in a GNSS 

denied environment. Additionally, an end-to-end, prototype-level version of the system was 

constructed to demonstrate the capabilities of each sub-system and the complete system in real-

world environments. Furthermore, the system developed in this thesis does not solely reside in the 

theoretical domain – this system has been tested numerous times in the field, demonstrating a path 

towards developing a deployable system to save countless hours and keep airports safe and 

operational. As more and more critical applications across multiple industries rely on GNSS, this 

platform and method has applications beyond aviation alone and can be implemented to protect 

position, navigation, and time for GNSS operators in a myriad of applications. 

 

Lightweight Sensing 

Chapter 3 presented a new, small form-factor, electronically steered antenna that provided high-

rate RSS measurements in a self-contained package capable of being mounted on a small UAV. 

The small form-factor results in this antenna’s ability to be easily deployed on a variety of existing 

COTS UAVs, greatly reducing the overall system complexity. In addition to the weight savings of 

using a 3-element phased array antenna, the electronic rotation of the antenna enables the sensing 

requirements to be decoupled from the UAV itself – more specifically, the UAV no longer needs 

to rotate or otherwise maneuver in order to create a Received Signal Strength (RSS) pattern, 
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allowing the UAV to focus on the simpler task of being a mere vessel for carrying a sensor through 

the environment. Section 3.3 described the specific implementation of the antenna with the 

command and control that enables the antenna to rotate a beam at a rate of 3Hz, a full hundred-fold 

faster than the 30 seconds required to physically rotate a directional antenna to create the same 

measurement [37], [65]. Furthermore, the antenna’s ability to control both the steering angle and 

the measurement of the signal strength required to create the RSS pattern was shown in Section 

3.3.4 to allow the antenna to handle temporal noise and events in the environment that rotation 

based methods have previously been unable to cope with. 

 

Algorithm for Direction of Arrival Determination and Localization 

Chapter 4 developed the Lobe Detection Based Direction of Arrival (LDB-DoA) algorithm – a 

robust algorithm for measuring the direction of arrival (DoA) from an RSS pattern generated in a 

variety of real-world environments. This computationally lightweight algorithm is designed to be 

agnostic to the antenna that generated the RSS pattern, unlike comparative cross-correlation based 

methods that require a knowledge of the theoretical pattern from the antenna in order to make the 

same DoA measurement. Furthermore, the algorithm makes no assumptions on the number of 

possible lobes in the resulting RSS pattern, meaning that the algorithm can reliably operate on RSS 

patterns generated from multiple sources as demonstrated in the analysis of a two source world in 

Section 4.4.3. 

Critical to the development of a system capable of operating in real-world environments is an 

algorithm’s robustness to noise that can be found in real-world environments. Section 4.4 put the 

LDB-DoA algorithm through its paces on both a physically rotated directional antenna and the 3-

element phased array antenna of Chapter 3 and demonstrated that the LDB-DoA algorithm 

outperforms state of the art algorithms for determining DoA from an RSS pattern. Finally, the 

unique parameterization – detecting and returning information on the lobes of the RSS pattern itself 

– presented by the LDB-DoA algorithm, provides information on the underlying RSS pattern that 

can be used as an integrity check on the measurement to determine whether or not to discard given 

measurements due to noise during a localization mission. 

 

Sensor Platform Development and Deployment 

Finally, Chapter 5 and Chapter 6 focused on completing the entire system to rapidly and 

autonomously localize an interference source in a GNSS denied environment any time of day or 

night. The design of the system, presented in Chapter 5, included the development of a self-

contained GNSS independent navigation system capable of 24/7 operation and the development of 
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the estimator and path planner required to complete the localization system built on the 3-element 

phased array antenna and the LDB-DoA algorithm. 

The navigation system detailed in Section 5.2 extends monocular visual odometry techniques 

to the infrared (IR) domain using a gimbal-stabilized IR camera. The system adapts an optical-flow 

based visual odometry technique to 30Hz IR imagery from a downward-facing, gimbal-stabilized 

FLIR Boson camera alongside a 1D LIDAR that provides precise height above ground 

measurements. 

The localization system detailed in Section 5.3 leverages techniques from bearing-only multi-

target tracking to create an estimator that relies on a bank of Gaussian Sum Filters that represent 

the possible estimates for the signal source. In conjunction with the estimator, a simple path planner 

inspired by the curved trajectories of more optimal paths for bearing-only localization commands 

JAGER – the name of the UAV based system developed in Chapter 5 – to fly in a curved inward 

trajectory throughout the flight to enable rapid localization of the signal source. 

While simulation results are presented in Section 5.4, a full end-to-end demonstration of the 

system is presented in Chapter 6 during flight trials at Edwards Air Force Base. The flight trials 

pushed the limits of the system through operations in challenging real-world environments – 

presenting noisy RSS patterns to demonstrate the robustness of the LDB-DoA algorithm – at 

different times of day and night to further demonstrate the capabilities of the IR-based navigation 

system. Through 35 different missions, the flight trials demonstrated JAGER’s ability to localize a 

signal source 100m away from the initial position in an average time of just 45 seconds with an 

average position error of just 24m. The navigation system was demonstrated to have a drift rate of 

4% of the distance traveled during the day and 6% of the distance traveled at night, and further 

proved to be suitable in enabling the localization mission at all times of day and night. 

7.2 Directions for Future Work 

As with all systems, especially those at the prototype-level of development presented in this thesis, 

almost all elements of the chain present areas for potential improvements. The system presented in 

this thesis demonstrates the possibilities of what this design is capable of, and those possibilities 

can only be improved. 

 

Generating RSS Patterns and DoA Measurements 

While legal regulations limited the scope of the physical development to only a 3-element array, in 

discussing the LDB-DoA’s capabilities in environments with multiple sources in Section 4.4.3 it 
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was seen that increasing the size to even just a 7-element array can provide great improvements on 

the amount of clutter and resolution of DoA measurement and future developments can aim to 

leverage those larger array sizes. Additionally, as technology continues to miniaturize computation 

power, especially with the prevalence of Field-Programmable Gate Arrays (FPGAs) on Software-

Defined Receivers (SDRs), the analog circuitry used in the development of the antenna in this thesis 

can be moved into the digital domain, potentially providing yet more orders of magnitude 

improvement on the time to create an RSS pattern and potentially improving the accuracy of the 

DoA measurements from those patterns. 

Using a planar array allows a beam to be steered in two dimensions – a fact that was leveraged 

to rotate the beam of the 3-element phased array, albeit only in the azimuth direction as the angle 

was held constant in the polar direction. While the beamwidth of the 3-element array made it such 

that the polar direction did not contain a wealth of information, changing the size of the array, or 

even the sensing modality to look for “null” instead of beams with a null-steering version of the 

antenna, can result in that second dimension – that polar angle –containing more information. While 

this will increase the necessary search space for generating a good DoA measurement, this can also 

yield a two-dimensional DoA measurement that can aid in potentially speeding up the localization 

or enabling localization in a third dimension. 

 

Airframe 

While all the flight-testing and demonstration presented in this thesis is built on a multirotor 

vehicle, that does not need to be the case in the future. The antenna developed in Chapter 3 

explicitly decouples the sensing modality from the vehicle, allowing for a variety of different types 

of vehicles to potentially be used in future developments of this system. The lightweight sensor can 

just as easily be mounted on a fixed-wing UAV that can much more quickly travel through the 

environment to execute the localization system. While that may add challenges to the rapid 

deployment of the vehicle, the growth of transitioning vehicles can also be explored to reduce the 

deployment challenges. 

 

Estimator and Path Planner 

Finally, the estimator and the path planner used in this thesis are an engineering solution to the 

challenge. As was briefly discussed in Section 5.3.1, there is a wealth of existing and ongoing 

research in the domain of bearing-only localization, and therefore a potential wealth of room for 

improvement on the estimator and path planning used. Research continues on bearing-only 

localization methods with the development of more robust algorithms that account for uncertainties 
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in the vehicle’s position over time, or in even using the unknown signal source as a feature in the 

environment [99]. For example, research in bearing-only simultaneous localization and mapping 

(SLAM) techniques may enable the inclusion of the DoA measurements to the signal source into 

the navigation system to effectively cap the drift of a velocity only based navigation system by 

providing a key feature in the environment [86], [100]–[102]. 
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