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Abstract

Many applications that utilize the Global Positioning System (GPS) demand highly

accurate positioning information. Safety-critical applications such as aircraft navigation

require position solutions with not only high accuracy but also with high integrity. Two

significant threats to GPS signal quality exist which can make meeting both of these

requirements a difficult task.

Satellite signal anomalies, or “evil waveforms,” can result from soft failures of the signal

generating hardware onboard the GPS satellite. These subtle anomalies cause distortions of

the signal, which if undetected may pose an integrity risk to an aircraft relying on GPS.

Signal Quality Monitoring (SQM) is required to reliably detect these anomalies and thereby

protect airborne users from this integrity threat. Multipath, or undesired reflected signals

from the ground or other obstacles, also distorts the desired GPS signal. In addition to

making evil waveforms more difficult to detect, multipath—an ever-present error source—

also degrades nominal performance. Multipath mitigation techniques attempt to reduce or

eliminate this threat.

This thesis introduces novel signal processing techniques for addressing these twin

concerns. First, a comprehensive method for designing a robust signal quality monitor to

detect evil waveforms in the presence of multipath is described. This method is used to

specify a practical multiple-correlator configuration for the SQM receiver that satisfies the

requirements for Category I precision approaches for landing aircraft. Second, a new
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multipath mitigation approach is introduced that leverages “multipath invariant” properties

of the GPS signals. A real-time Tracking Error Compensator (TrEC) algorithm is

experimentally shown to provide significant accuracy improvements over existing

techniques for low-end (or “narrowband”) receivers. Additionally, it is shown that TrEC

may have at least comparable multipath mitigation performance to that of a high-end (or

“wideband”) receiver technique.
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Chapter 1:

Introduction

Moore’s Law:
The observation made in 1965 by Gordon Moore, co-founder of Intel, that
the number of transistors per square inch on integrated circuits had
doubled every year since the integrated circuit was invented. Moore
predicted that this trend would continue for the foreseeable future. In
subsequent years, the pace slowed down a bit, but data density has
doubled approximately every 18 months, and this is the current definition
of Moore's Law, which Moore himself has blessed. Most experts, including
Moore himself, expect Moore's Law to hold for at least another two
decades.

- Webopedia

Moore’s Law has been prophetic not only in the computer industry but also in advances in

communications (and navigation) receiver technology as well. Rapidly decreasing costs of

application-specific integrated circuits (ASICs) and other silicon-based receiver

components have led to the introduction of many novel digital signal processing (DSP)

techniques for improving signal tracking performance. Specifically, many of these

receivers have in recent years witnessed the introduction of numerous so-called

“multicorrelator” (i.e., high-resolution sampling) DSP techniques used to reduce or

eliminate signal tracking errors. As costs continue to decrease, multicorrelator signal

processing techniques will no doubt become the standard means for mitigating signal

tracking errors in receivers used for wireless communication and navigation.

1
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1.1 The Global Positioning System (GPS)

The Global Positioning System (GPS) is a satellite-based radio navigation system used to

compute precise time and three-dimentional positions anywhere on the earth [Kaplan]. An

illustration is provided in Figure 1-1 below. GPS position solutions are accomplished by

obtaining time-of-arrival (TOA) measurements, or pseudoranges (PR), from a minimum of

four GPS satellites. These raw pseudoranges are the measured distances along the line-of-

sight (LOS) of the signals broadcast by each of the satellites. The PR, ρ, for each satellite,

k, is simply Equation Section 1

( ) ( ) ( )2 2 2
1, 2,3,...,

4

k k k k
u u u uX x Y y Z z c b k K

K

ρ = − + − + − + ⋅ =

≥
(1.1)

where Xk, Yk, Zk are the Earth-centered, Earth-fixed (ECEF) coordinates for satellite k. The

subscript, u, represents the user, and x, y, and z are the user ECEF coordinates. The user

clock bias, bu, is required to compute precise (GPS) time. This equation is subsequently

linearized and iteratively solved for the user position and clock bias using a least-squares

computation [Kaplan].

User
(Airborne)

User (Ground)

Line-of-Sight (LOS)

“range”+Errors

Error Sources (1-σσσσ):
• Ionosphere (5 m)

• Troposphere (1.5 m)

• Receiver Noise (1.5m)

• Multipath: 2.5 m

User
(Airborne)

User (Ground)

Line-of-Sight (LOS)

“range”+Errors“range”+Errors

Error Sources (1-σσσσ):
• Ionosphere (5 m)

• Troposphere (1.5 m)

• Receiver Noise (1.5m)

• Multipath: 2.5 m

Figure 1-1 Navigation Using the Global Positioning System (GPS)
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The users clock bias is a time-varying term that consists of all the common mode effects

present on all pseudoranges. To the receiver, these may include the following:

• Local oscillator drift and bias

• System filter (analog and digital) propagation delays

• Antenna and receiver channel line biases

Because these biases are common mode to all pseudoranges, they only affect the magnitude

of the bias, bu. This translates to a timing error. It does not, however, affect the position

solution contained in the xu, yu, and zu terms.

1.1.1 GPS Error Sources

In the absence of pseudorange errors, highly accurate position solutions may be obtained

by solving the system of equations described in (1.1) above. However, in general, there are

several primary error sources to GPS. Two of these include unknown atmospheric errors,

or delays, introduced by the ionosphere and troposphere. These effects cause the line-of-

sight (LOS) signal to actually “arrive” later than predicted by Equation (1.1). ([Kaplan]

and [Klobuchar] discuss ionosphere, troposphere, and other error sources in greater detail.)

Multipath (MP) is another primary pseudorange error source. MP signals are (usually

undesired) signal reflections from the ground or other nearby obstacles. (See Figure 1-2.)

These are simply amplitude-scaled (reduced) and time-delayed replicas of the nominal

incoming signal or LOS. MP signals combine with the LOS and effectively distort the

received signal. As opposed to the atmospheric effects, which directly affect the LOS

signal TOA, MP causes the GPS receiver to make erroneous measurements of the TOA of

the signal.

Satellite failures—far less common error sources for GPS than the aforementioned

effects—may also cause distortion of the received (and generated) GPS signal. Such a

failure may cause an anomalous signal, or “evil waveform” (EWF), to be generated by the
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satellite. Like multipath, this mechanism causes TOA measurement errors by the receiver.

If undetected, such anomalous signals could cause unacceptably large errors for GPS users

in high-integrity applications such as aviation.

1.1.2 Differential GPS (DGPS)

Local-area differential GPS (LADGPS) attempts to correct for many of the dominant error

sources in GPS. It accomplishes this by placing a reference station at a known location in

the vicinity of a user, or where high accuracy navigation is required. Equipped with a GPS

receiver, the reference station measures the ranges to each of the GPS satellites in view. It

subsequently computes true ranges to the same satellites using the known reference station

location. As illustrated in Figure 1-2 below, the reference station then broadcasts (scalar)

corrections for each of those pseudorange (PR) measurements to local users via a datalink.

LADGPS makes it possible to achieve position accuracies of several centimeters or less.

(See [Parkinson95] for more details.) LADGPS is only effective, however, when

correcting for common mode, spatially correlated errors such as the ionosphere and

troposphere delays. MP-induced errors are not common to both the reference station and

the user.

Reference Station

Multipath
(MP)

Multipath
(MP)

Line-of-Sight
(LOS)

“Evil Waveform”

User (Ground)

Differential
GPS

Figure 1-2 Two Threats to GPS Signal Quality: Multipath and Evil Waveforms
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EWFs are generated by the satellite and as a result are effectively spatially correlated. In

other words, both the user and the reference station may observe the same distorted signal

independent of their separation. Nevertheless, since the user and reference station receivers

are not identical, LADGPS cannot reliably correct for these errors.

1.1.3 GPS Augmentation Systems for Improving Flight Operations

GPS augmentation systems utilize DGPS techniques in addition to integrity monitoring

algorithms to achieve the accuracy, availability, integrity and continuity required to

continuously provide robust, safe navigation for aircraft in all phases of flight. These four

requirements answer the following questions, respectively:

• How correct is the user position estimate? (Accuracy)

• What is the largest the user position error can ever become without detection?

(Integrity)

• How often can a user use this system and have the desired accuracy and integrity?

(Availability)

• What is the probability that an operation, once commenced, can be completed?

(Continuity)

Notably, for landing aircraft these requirements become particularly difficult to meet.

Category I (Cat I) precision approaches, for instance, propose to guide an aircraft on final

approach down to a vertical height of 200 feet above the ground. Specifically, for a Cat I

approach, should any pseudorange errors cause a user’s vertical position error to exceed 10

meters, the ground facility (or reference station) must alert the user to abort the landing

within 6 seconds. The Federal Aviation Administration (FAA) defines this as the Cat I 6-

second time-to-alarm (TTA) requirement. If the landing system cannot meet the TTA

requirement, a user may receive hazardously misleading information (HMI) from the

augmentation system. In this case, the system may incorrectly inform the user that all

errors are within acceptable bounds. This scenario constitutes an integrity risk.
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(The reference station may use only a fraction of the 6-second TTA because the user will

require some of the allocated TTA to receive and process the message.)

Local Area Augmentation System (LAAS)

Local Area Augmentation System (LAAS) is a LADGPS system tailored to meet the

stringent requirements on accuracy, integrity, availability, and continuity for landing

commercial aircraft using GPS. LAAS is referred to as a Ground-Based Augmentation

Systems (GBAS), since it proposes to meet these requirements by placing a reference

station, or LAAS Ground Facility (LGF), at each airport. The LGF monitors the GPS signal

and must alert the users before they experience HMI.

The current goal for LAAS is to meet the FAA requirements for Cat I precision

approaches. As always, multipath corrupts the GPS signal for LAAS users and degrades

the system accuracy, while EWFs affect the system’s ability to guarantee high integrity for

this phase of flight. It follows that LAAS requires signal quality monitoring (SQM) to

detect EWFs in order to meet the Category I integrity requirements. (Note that Cat II and

Cat III approaches provide aircraft guidance to lower minimum heights, and accordingly

have significantly more stringent requirements.)

Wide Area Augmentation System (WAAS)

The Wide Area Augmentation System (WAAS) corrects for GPS nominal pseudorange

errors over a wide geographical area. It accomplishes this using a network of 29 WAAS

Reference Stations (WRS) distributed all over the United States. While LAAS position

solutions are extremely accurate for users located close to the LGF, WAAS-corrected

position solutions are less accurate. However the accuracy remains relatively constant with

respect to user distance from the WRS. WAAS is a so-called Satellite-Based

Augmentation System (SBAS) since it uses a geostationary satellite (GEO) to broadcast

corrections to WAAS users. Although not as accurate as LAAS, WAAS will eventually

provide the accuracy, integrity, availability, and continuity for Cat I precision approaches.
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1.2 GPS Signal Structure

The nominal incoming GPS signal is composed of (sinusoidal) carrier wave centered at

two frequencies: fL1=1575.42MHz and fL2=1227.6MHz. The carrier at fL1 from each

satellite is modulated by two pseudorandom noise (PRN) codes: the Civilian Access or C/A

code and the military’s Precision or P(Y) code. (The fL2 signal is modulated only by the

P(Y) code.) The Civilian Access (C/A) code is composed of a sequence of 1023 bits or

chips. This PRN code sequence is different for each satellite and repeats every 10-3 second

(i.e., a chipping rate of 1.023 chips per second). The nominal broadcast power of the C/A

code is -160dBW. Figure 1-3 illustrates the basics of the C/A signal. The nominal

(civilian) signal has a power of –160dBW and is not normally detectable using a spectrum

analyzer. The military signal or P(Y) code is also present on the L1 signal. It has a

chipping rate of 10.23Mcps and is broadcast at a power of –163dBW [Spilker94a]. The

C/A and P(Y) codes on L1 are in phase quadrature (i.e., 90° out of phase) with respect to

each other.

+1

-1

Civil Access (C/A) Code:
• 1.023 Mcps

• Chip Peroid, Tc: 293.05 m

Carrier, L1
• 1575.42 MHz

• 19.02 cm wavelength

Incoming Signal:

Figure 1-3 Basic Structure of Civil GPS Signal

The GPS signal that carries the C/A code may be expressed as

( ) ( ) ( ) ( )0 0sins t AC t X t tω= (1.2)
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In the above expression, A is the amplitude of the incoming signal and C(t) equals ±1

corresponding to the sign of the C/A code chip. X(t) represents the sign of the navigation

data bit [Braash95]. A navigation data bit consists of 20 C/A code epochs. The details of

the complete GPS navigation message and also the military P(Y) code and signal structure

can be found in [Spilker94a].

To acquire and track the incoming signal, the receiver uses a process known as correlation.

This process multiplies the incoming signal by an internally generated replica of the PRN

code corresponding to a specific satellite and averages the result. The correlation equation

is given as

0 1 0 0 0( ) ( ) ( )cos( )s t s t R tτ τ ω θ= − + (1.3)

where R(τ) is the ideal autocorrelation function of the incoming signal code with the replica

PRN code. Note that code tracking is almost solely based on the shape of the correlation

peak, and distortion of the correlation function is the primary way in which MP signals and

EWFs degrade the performance of GPS receivers.

1.3 Correlation Functions

The convolution of a given PRN code with itself forms the autocorrelation function,

( )nomR τ . If xnom(t), is the nominal, ideal incoming PRN code, this operation is given as

( ) ( ) ( ) ( ) ( )nom nom nom nom nom,R x t x t x t x tτ τ= ∗ = − (1.4)

Some also refer to the correlation process (as it occurs in GPS) as matched filtering since

“matching” it to an internally stored replica of that signal filters the incoming signal. This

process despreads the GPS (spread spectrum, CDMA) signal. Matched filters optimally

filter the incoming signal since they possess a priori knowledge of the signal (i.e., pulse

shape) [Carlson]. The double-sided normalized power spectrum for the C/A code

autocorrelation function is shown below in Figure 1-4, and is equivalent to the magnitude

response of the C/A code matched filter.
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Figure 1-4 Normalized Power Spectral Density of GPS C/A Code (at Baseband)

GPS signals are designed to yield a maximum correlation output when the codes are

perfectly aligned. Conversely, zero correlation output is desired when the codes are

misaligned. This case is illustrated in Figure 1-5 below. This ideal case models the

incoming signal as a single bit or pulse. During acquisition, a receiver processing this

pulse attempts to align its internal replica of that pulse to that signal. For the partial

alignment shown, only partial correlation is possible. Again, the receiver maximizes the

correlation output by aligning the two pulses. Note that although the entire correlation

peak is pictured, the only “observation” point for the alignment shown in Figure 1-5 would

be the location of the downward arrow. In other words, a receiver would only measure this

relatively low correlation (signal) power corresponding to the alignment of the incoming

and replica signal pulses.

Idealized Code

Incoming Signal

Replica

Figure 1-5 Ideal Autocorrelation Process
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1.4 Pseudorandom Noise (PRN) Codes

Maximum-length pseudorandom noise (PRN) codes are called m-sequences and are nearly

orthogonal to each other [Spilker94a], [Glisic]. The autocorrelation function of an

orthogonal code appears much like the ideal autocorrelation. They have a single

correlation peak when perfectly aligned and have constant, negligibly small correlation

when the codes are misaligned by more than a single chip. Figure 1-6 illustrates the

autocorrelation and cross-correlation functions for two (ideal) m-sequences.

The actual GPS C/A codes are taken from the Gold Codes. These PRN codes have a

maximum length of only 1023 chips and are non-orthogonal. Consequently, their

autocorrelation functions are not minimal for code offsets greater than one chip. Their

cross correlation properties, too, are non-minimal. The Gold Codes do, however, guarantee

uniformly low cross-correlation properties between the 1025 sequences in the Gold family

of length 1023. (GPS currently uses only 36 of these 1025 possible sequences [Misra].)

More importantly, because the code lengths are short, relatively rapid acquisition is made

possible.

C/A code correlation functions, like m-sequences, possess a single, relatively large main

lobe when the codes are perfectly aligned. However, at offsets greater than or equal to 1

chip, these functions also possess characteristic sidelobes. (One C/A code chip, or 1-Tc

code period, is approximately equivalent to 1µ-second or 293.05 meters in range.) Figure

1-7 shows the autocorrelation and cross-correlation functions for two C/A codes

normalized by the maximum (main peak) value of each function. The height of the main

peak is nominally 1023 samples. The minimum plateau height, –1, is the desired

correlation level for large code offsets and for cross-correlation. The minor lobes may be

as large as +64 or –65.
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Figure 1-6 Normalized Correlation
Functions for m-sequences (Top:
Autocorrelation; Bottom: Cross-
correlation)
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Figure 1-7 Normalized Correlation
Functions for CA code (Top:
Autocorrelation; Bottom: Cross-
correlation)

For simplified analysis, a triangle exactly models the ideal normalized correlation peak,

R(τ), defined in Equation (1.4). Equation (1.5) generalizes this according to

( ) ( )
c

c
c

, T

1
, T

Ts

b

R b
a

τ
τ τ

τ

 >
= + ⋅

− ≤


(1.5)

where as=1.0, as=64/1023, or as=-65/1023 for the main peak, and the positive and negative

sidelobes, respectively. The normalized (base) plateau height, b, nominally equals -1/1023,

unless a sidelobe lies flush against the peak. (See Section 3.6 of Chapter 3.)

1.5 Code Tracking

A (spread spectrum) GPS receiver uses a minimum of two code replicas to acquire and

track the GPS signal. These replicas, or correlators, align and convolve with the incoming

code. They are normally held at fixed offsets, or correlator spacings, relative to each other.

One is called the “Early” (E) correlator and the other is called the “Late” (L) correlator.

Sometimes a third replica, the “Prompt” (P) correlator, is placed in the center of the E and

L correlators. The standard E-to-L correlator spacing, dE-L, is 1Tc.
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After acquisition, the standard receiver code tracking loop, called a delay-lock loop (DLL),

“tracks” the signal by slewing the correlators until the E and L correlator outputs are

balanced. This subtraction (E-L=0) forms the standard DLL discriminator. (See Figure 1-8

below.) In the absence of thermal noise, multipath, filtering effects, and any other

correlation peak distortions, when the discriminator is zeroed, the code tracking errors are

also zero regardless of correlator spacings, dE-L. (See Chapter 2, Section 2.2.2.)

C/A Code (typical)

“Early” Correlator

Incoming Signal

“Late” Correlator

Early Late

Delay-Lock Loop (DLL)
goal: E - L = 0

“Prompt”C/A Code (typical)

“Early” Correlator

Incoming Signal

“Late” Correlator

Early LateEarly Late

Delay-Lock Loop (DLL)
goal: E - L = 0

“Prompt”

Delay-Lock Loop (DLL)
goal: E - L = 0

“Prompt”

Figure 1-8 Correlation and Conventional Code Tracking in a GPS Receiver

1.6 Threats to GPS Signal Quality

Evil Waveforms

Evil waveforms may result from failures of the signal generating hardware on GPS

satellites. These failures introduce anomalous distortions onto the correlation peak as

illustrated in Figure 1-9. Consequently, when a conventional DLL balances the E and L

correlators, although E-L=0, the tracking errors remain non-zero and unknown. Reference

stations cannot, in general, correct for these errors because the correlator spacings of the

reference stations and airborne (user) receivers generally differ. If such distortions are

present on a satellite signal being tracked by an avionics receiver, this could pose a severe

threat to the integrity of that airborne user.
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Figure 1-9 Effect of Evil Waveforms on Code Tracking

Figure 1-10 Effect of Multipath on Code Tracking
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Multipath

Multipath also causes significant distortion to the correlation peak. Figure 1-10 illustrates a

type of distortion caused by a single reflected MP signal. The MP is a (usually) reduced-

amplitude copy of the direct signal; it arrives “later than” the direct signal. Since the

relative delay, amplitude, and other MP parameters are generally unknown, the

superposition of these signals produces an unknown distortion of the correlation peak. MP

distortions are always present to some degree and primarily threaten to degrade user

position accuracy.

Problem statement:

Use multiple correlators to mitigate these threats to GPS signal quality.

This thesis proposes and analyzes several multicorrelator techniques for signal quality

monitoring (SQM), or detection of evil waveforms, and for mitigating (code phase)

multipath in GPS receivers in order to protect integrity in aviation applications and to

improve general GPS accuracy.

1.7 Current Efforts And Contributions to Signal Quality Monitoring Research

Much of the research in SQM has occurred between 1997 (at FAA request) to present and

has taken place at Stanford University. There are currently four primary areas of this

research: EWF Threat Model development, Minimum Detectable Error (MDE)

determination, SQM Design, and SQM Experimental Validation. This section describes

the research and contributions in each of these areas.

1.7.1 Threat Models

Several candidate threat models were initially proposed to explain the SV19 phenomenon.

(These are discussed in greater detail in Chapter 3.) Of these, the Most Evil Waveform

Threat Model (MEWF) first explored the set of anomalous signals that induced a certain

(maximum) differential pseudorange error (PRE) in the presence of SQM. Theoretical
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MEWFs result from the analysis of a waveform that could pass undetected through a

prescribed multicorrelator EWF detection technique and result in the maximum user PREs.

The MEWF analysis, however, is very complex. In addition, MEWFs are not realizable.

Note that [Mitelman98] first used the term “evil waveform.”

Contributions:

This thesis develops the 2nd-order Step (2OS) Threat Model, which characterizes the most

plausible EWF failure modes. This practical model captures the essential signal threats of

concern to aviation users. This thesis also derives analytical equations for the EWF signals

(codes) and the corresponding anomalous correlation peaks.

1.7.2 Minimum Detectable Errors (MDEs)

Minimum detectable errors (MDEs), or the SQM detection thresholds, quantify the

nominal distortions of correlation peak measurements due to multipath and thermal noise.

Accordingly MDEs are equivalent to the smallest EWF-distortions that can be measured by

a particular multicorrelator SQM. Several individuals and organizations analyzed the

MDEs. The initial analysis assumed n independent tracking loops per channel in a given

receiver. From these independent tracking loops, the monitor formed n-1 pseudorange

differences. From these, [Brenner], [Shively99a] generated standard deviations for each

pseudorange difference as a function of elevation angle using a model (simulation) for

typical reference station multipath and receiver thermal noise. Also, [Shively99a], [Van

Dierendonck00] computed a multiplier generated to guarantee detection of EWFs with high

integrity and low false-alarm probability.

Contributions:

This thesis analyzes the MDEs on a satellite-by-satellite basis. More specifically, it derives

thresholds based on a specific PRN code of a given satellite. It is shown that the detection

thresholds must adjust for the small variations in correlation peak shape caused by the

location of the sidelobes.
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1.7.3 SQM Design

Various multicorrelator SQM techniques propose to solve the EWF detection problem.

The first of these utilized the pseudorange difference measurements used to determine the

SV19 failure. [Mitelman98] computed user PREs as a function of number of correlators

used to form these differences to detect MEWFs.

Contributions:

This thesis develops a selection and analysis methodology for validating SQM

implementations in the case of steady-state EWF failures for the 2OS threat model. Also

using the 2OS analysis, it constructs and analyzes new tests to provide improved steady-

state detection performance for both LAAS and WAAS based on differences and ratios of

direct samples of the correlation peak. Additionally, this thesis presents a transient LAAS

SQM performance analysis methodology, and proposes SQM tests that provide improved

transient EWF detection performance. Since the introduction of these analysis techniques,

[Shively99a], [Van Dierendonck00], and [Macabiau00] have subsequently validated and

extended many of these results.

1.7.4 SQM Experimental Validation

The performance of a specific SQM implementation has been experimentally validated

under several different conditions. [Macabiau00b] used an analog filter to generate a single

2nd-order Step EWF. Using actual receiver measurements, they showed that the resulting

correlation peak distortion matched well to the theoretical model prediction. In addition,

[Akos00a] designed and tested an (arbitrary) EWF generator capable of producing any

EWF, including MEWFs. [Mitelman00] investigated several hazardous EWFs and

demonstrated the first real-time SQM detection performance. No experimental validation

contributions are given this thesis.
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1.8 Previous Research and Contributions in Multipath Mitigation

Previous research in (code) multipath mitigation for GPS falls into two primary categories:

receiver-external approaches and receiver-internal approaches. Receiver-external

approaches attempt to mitigate multipath by preventing it from ever entering the receiver.

Accordingly, they utilize methods that do not require changes to the receiver hardware or

software configuration. Conversely, receiver-internal approaches are primarily

multicorrelator signal processing techniques. They make little or no attempt to alter the

incoming GPS signal. Note, however, that both of these classes of techniques may be used

simultaneously to reduce MP-induced position errors as well.

1.8.1 Receiver-External Approaches

Antenna Design

Antenna gain patterns use shaped reception gain patterns to attenuate reflected signals from

low elevation angles. For example, a choke-ring antenna utilizes concentric rings

surrounding the antenna. This effectively increases the surface area of the ground plane

from which the multipath reflects [Bartone]. The Multipath Limiting Antenna (MLA) uses

a combination of two antennas to provide high gain for low elevation satellites while

maintaining a sharp cutoff for angles below the (5°) horizon [Brenner].

Multiple antennas can steer nulls—regions of low gain—in the direction of the multipath

[Moelker]. Conversely they can steer the maximum antenna gain in the direction of the

desired signal. Use of multiple antennas—connected to multiple, respective receivers—

may provide additional signal information (e.g., MP-dependent SNR and carrier phase

differences between antennas) for subsequent, receiver-internal processing to remove MP

effects [Ray99b].

Antenna Siting
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Careful antenna siting (i.e., placement the antenna away from buildings or other large

obstacles) can prevent multipath from entering the antenna and subsequently distorting the

signal.

Ranging Signal Design

Higher code chipping rates also mitigate multipath. The military signal (P-code) has a

chipping rate 10 times higher than that of the C/A code. As a result, for a single strong

(3dB less strong than the LOS) MP reflection, the maximum multipath pseudorange errors

for a conventional receiver code tracking loop are only 1/10th the size of the C/A code

[Braasch96]. The new civil signal, L5, will be broadcast with this rate [Hegarty].

Alternatively, [Weill] suggested selection of a second civil carrier frequency modulated by

the same (C/A) code to reduce multipath tracking errors to sub-meter levels. Note that this

method implies redesign of the actual transmitted GPS signal and was only a modification

proposal for the L5 signal. In addition, the processing requires computationally intensive

minimum mean-square estimation and processing of the correlation peak using multiple

correlators.

1.8.2 Receiver-Internal Approaches

Measurement Processing: Calibration

The GPS satellites return to their positions in the sky approximately every 23 hours and 56

minutes. Accordingly, for stationary users (e.g., reference stations) the multipath errors

also repeat with the same frequency. Calibration (and removal) of these repeated effects

implies measuring, recording, and subtracting these time-varying pseudorange errors from

future measurements [Braasch95]. For dynamic users and/or multipath conditions that

change unpredictably, of course, this mitigation technique becomes significantly less

useful—perhaps even risky.

Measurement Processing: Carrier Smoothing
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Carrier smoothing effectively (low pass) filters the pseudorange measurements. Single

frequency (L1 only) receivers perform this smoothing over relatively short time windows

due to code-carrier divergence caused by the ionosphere. Dual-frequency or differential

GPS receivers, however, are able to remove this effect and may smooth for indefinite

periods of time. Carrier smoothing is most effective at reducing random pseudorange

errors (e.g., thermal noise) and multipath errors that change rapidly. Multipath, however,

may have significant bias components, which cannot be eliminated by smoothing alone

[van Nee92a], [Montalvo].

Measurement Processing: SNR and Pseudorange Estimation

Changing satellite geometry causes multipath conditions to change as well. Variations

observed in the pseudorange measurements correspond to variations in SNR measurements

reported by a receiver. To the extent these variations are distinguishable from elevation-

dependent ones, estimation algorithms can filter these measurements and form error

corrections to be applied to the pseudoranges [Axelrad], [Breivik], [Sleewaegen]. Note that

signals from multiple antennas (as discussed in Section 1.8 above under Antenna Siting)

may also combine with these receiver observables to help better estimate the multipath

pseudorange errors [Ray99b]. All of these techniques, however, have substantial difficulty

removing errors caused by barely-observable MP signals such as those that are weak (i.e.,

they have low signal power) relative to one or more dominant reflections.

Signal Processing: Multicorrelator Techniques

The last several years have witnessed the development of numerous multicorrelator

multipath mitigation techniques. Most of these have at least two things in common. First,

they concentrate almost exclusively on extracting information from the peak of the

autocorrelation function. This is intuitive since most of the signal power is concentrated

here. For orthogonal code sequences, the main lobe theoretically contains all the

information of the signal. Although the C/A codes are not orthogonal, the sidelobes of the

autocorrelation function are for the most part ignored. Second, today’s multicorrelator

techniques tend to perform well against long-delay multipath, with relatively strong signal-
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to-noise ratios (SNR). However, when faced with low-SNR multipath and/or multipath

with relatively short delays (e.g., less than 30 meters) their performance degrades to that of

a conventional, 1-chip spacing DLL.

Many current approaches attempt to track only the LOS signal and thereby reduce or

eliminate the effects of the multipath. They essentially attempt to separate the LOS and

MP signals. Several of these include: Narrow Correlator [Van Dierendonck92], [van

Nee92b], E1-E2 Tracker [Mattos], Edge Correlator [Garin96], ∆∆-Correlators [Garin96],

[Garin97], [Hatch], [McGraw], [Weill], [Zhadanov], etc. Alternatively, other approaches

attempt to estimate the parameters of the LOS and/or MP signals, and approximate their

combined effect on the tracking errors. Several of these estimation-based techniques are as

follows: MEDLL [van Nee94a], [van Nee94b], [Townsend95], MET [Townsend94],

MRDLL [Gadallah], [Laxton], Deconvolution Approach [Kumar], Adaptive Filter

[Nelson], Transition Points [Enge97], etc. Further, [Cahn] and others have also done some

combination separation and estimation-based techniques to form corrections for the code

tracking error.

All of the above methods rely on an ability to somehow distinguish the multipath from the

line-of-sight. This is most readily accomplished using special multicorrelator sampling of

the autocorrelation functions and/or discriminator curves. The most widely used of these

techniques are illustrated below in Figure 1-11. Additional correlators (i.e., more than the

usual Early, Late and sometimes Prompt correlators) and often a wider bandwidth are

frequently employed for this purpose. A fundamental limitation these methods must

overcome is their sensitivity to the changing characteristics of the multipath. For example,

the closer the MP parameters match those of the LOS, the more difficult it becomes to

either separate or estimate one from the other. This explains the characteristic degradation

in performance these techniques suffer when the MP relative delays are very short or when

the number or strength of the MP signals increases.
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Figure 1-11 Current Multicorrelator Multipath Mitigation Techniques

The E1-E2 Tracker differs somewhat from the others, and most closely approaches the

technique introduced in this thesis. It controls the receiver correlators to obtain samples of

the earliest, relatively “undelayed” portions of the main lobe of the autocorrelation function

[Mattos]. The difference between the sampled slope and ideal, expected slope of this low-

SNR region of the main lobe is used to dynamically adjust the code tracking loop.

However, like many others, it ignores the effect of multipath from sidelobes at long relative

MP delays. For best performance, it also requires a maximum receiver precorrelation

bandwidth (e.g., 20MHz) for accurate estimates of the slope of the leading edge of the

primary peak [Peterson]. It performs best against medium and long-delay multipath only.

Also, because it uses samples near the base of the main correlation peak it has received a

somewhat dishonorable mention because of its poor noise performance [Van

Dierendonck95].

Contributions:

This thesis introduces the concept of multipath invariance (MPI). It asserts and proves that

there are properties of the correlation function that do not change as a function of
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multipath. Using this concept, it develops the Tracking Error Compensator (TrEC)—a

multicorrelator mitigation technique.

The analysis reveals TrEC theoretical performance provides superior mitigation for

arbitrary receiver precorrelation bandwidth. The analysis also reveals TrEC operation is

virtually independent of the multipath parameters, and the number of multipath reflections.

This thesis describes a Fibonacci Search optimization method adapted to locate “MPI

points” on the correlation functions using a single correlator pair. Additionally, it proposes

several multicorrelator implementations. These combine to compute theoretical

performance bounds for arbitrary receiver configurations. Real-time, experimental results

validate TrEC performance on a low-end, narrowband receiver and a single additional

correlator pair. These experiments provided results from actual GPS signals generated

using both a GPS signal generator and live GPS satellites.

1.9 Thesis Outline

Chapter 2 gives the reader some fundamentals on how GPS receivers operate and briefs the

reader on the salient signal and threat mitigation terminology used in this thesis. Chapter 3

develops the story and theory behind evil waveforms and Chapter 4 discusses how best to

detect them. Chapter 5 details the selection and design of a robust multicorrelator signal

quality monitoring (SQM) implementation for LAAS. Chapter 6 introduces the concept of

Multipath Invariance (MPI) and the Tracking Error Compensator (TrEC) and derives the

multipath mitigation performance advantages and limitations of using TrEC. Chapter 7

discusses the extensive experimental validation of MPI and TrEC under various signal

conditions. Finally, Chapter 8 presents the many conclusions of this thesis and several

possible topics for further research.
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Chapter 2:

GPS Receiver Basics

Figure 2-1 illustrates the basic structure of a single GPS receiver channel.
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Figure 2-1 Simplified Block Diagram of a Basic GPS Receiver Channel

To understand this thesis it is necessary to gain a familiarity with the basic operation of

GPS receivers. This chapter describes the essential elements of a receiver tracking channel

23
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and how signal tracking is performed in a conventional GPS receiver. Section 2.1

describes the receiver analog front-end. Sections 2.2 and 2.3 describe the digital processing

aspects including code and carrier tracking fundamentals, and subsequent processing of the

code measurements. Section 2.4 outlines the ways in which EWF and MP threats to signal

quality manifest themselves in GPS receivers, where the multicorrelator mitigation

attempts to take place, and what characteristics determine the nominal performance or

response of the receiver.

2.1 Analog Processing: Receiver Front-end

The analog portion of the receiver consists of the antenna, the mixers and local oscillators,

and precorrelation filters. All of these subsystems precondition the signal and affect how

well the signal is subsequently tracked. The operations of each of these stages are briefly

summarized below. (Refer to Figure 2-1.)

2.1.1 Antenna

Incoming GPS signals enter through a left-hand circularly polarized (LHCP) GPS antenna.

Depending on the arrival angle of the signal and the antenna design, the antenna gain

pattern either amplifies or attenuates these signals. Recall from Section 1.2 of Chapter 1

that the civilian GPS signal has a nominal power of –160dBW. The standard GPS

antenna—a (omnidirectional) patch antenna—typically amplifies signals arriving from

zenith by approximately 3dB. Conversely, the antenna frequently attenuates signals

arriving from the horizon (0° elevation angle) or below by 3dB or more. This is desirable

since most undesired signal reflections (multipath) arrive from low elevation angles.

A low-noise radiofrequency (RF) amplifier subsequently amplifies the signal. The noise

figure for this first stage amplifier, NF1, when added to the ambient noise temperature-

dependent figure, essentially prescribes the worst case thermal noise figure, N0, for the

receiver [Van Dierendonck95]. Conservative assumptions yield a receiver noise figure

(power loss in decibels) approximated by Equation Section 2
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0 1204dBW/Hz+NF (dB)N = − (2.1)

The maximum C/A signal power, when measured in a 20MHz bandwidth, is approximately

14.9dB below the noise floor [Spilker94a].

2.1.2 Downconversion and Sampling

Downconversion refers to the process which translates the signal from a high nominal

center frequency (at fL1) to baseband or pseudo-baseband (usually less than 10MHz)

[Kaplan]. Several stages of local oscillator (LO) mixing to intermediate frequencies (IF)

and alternate filtering stages accomplish this task. After passing through the precorrelation

filter, an A/D converter samples the final IF signal (at a frequency at least twice the

precorrelation filter bandwidth). The next two subsections describe these processes.

2.1.3 Precorrelation Filtering

The final stage IF filter determines the precorrelation bandwidth (PCBw) of the receiver.

As illustrated in Figure 2-2 below, this bandwidth effectively extracts a number of central

lobes of the signal power spectrum. In other words, it removes low-power, higher

frequency components. Moreover, it provides substantial attenuation for some types of

out-of-band RF interference (RFI) [Phelts], [Spilker95]. As shown qualitatively in Figure

2-3 and more explicitly in Figure 2-4, narrow PCBws, however, round the corners of the

(ideal) correlation peak. As a result, so-called “narrowband” receivers are generally less

desirable candidates for mitigating multipath and for detecting EWFs.

Narrowband receivers attempt to select only the main lobe of this spectrum and accordingly

have bandwidths as narrow as 2MHz. Wideband receivers may include several lobes of the

spectrum and frequently have a precorrelation bandwidth of 8MHz or more. (For civil

users, the widest PCBw is approximately 20MHz. For military receivers it typically

extends to 24MHz.)
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2.1.4 Precorrelation Sampling

An A/D converter (sampler) converts the analog GPS signal (at the final IF frequency) to a

(baseband) digital signal using inphase (I) and quadrature (Q) sampling. To permit

correlation and doppler removal, this I,Q sampling process samples the signal (at a

prescribed sampling frequency) at two phases separated by 90° [Van Dierendonck95]. The

digital signal samples, Is and Qs, at time step, w, are then described as

( )

( )

cos
2

sin
2

sw w w w

sw w w w

A
I C X

A
Q C X

φ

φ

=

=
(2.2)

where

A is the signal amplitude

φw is the phase of the digital signals at sample w.

Cw is the C/A code at sample w.

Xw is the data bit at sample w.

GPS receivers quantize the incoming signals using one or more bits. In general, lower

signal degradation (hence, better receiver performance) results from using 3-bit

quantization or more [Van Dierendonck95].

2.2 Digital Processing

The essentials of the digital portion of a receiver channel are shown in the rightmost half of

Figure 2-1. Once the A/D digitizes (samples) the signal, this portion of the GPS receiver

becomes solely responsible for correlation, acquisition, code and carrier phase tracking,

pseudorange measurement processing, and, ultimately, generation of the navigation

solution in real-time. The first four of these tasks occur for each channel and are detailed
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below. (Section 1.3 of Chapter 1 briefly discusses the generation of the GPS navigation

solution.)

2.2.1 Correlation and Acquisition

Sections 1.5 and 1.6 of Chapter 1 described the basic concept of correlation for GPS

signals. The initial goal of the correlation process, however, is simply to acquire a specific

GPS (PRN code) signal. The receiver performs a search over all possible frequency

(doppler) bins and all possible code phases to acquire the combined satellite signal

[Kaplan]. The digitally (or numerically) controlled oscillator (DCO) in a given channel

accomplishes these tasks. The DCO outputs replicate Irw and Q rw samples using phase, φrw,

in an attempt to match (align) them to the incoming signal. (The replica I and Q samples

are output from the receiver’s correlators discussed in Section 1.5 of Chapter 1.) The

receiver measurement samples may be expressed as products of the incoming (Equation

(2.2)) and replica signals as follows

( )

( )

,

,

cos
2

sin
2

sw k rw j w w rw

sw w rw j w w rw

A
I C C X

A
Q C C X

φ φ

φ φ

= −

= −
(2.3)

where Crk,j is the replica code phase, j, at time step, w.

Acquisition search time depends on the receiver channel (thermal and cross-correlation)

noise levels. The noise floor of the receiver is dictated by the power (variance) of the I and

Q samples from Equation (2.3) output when no signal is present. The variance of these

samples increases in the presence of the desired GPS satellite signal. The search

terminates—a given satellite is presumed detected—once the received signal-to-noise ratio

(SNR) from one or more of the correlators exceeds a prescribed threshold. Assuming that

additive white gaussian noise (AWGN) models the channel noise with a standard deviation,

σn, the acquisition threshold, Vt, may be determined from
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2lnt n faV Pσ= − (2.4)

where Pfa is the specified probability of false acquisition. It follows that the probability

density function, pfa, is simply

2

2
t

n

V

fap e
σ

 
− 
 
 = (2.5)

Note that performing the correlation process (i.e., integrating) over more than a single code

epoch will reduce σn. The predetection integration time (PIT, or TI), for NPIT C/A code

sequences is NPIT milliseconds (where NPIT ≥1ms). The correlators may convolve or

integrate over as many as 5-20ms for reliable acquisition and tracking. More details on

signal acquisition can be found in [Kaplan].

2.2.2 Code Tracking Loops

After acquisition, the standard receiver code tracking loop, called a delay-lock loop (DLL),

“tracks” the signal by slewing, or “servo-ing”, the correlators until the E and L correlator

outputs are balanced. The difference (E-L=0) forms the standard DLL discriminator. (See

Figure 2-5 below.) In the absence of thermal noise, multipath, filtering effects, and any

other correlation peak distortions, when the discriminator is zeroed, the code tracking errors

are also zero independent of correlator spacings. (See Figure 2-6.)
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“Early” Correlator

Incoming Signal

“Late” Correlator

Early Late

Delay-Lock Loop (DLL)
goal: E - L = 0

“Prompt”C/A Code (typical)
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Incoming Signal

“Late” Correlator

Early LateEarly Late

Delay-Lock Loop (DLL)
goal: E - L = 0

“Prompt”

Delay-Lock Loop (DLL)
goal: E - L = 0

“Prompt”

Figure 2-5 The Conventional Delay-Lock Loop
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Code tracking errors translate directly into pseudorange errors. The primary task of the

DLL is to keep the tracking errors as small as possible in the presence of thermal noise.

Figure 2-6 shows the discriminator function for an ideal correlation peak and various

correlator spacings, d = 1Tc, d=0.5Tc, d=0.2Tc, and d=0.1Tc.
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Figure 2-6 Four E-L Discriminator Functions for d=1.0Tc, d=0.5Tc, d=0.2Tc, and
d=0.1Tc.

There are three basic types of code tracking loops: Early minus Late (E-L) power, dot-

product and coherent DLLs. Note that both the E-L power and dot-product discriminators

are noncoherent since they do not require phase tracking by the receiver. Coherent DLLs,

however, provide smaller steady state tracking errors. (See Equations (2.9) and (2.10).)

These three DLLs combine the in-phase and quadrature samples from each correlator in

different ways. Assuming a predetection integration time (PIT) over NPIT code epochs, the

discriminators for each code tracking loop are expressed in Equations (2.6), (2.7), and (2.8)

below.

Early Minus Late (E-L) Power:

( ) ( ){ }PIT
2 2 2 2

1

N

E E L L
i

I Q I Q
=

+ − +∑ (2.6)

Dot-Product:
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Coherent:
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where E, L, and P correspond to the Early, Late, and Prompt correlators, respectively.

A code loop filter smoothes the (integrated) discriminator (E-L) measurements, and scales

them by the loop gains to translate them into tracking errors. The steady-state closed-loop

code tracking errors (normalized variances) due to thermal noise for coherent and

noncoherent DLLs can be found using the following equations [Betz00b]:
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where C/No is the carrier (signal) to noise ratio in dB-Hz, dE-L is the Early-Late spacing in

chips, B is the double-sided PCBw in MHz, f is the frequency offset in MHz, and BL is the

single-sided code tracking loop bandwidth in Hz [Betz00b]. (BL is designed based on the

desired code tracking performance in the presence of receiver platform dynamics and

thermal noise; it determines the noise bandwidth of the loop.)

The above expressions assume the thermal noise is AWGN. They are valid for any SNR

(signal power) and code integration time, TI. 1-σ pseudorange (i.e., tracking) errors for
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standard users are typically between 1-2 meters. Chapter 3 addresses code tracking

performance in the presence of evil waveforms and Chapter 5 discusses code tracking in

the presence of multipath.

2.2.3 Carrier Tracking Loops

A frequency-lock loop (FLL) and/or a phase-lock loop (PLL) perform carrier phase (or

frequency) tracking. Several possible implementations of both PLLs and FLLs exist and

are detailed in [Kaplan]. FLLs generally provide more robust tracking for low C/N0 signals

and also in the presence of interference [Ndili]. FLLs attempt to achieve zero steady-state

frequency errors. PLLs provide phase tracking; they attempt to zero the phase tracking

errors. Although receiver acquisition processes almost universally employ FLLs, most

receivers use PLLs almost exclusively for precise phase tracking. They simply transition

from FLL to a PLL once the signal is (re)acquired. This thesis will presume steady state

tracking conditions (i.e., the receiver of interest uses a PLL).

The phase discriminator (error), δφ is simply

atan P

P

Q

I
δφ

 
=  

 
(2.11)

Carrier phase tracking—by providing accurate doppler and phase measurements—captures

user dynamics. The carrier tracking loop filters reduce any phase errors due to thermal

noise while allowing a maximum range of dynamics [Kaplan]. High bandwidth loop filters

permit the widest range of user dynamics, while low-bandwidth filters most significantly

attenuate the thermal noise tracking errors. Regardless of the loop bandwidth, however, the

1-σ carrier-phase tracking errors are on the order of 20° (1cm in range) or less for thermal

noise. For multipath, provided the PLL maintains lock on the direct signal, the carrier

tracking errors are always less than 90° (4.8cm in range) [Braasch95].
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2.3 Measurement Processing

GPS receivers frequently refine the code and carrier phase measurements (and, hence, the

pseudorange observables) to reduce nominal noise and multipath errors. The two primary

methods for doing this are carrier aiding of the DLL and carrier smoothing of the

pseudorange measurements.

2.3.1 Carrier Aiding (CAI)

The receiver may leverage the carrier phase dynamics to reduce the bandwidth of the DLL.

A narrow tracking loop bandwidth implies reduced tracking errors due to thermal noise. A

common (open-loop) transfer function for a DLL is

( )
( )

1b

a

Y s s

X s s

ν
ν

+= (2.12)

where ( )X s and ( )Y s are the Laplace transform representations of the input and output

E-L measurements of the DLL, respectively, and νa and νb are positive constants. They

determine the loop bandwidth and response [Ndili]. This implies the output discriminator

of the DLL is simply an integrated version of the input E-L measurements, weighted

against the current (unfiltered) E-L measurements. The equivalent time-domain filter for

code tracking is given as

( ) ( )1 1 1 2i i i i iτ τ ν δτ δτ ν δτ− −∆ = ∆ + − + (2.13)

where ν1 and ν2 are functions of νa, νb, and the loop update rate [Ndili], [GEC]. ∆τi and

∆τi-1 are the current and previous closed-loop code tracking errors, respectively; ∆τi and

∆τi-1 are the current and previous open-loop (discriminator) code tracking errors,

respectively.

With carrier aiding, this equation becomes
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( ) ( ) ( )1 3 1 4i i i i i iτ ν δτ δτ ν δτ− −∆ = Φ − Φ + − + (2.14)

where ν3 and ν4 are also functions of νa, νb, and the loop update rate. Φi and Φi-1 are the

current and previous accumulated (i.e., integrated) carrier phase (ICP) differences

computed according to

( )
0

0 0

it

i t dtφΦ =

Φ =

∫ & (2.15)

Here, the dynamics of the code tracking loop are propagated (aided) from one update to the

next using the difference in accumulated carrier phase measurements. Since thermal noise

(and multipath) errors on carrier measurements are much smaller than on code phase

measurements, carrier aiding effectively smoothes the code tracking errors.

The constants ν3 and ν4 determine the degree of noise abatement (filtering). Note that

when ν3 = 0 and ν4= 0, the code tracking loop dynamics rely solely on the carrier. Such a

design effectively de-weights the code measurements entirely. Weighting the ICP

differences too much is generally undesirable, however, since this can sometimes introduce

biases into the pseudorange measurements, which may be difficult to remove. Section 6.1

of Chapter 6 illustrates this experimentally and explains the effects in more detail.

2.3.2 Carrier Smoothing (CSM)

In addition to using CAI to produce less noisy pseudorange measurements, the relatively

smooth ICP measurements usually filter the final code pseudorange measurements. In

contrast to CAI, which directly affects the dynamics of the tracking loop, CSM only acts on

the measurements produced by the DLL. Standard CSM smoothing is accomplished using

a Hatch Filter.

( )( ) ( )
1 1

1 1
( ) ( ) ( ) ( ) ( )k k k k k

i i i i i

L
t t t t t

L L
ρ τ τ
∧
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where for the kth satellite,

( )k
itρ

∧
is the estimated pseudorange estimate at time ti,

( )k
itτ and 1( )k

itτ − are the code phase measurements (code DLL-based

pseudoranges) at times ti and ti-1, respectively,

( )k
itΦ and 1( )k

it −Φ are the ICP measurements at times ti and ti-1, respectively,

L is a constant that determines the smoothing time constant of the filter

The Hatch filter is equivalent to a Kalman filter with a single (velocity) state variable

[Kaplan]. However, an even simpler way to describe it is simply as a first-order lowpass

filter. The transfer function from raw (DLL) input smoothed (pseudorange) to the output of

this filter is given as

( ) ( ) ( )ˆ s
s s s

s s

α
α α

Γ = Τ + Φ
+ +

(2.17)

where ( )ˆ sΓ , ( )sΤ , ( )sΦ are the Laplace transform representations of the pseudorange

estimates, the (input) code phase and the (input) ICP measurements, respectively. α is a

function of L as follows

1L

L
α −= (2.18)

Note that as the frequency, s, approaches infinity, the pseudorange estimates become less

dependent on the DLL-based measurements and rely more on the relatively noiseless,

velocity-propagated ICP.

The transfer function from ( )sΤ to ( )ˆ sΓ is simply

( )
( )

ˆ s

s s

α
α

Γ
=

Τ +
(2.19)
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which is clearly a 1st-order lowpass filter with a pole at s=-α. The time constant for

aviation receivers is 100 seconds and, for a sampling period of 1 second, is obtained by

setting L = 100. A greater time constant may be used to provide more noise-abatement

through smoothing. However single-frequency receivers (designed to track C/A at f = fL1

only) seldom employ CSM time constants greater than about 2 minutes, because of

ionospheric code-carrier divergence issues [Klobuchar]. Assuming continuous phase

tracking (i.e., no phase “cycle slips” or losses of lock occur), dual-frequency receivers

permit use of virtually unbounded CSM time constants.

Even for relatively small time constants, however, CSM is highly effective at reducing

pseudorange errors due to thermal noise [Kaplan]. CSM is also effective at reducing PR

errors due to MP if the so-called “fading” frequencies of the MP are sufficiently large.

This implies the Doppler differences between the LOS and MP signals are high. However,

only when the amplitudes and/or relative delays of the MP signals are small compared to

the LOS will the MP-induced tracking errors closely resemble thermal (AWGN) noise

errors and have nearly zero mean [Braasch95], [van Nee92a]. This is not always the case

for MP tracking (and hence pseudorange) errors. Section 5.1 of Chapter 5 discusses the

effects and parameters of MP in greater detail.

2.4 Multicorrelator-Based Signal Threat Mitigation
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Figure 2-7 Threat Detection and Mitigation in GPS Receivers
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In this thesis, the term receiver configuration will generally refer to the (E-L) DLL

correlator spacing, d (dE-L) and the front-end precorrelation bandwidth PCBw. The threats

discussed—evil waveforms (EWF) and multipath (MP)—will manifest themselves as

distortions of the correlation function, which introduce code tracking errors. The practical

multicorrelator mitigation techniques and algorithms will reside in the microprocessor of

the receiver. Figure 2-7 illustrates this scenario.
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Chapter 3:

Evil Waveforms and Signal Quality

Monitoring

Subtle failures of the satellite hardware may cause anomalous satellite signals that may

pose an integrity threat to an airborne GPS user attempting to land. LAAS and WAAS

require Signal Quality Monitoring (SQM) to protect the integrity of airborne users against

the evil waveform threats. This chapter describes the development of the current theory on

so-called “evil waveforms” (EWFs) and various methods of SQM. Section 3.1 and 3.2

introduce EWFs and discuss the SV19 event—the first and only known occurrence of such

a GPS satellite failure. Section 3.3 describes several early candidate EWF Threat Models.

Sections 3.4 and 3.5 detail the preferred model—the 2nd-Order Step Threat Model—and

how to efficiently compute these waveforms. Section 3.6 describes several Signal Quality

Monitoring approaches and justifies the use of multicorrelator techniques.

3.1 GPS Satellite Signal Generation Payload

The GPS signal generator is a subset of the navigation payload onboard the satellite. As

shown in Figure 3-1, the signal generating hardware includes a Navigation Data Unit

(NDU) followed by a cascade of analog signal processing units. The NDU outputs

baseband signals for the navigation data, the C/A code, and the P(Y) code. The analog

38
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processing includes frequency upconverters, intermediate and high power amplifiers (IPA

and HPA), antenna beam forming (RABF) and finally the antenna.

Navigation
Data Unit

(NDU)

L1 Mod/IPA/
HPA/

Synthesizer

Combiner
&

RABF

L Band
Antenna

Figure 3-1 GPS Satellite Signal Generation and Transmission Hardware

An “evil waveform,” (EWF) is an anomalous satellite signal that results from a failure of

the analog and/or digital signal generating hardware onboard the satellite. The first and

only known occurrence of an EWF failure on a GPS satellite was in 1993 on SV19 (or

PRN19).

3.2 SV19

SV19 was launched on October 21, 1989 and declared operational in November of the

same year. In March 1993 at the Oskosh Air Show, Trimble Navigation, Ltd. noted that

differential position accuracies—based on code pseudorange measurements—without

SV19 were less than 50 cm. When included in the navigation solution, position accuracies

with SV19 degraded to anywhere from 2 to 8 meters [Edgar]. In July 1993, the University

of Leeds measured the power spectrum of the anomalous SV19 signal. (See Figure 3-2.)

The Operational Control Segment had fully resolved the problem by January of 1994 by

commanding the satellite to begin using onboard redundant signal transmission hardware.

Instead of the nominal, sinc function trend of the main lobe, the spectral data revealed a

large spike at the center frequency (L1). Recall that the receiver downconversion process

translates this center frequency at L1 (1.575GHz) to baseband (0Hz). A receiver code

tracking loop responds to the spectral content of the signal that resides at this center

frequency. Consequently, the measured spike in the SV19 spectrum filtered through the

GPS receiver essentially as a DC component.
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Figure 3-2 SV19 signal power spectrum measured by the University of Leeds

3.3 Early Evil Waveform Threat Models

Several candidate threat models were initially proposed to explain the SV19 event. They

have spanned the range from very simple models to very complex. The most prominent of

these are briefly described below.

3.3.1 Simpler Threat Models

The first proposed threat model simply added a sine wave to the nominal signal at L1.

Such a model could be explained by “leak-through” of the carrier wave in the signal

transmission path. This model could easily explain the SV19 spectrum measured by the

University of Leeds. However, without assuming unrealistic power levels for the sine

wave component, this model could not explain observed position errors as large as 3-8

meters [Enge99].

A second simplistic threat model added a delayed replica of the code to the nominal signal.

Such failure could result from a mismatch in the signal transmission line, which could

produce onboard reflections. Code multipath easily passes unattenuated through the

receiver’s front end, and could easily explain the previously observed 3-8 meter position

errors. This threat model, however, could not account for the irregular power spectrum

measured by the University of Leeds.
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3.3.2 Most Evil Waveform (MEWF)

This threat model takes a different approach to accounting for the differential position

errors observed using SV19, and the University of Leeds spectrum data. First it assumes

the reference station is capable of generating pseudorange measurements using multiple

correlator pairs (spacings). One of those pseudoranges forms the LAAS differential

(ground reference) corrections. The others monitor for distortions caused by satellite

failures. Second, it assumes that a user receiver generates a single pseudorange using (in

general) a different correlator spacing precorrelation filter. The most evil waveform

(MEWF) is the waveform that will produce the largest differential pseudorange error (PRE)

for a particular user, while appearing completely benign (undetectable) to the reference

station monitor receiver. [Mitelman98] and [Enge99] describe MEWFs in greater detail.

Further, the MEWF is the topic of Mitelman’s thesis dissertation.

The waveforms generated by this threat model, could result in maximum differential

position errors in airborne receivers. These waveforms, however, are not causal; they

originate before a code chip transition. In addition, they are intentionally phase and

amplitude modulated to elude the monitor correlator pairs yet still produce large

pseudorange errors for the user. Also, the International Civil Aviation Organization

(ICAO) and aviation community found this threat model somewhat implausible, since it is

highly unlikely that the signal generating hardware onboard the satellite is capable of

generating such a waveform.

The MEWF analysis, however, did lead to the identification of three primary threats to

GPS signal quality. Specifically, threats manifested themselves in the form of an

anomalous correlation peak. Each of the following may result in HMI for the airborne

user.

• Deadzones: “Flat spots,” or plateaus atop the correlation peak, are regions of zero

discriminator gain. The airborne and reference receiver correlator pairs may

“track” in different portions of this region.
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• Distortions: Asymmetries caused by underdamped oscillations in the correlation

function may affect the airborne receivers differently than the reference station.

Even using multiple correlators, monitor receivers may not detect these distortions.

• False peaks: Significant distortion of the correlation peak may cause some receivers

to lock onto (i.e., track) the EWF-induced peak—a raised oscillation—instead of

the true one.

3.4 2nd-Order Step Threat Model

The preferred threat model—the “2nd-order Step” (2OS) Threat Model—is capable of

generating deadzones, distortions, and false peaks on the receiver correlation peak. It also

explains the University of Leeds SV19 spectrum data and 3-8 meter differential position

errors. (See Figure 3-2.) It uses only three parameters and is accordingly relatively simple

to simulate and test. In addition, the 2nd-order Step model generates causal waveforms,

which are more plausible candidates for future failure modes of the real satellite signal

generating hardware.

Navigation
Data Unit

(NDU)

L1 Mod/IPA/
HPA/

Synthesizer

Combiner
&

RABF

L Band
Antenna

Threat Model A Threat Model B

Threat Model C

ANALOGDIGITAL

Figure 3-3 GPS Satellite Signal Generation and Transmission Hardware with
Threat Models A, B and C
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The 2OS models three specific classes of failure modes: digital, analog, and combination

(analog and digital) failure modes. The names Threat Model A (TM A), Threat Model B

(TM B), and Threat Model C (TM C) refer to each of the respective failure modes. Figure

3-3 illustrates where these failure modes would occur inside the GPS navigation payload.

3.4.1 Threat Model A: Digital Failure Mode (Lead/Lag Only)
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Figure 3-4 Threat Model A: digital failure mode (Ideal <dashed> and Evil <solid>
Waveforms (Lag) Shown.)

A digital failure mode occurs inside the NDU. Threat Model A (TM A) models this failure

as either an advance (lead, ∆ < 0) or a delay (lag, ∆ > 0) in the falling edge of the C/A code

chip, which occurs independently of the analog subsystem. This failure mode creates

deadzones. For illustration purposes, Figure 4 depicts a (large) lag of 30% of a chip period

(∆ = 0.3Tc) and its effect on the correlation peak. The entire peak is shifted, or delayed, by

the lag. A lead of 30% would advance the entire peak in the opposite direction, by the

same amount. Accordingly lead and lag are symmetric. (The analytical expressions for

obtaining these EWF correlation functions directly are derived in Section 3.6.1.) The

proposed range of the single TM A parameter ∆, is ±12% of a C/A code chip, since larger

values produce waveforms that are easily detectable by multicorrelator signal quality

monitors (discussed in Section 3.7).
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3.4.2 Threat Model B: Analog Failure Mode (Amplitude Modulation Only)
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Figure 3-5 Threat Model B: Analog Failure Mode (Ideal <dashed> and Evil <solid>
Waveforms Shown.)

Threat Model B (TM B) models an analog failure mode of the incoming signal as

amplitude modulation or “ringing” only that occurs independent of a digital failure. TM B

uses two parameters to describe this ringing as a damped second-order response. As shown

in Figure 3-6, this corresponds to a second-order system with a pair of complex-conjugate

poles in the left half plane at σ±j2πfd. The two parameters of TM B are the damped

frequency of oscillation, fd (MHz), and the damping factor, σ (Mnepers/second),

respectively. (This equates to an amplitude attenuation rate of about 20σlog10(e) dB/chip).

It follows that each chip transition can be described by the unit step response of this second

order-system, given byEquation Section 3
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(3.1)

Figure 3-5 illustrates a TM B EWF, corresponding to fd = 3MHz and σ = 0.8

Mnepers/second, which causes significant distortion of the correlation peak.
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Figure 3-6 GPS Satellite Signal Generation and Transmission Hardware, with TM
A and TM B Parameters

For TM B, fd ranges from 4 to17 MHz and σ ranges from 0.8 to 8.8 Mnepers/second. fd

only extends as low as 4MHz since lower frequencies would impact the military signal

(P(Y) code), which is more closely monitored than the C/A code. Frequencies above

17MHz would be difficult for the satellite signal hardware to generate. Also, the satellite

bandpass filter would attenuate modes above 17MHz. (Recall that the P(Y) code has a

chipping rate of 10.23MHz, compared to the C/A code rate of 1.023.) A large damping

factor range permits analysis of essentially undamped analog failures along with those that

have heavy damping. A lower sigma (σ < 0) would unrealistically result in unstable

oscillations on the code chips. Larger values of σ (σ > 8.8) would not introduce additional

constraints on the avionics since this would further attenuate the oscillations.
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3.4.3 Threat Model C: Combination Failure Mode (Lead/Lag and Amplitude

Modulation)
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Figure 3-7 Threat Model C: Combination of Analog and Digital Failure Modes
(Ideal <dashed> and Evil <solid> Waveforms Shown.)

Threat Model C (TM C) models an EWF that is a combination of simultaneous analog and

digital failure modes. Although many of the details remain unknown, the SV19 event is

believed to be a result of a TM C EWF. Figure 3-7 depicts such a waveform (for ∆ = 0.3, fd

= 3, and σ = 0.8). It illustrates that this threat model is capable of at once producing

deadzones, distortion and false peaks.

The (3-dimentional) parameter space for TM C, however, is not a direct combination of

those from TM A and TM B. For this threat model, the lead/lag parameter, ∆, is bounded

by the same limits as for TM A (±0.12Tc), and the damping factor, σ, has the same bounds

as for TM B (0.8≤σ≤8.8Mnepers/second). For TM C the damped frequencies of

oscillation, however, only range from 7.3 to 13MHz since the likelihood of a simultaneous

analog and digital failure is relatively small. (The parameters for SV19 fell within the TM

C range.)

The parameter (threat) space for all three threat models is summarized below in Figure 3-8.

TM A uses only a single parameter (∆) and represents a line in the threat space. TM B uses
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two parameters (fd,σ) and is a plane. Similarly, TM C is a 3-dimentional cube comprised of

all three parameters (∆, fd,σ). The cube depicted in Figure 3-8 shows where TM A and

TM B intersect with TM C. Also pictured are several “undetected” points (UDPs) in each

respective threat space to illustrate EWFs that may not be detectable by the multicorrelator

signal quality monitors discussed in Chapter 4.

fd (MHz)4 17

8.8

0.8
(nepers/chip)

TM B (2nd-order “ringing”)

TM C
(combination)

TM A (lead/lag)

(chips)

(nepers/chip)

fd (MHz)+0.12

-0.12

8.8

0.8

137.3

Undetected
points (UDPs)

(chips)

+0.12

-0.12

Figure 3-8 EWF parameter threat space for 2nd-Order Step Threat Models A, B,
and C

3.5 Correlation Functions for the Three 2OS Threat Models

Modifying the nominal incoming signal (code sequence), x(t), and correlating the new

signal with the (delayed) replica of this nominal signal, xnom(t-τ), allows computation of the

correlation functions for each threat model. When this is done, the (ideal) nominal

correlation function given by

R x t x tnom nom nomτ τa f a f a f= −, (3.2)

becomes
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( ) ( ) ( )EWF EWF nom,R x t x tτ τ= − (3.3)

where
REWF = Rlead, Rlag, RA, RB, RC

xEWF = xlead, xlag, xA, xB, xC.

(The subscripts, lead and lag refer to the digital failure modes within Threat Model A.

Subscripts A, B, and C correspond to Threat Models A, B, and C, respectively.) Figure 3-9

below summarizes how each of the Threat Models acts to modify the nominal incoming

GPS signal.. It illustrates how only the 2nd-order filter acts on the nominal code to produce

TM B, while either a lead or lag (TM A) may accompany this analog failure for TM B.
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Figure 3-9 Summary of the Preferred Threat Model

Figures 3-4, 3-5, and 3-7 above depict (with dashed lines) the nominal incoming signal and

resulting correlation peak for PRN5. The general expression for a normalized (i.e.,

elevation angle-independent) nominal correlation function, R(τ), is

( ) ( )
,

1
1 ,

c

c
c

b T

R b
T

T

τ
τ τ

τ

 >
= + ⋅

− ≤


(3.4)
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In this expression, b is the height of the main peak at its base. For most PRNs, b = -1/1023.

For SQM, however, we may assume b = 0 without significant loss of accuracy.

Recall that the actual (complete) correlation functions for the GPS signals have non-zero

sidelobes, which may lie near and sometimes adjacent to the peak. In these instances, b

may be non-negligible. (See Appendix E.) Section 4.3.2 of Chapter 4 discusses the effects

these sidelobes may have on prescribing thresholds for detecting EWFs. For modeling

EWF correlation peaks, however, these sidelobes have negligible effect.

Analytical equations can compute the EWF correlation functions directly. Figure 3-10

shows two equivalent cascades of linear systems. The top cascade models the physical

reality. The baseband signals, xnom(t), xlead(t) and xlag(t), are generated in the satellite

navigation data unit. They pass though the analog sections of the satellite that may or may

not be degraded. If degraded, these sections simply become equivalent to a second order

system with impulse response, h2nd(t). If these sections are not degraded, the signal

bypasses the second order system. After transmission, the signal propagates to the receiver

antenna where the receiver’s front end processes it. As shown, the front end is simply

another linear system with impulse response, hpre(t). Finally, the signal is correlated with a

delayed replica of the nominal signal ( )nomx t τ− .
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Figure 3-10 Exchanging the Order of Linear Operations
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The bottom cascade in Figure 3-10 depicts a system that is mathematically equivalent to

the top, but much more convenient computationally. In this case, the correlator first

processes the baseband signals, then h2nd(t) and finally hpre(t). The top and bottom systems

in Figure 3-10 simply exchange the order of linear systems and are equivalent. (This is

apparent since, in the frequency domain, convolution and correlation operations are simply

multiplications; these multiplications commute.) The bottom cascade is more convenient,

because closed form expressions exist for all of the relevant correlation functions (Rnom,

Rlag, Rlead, RA, RB and RC) identified in Equations (3.5) through (3.7). Recall that RA, RB

and RC are simply convolved with the impulse responses for the pre-correlation filters,

hpre(t), in the ground and air receivers.

The correlation functions for the lead and lag waveforms are

( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( )
( )

lag lag nom

lead lead nom lag

lag
A

lead

,

,

0
,

0

C

R x t x t

R x t x t R T

R
R

R

τ τ
τ τ τ

τ
τ

τ

= −

= − = + ∆

∆ ≥∆ =  ∆ ≤

(3.5)

The next subsection derives closed form expressions for Rlag and Rlead, and it also shows

that Rlag is simply a delay of Rlead. (Consequently, Rlead is an advance of Rlag.) As shown,

the correlation function for TM A, RA, is simply set equal to either Rlag or Rlead.

The correlation functions for the other two threat models, TM B and TM C (shown in

Figure 3-5 and Figure 3-7) are given by

( ) ( ) ( )B 2nd nom, , , ,d dR f h f Rτ σ τ σ τ= ∗ (3.6)

and

( ) ( ) ( )
( ) ( )

2nd lag
C

2nd lead

, , 0
, , ,

, , 0
d

d
d

h f R
R f

h f R

τ σ τ
τ σ

τ σ τ
∗ ∆ ≥∆ =  ∗ ∆ ≤

(3.7)
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where * denotes convolution. Closed form expressions for RB and RC are also derived

below.

3.5.1 Threat Model A Correlation Function

Threat Model A has only one parameter ∆a f , which is the lead ∆ < 0a f or lag ∆ > 0a f of the

falling edge of the positive chips in the C/A code. The corresponding correlation function

(for a lag) is given by

R x t x t

x t x t x t x t

x t x t x t x t x t

x t x t x t R

lag lag nom

lag nom nom nom

lag nom nom nom nom

lag nom nom nom

τ τ

τ
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a f a f a f

a f a f a f a f

a f a f a f a f a f

a f a f a f a f

≡ −

= − + −
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= − − +

,
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, ,

,

(3.8)

The lagging edge shown in Figure 3-12 causes the perturbation, x t x tlag noma f a f− . Figure

3-12 also shows the perturbation caused by a leading edge x t x tlead noma f a fb g− .

The correlation between the lag perturbation and the nominal waveform (plotted in Figure

3-11) combines with the nominal correlation function to yield Rlag τa f as shown in Figure

3-12. The corresponding equation is
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(3.9)

If the falling edge lags by ∆ , then the correlation function acquires a flat top, or plateau,

with width ∆ and the resulting discriminator function has a dead zone with width ∆ .
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The process outlined above for the lag perturbation can also derive the correlation function

for the lead perturbation (Rlead τa f). Figure 3-11 and 3-12 summarize this derivation and
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imply that the correlation for lead is simply a time advance of the correlation for lag

R R TClead lagτ τa f b gc h= + ∆ . (Note also that the amplitude of the lead “pulse,” or difference,

is the same as for the lag but with the opposite sign.) This time shift appears both at the

reference receiver and the airborne receiver, and so it may be ignored, as differential

processing removes this difference. The HMI effects generated by either lead or lag are

adequate to characterize both, and RA τ , ∆a f may be set to either.

3.5.2 Threat Model B Correlation Function
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Figure 3-13 Nominal Correlation Peak and Its Derivative

As shown in Figure 3-6, TM B models the degraded satellite subsystem as a linear system

dominated by a pair of poles located at σ π± j fd2 . Figure 3-13 illustrates the strategy to

find RB. The derivative of Rnom is input to the second order system and the resulting step

response is integrated to find the response to RB. The derivative and its response are given

by

( ) ( ) ( ) ( )nom 2C C

R
u T u u T

τ
τ τ τ

τ
∂

= + − + −
∂

(3.10)
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( ) ( ) ( ) ( ) ( )nom
2nd 2C C

R
h e T e e T
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τ τ τ τ

τ
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∗ = + − + −
∂

(3.11)

The correlation function of interest, RB, is the integral of this last expression and is simply

R f h f R E E Ed d
T TC C

B 2nd nomτ σ τ σ τ τ τ τ, , , ,b g b g a f= ∗ = − ++ −
0 0 02 (3.12)

where E is the integral of the unit step response (Equation (3.1)) given by
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3.5.3 Threat Model C Correlation Function

TM C passes xlead(t) or xlag(t) through the second order system and has three parameters

σ , ,fd ∆b g . The same strategy that was used for RB may be used to find RC. In this case,

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

lag lead 1 1

2 2
1 1

2 2

C C
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R R
u T u T u

u u T u T
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τ τ τ
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= = + + + − ∆ −

∂ ∂

− − ∆ + − + − − ∆
(3.14)
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1 1
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2 2
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τ τ τ τ
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∂ ∂
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(3.15)

The responses due to the original correlation functions are the integrals of these step

responses.
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where E is still given by Equation (3.13). Note that this expression is also valid for TM B

(∆ = 0). In addition, the lead response is still a time shift of the lag response. Accordingly,

TM C need only consider either lead or lag failures alone.

3.6 Signal Quality Monitoring (SQM)

To date, a satellite failure like SV19 has only occurred once. However, recall that LAAS

(Category 1 Precision Approach) requires that a user have a vertical error less than 10

meters. In addition, it specifies a total “time to alarm” (TTA) of 6 seconds. In other words,

if, while attempting to land, an airplane’s vertical errors ever exceed 10 meters, the LAAS

ground facility (LGF) must detect this potentially hazardous condition within TTAlgf of 3

seconds. This provides the user an additional 3 seconds to receiver, process, and respond to

the alarm message. These requirements, in addition to the unknown, nonzero probability of

a future satellite failure means some kind of signal quality monitoring is needed.

Differential GPS alone is unable to correct for the pseudorange errors caused by these

failures. In general, the receiver configurations of the airborne user and the reference

station are not the same. Differences in receiver precorrelation filter and code tracking loop

implementations may result in tracking errors that cannot be corrected using differential

GPS. Figure 3-14 illustrates this for the case of a distorted correlation peak, being tracked

using different correlator spacings (multiple correlator pairs). The asymmetry of the peak

could induce significant error for some receivers, and cause relatively small errors for

others.
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Figure 3-14 Effects of Evil Waveforms on Received Correlation Peaks

3.6.1 Receiver Autonomous Integrity Monitoring (RAIM)

In the presence of EWFs, the code tracking (or pseudorange) error state at the reference

station receiver does not necessarily indicate the level of the error experienced by the users.

Recall that if the ground and airborne receivers were configured identically, EWFs would

not induce any pseudorange errors for LAAS users. Receiver manufacturers and users,

however, design and select their receivers based on more than the EWF threat. Hence,

LAAS cannot constrain the airborne users to use the same receiver configuration as the

LGF.

Consistency checks—comparing position solutions with and without a potentially “failed”

satellite—may be a practical form of monitoring for some applications. An example of this

is a form of Receiver Autonomous Integrity Monitoring (RAIM). This would entail

placing receivers of various configurations at the LGF to monitor and compare the

pseudorange and position observables. For SQM, however, this approach would require a

large number of receivers. Alternatively, if the airborne receivers were to perform these

checks themselves, it would place the difficult and costly burden of integrity monitoring on

the users.
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3.6.2 Multicorrelator Techniques

Multicorrelator signal processing techniques provide a more practical means of

safeguarding user integrity against evil waveforms. They can be performed using a single

receiver located at a single reference station. (Note that for redundancy both LAAS and

WAAS reference stations come equipped with multiple receivers.) The reference station

hardware and equipment may have greater complexity and cost; however, there are

substantially fewer reference stations than there are would-be users. Since the FAA must

certify all avionics and landing hardware, and the LGF and/or manufacturers must, install,

check, and maintain this equipment for proper operation, the cost savings could be

substantial.



58

Chapter 4:

Multicorrelator Techniques for EWF

Detection

Signal quality monitoring is best performed using multiple correlators to detect anomalous

asymmetries of the correlation peak. Section 4.1 discusses two multicorrelator SQM

techniques and introduces several test metrics for detecting EWFs. Section 4.2 analyzes

the Minimum Detectable Errors (MDEs) and thresholds that ultimately determine the

sensitivity of the detection metrics.

4.1 Symmetry Tests

Multiple receiver correlators can be used to detect EWFs. Using observables obtained

from these measurements, GPS receivers can perform symmetry tests on the nominal

correlation peak of a received signal. Recall that the ideal, infinite bandwidth correlation

peak, ( )R τ , is perfectly symmetric independent of receiver correlator spacings, dm. As

observed from the previous sections, EWFs make the peak asymmetric. SQM aims to

detect these asymmetries.

58
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The precorrelation filter itself, however, also distorts the correlation peak. In fact, ( )R τ% —

the precorrelation filtered correlation peak—is in general asymmetric. This asymmetry

does not introduce errors for either standard GPS users (e.g., reference stations alone) or for

differential users (e.g., the aircraft using LAAS) since the errors are common across all

satellites. (Recall from Chapter 1, Section 1.1 that such common-mode errors are

interpreted as clock bias errors, and do not affect the position solution accuracy.) This

asymmetry, however, could impede the detection capability of multicorrelator signal

quality monitors. Assuming the mean, nominal symmetry test outputs for each correlator

(and receiver), may be estimated and stored, these values may be subtracted from the

respective real-time measurements to make the monitor more sensitive to EWFs. (Section

4.2.2 describes how to remove these effects.)

In addition, SQM must be performed in the presence of the nominal distortion of the

correlation peak caused by a combination of multipath and thermal noise. Using

measurements from live satellite and statistical analyses, the nominal errors introduced by

multipath and noise may be quantified. These quantities determine the minimum

detectable EWF-induced errors (MDEs) on the correlation peak by a particular

multicorrelator symmetry test. Section 4.3 describes the computation of the MDEs in

greater detail.

The following two sections discuss the two primary observables used in multicorrelator

SQM techniques: pseudorange (tracking error) differences and correlator values.

4.1.2 Pseudorange Differences

If multiple correlator pairs (each with a different early-to-late correlator spacing, d) are

used independently to track the correlation peak, a single receiver may compute correlation

peak symmetry tests in the pseudorange domain. Differences between pairs of

measurements may form pseudorange differences, ( )1 2,d dτ∆ ; one independent

pseudorange measurement corresponds to each correlator pair. For a nominal incoming

signal, ( )nom 1 2,d dτ∆ is computed as follows: Equation Section 4
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( ) ( ) ( )nom 1 2 nom 1 nom 2,d d d dτ τ τ∆ = − (4.1)

where

( ) ( ) ( ){ }nom nom nomarg / 2 / 2 0d R d R d
τ

τ τ τ= + − − =% % (4.2)

and the filtered correlation peak, nomR% , is defined as

nom pre nomR h R= ∗% (4.3)

In contrast, ( )a 1 2,d dτ∆ represents the pseudorange differences measured in real-time

while tracking the anomalous waveform. It is defined analogously to Equation (4.1) as

( ) ( ) ( ){ }a a aarg / 2 / 2 0d R d R d
τ

τ τ τ= + − − =% % (4.4)

where { }a pre A pre B pre C, , ,R h R h R h R∈ ∗ ∗ ∗% . In these equations, the subscripts “nom” and “a”

denote nominal and anomalous measurements, respectively.

For each independent pseudorange difference, the (constant) nominal values subtract from

the anomalous ones and are normalized by the corresponding minimum detectable error

(MDE). (MDEs are defined and discussed in greater detail in Section 4.2.) Once

performed, assuming Cp independent correlator pairs (Cp-1 independent pseudorange

differences) are used, the SQM detectability metric, βPR, becomes

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

a 1 2 nom 1 2

1 2

a 1 3 nom 1 3

1 3

a 1 nom 1

1

, ,

,

, ,

max , 1

, ,

,

PR

C C

C

d d d d

MDE d d

d d d d

MDE d d

d d d d

MDE d d

τ τ

τ τ
β

τ τ

∆ − ∆ 
 
 
 ∆ − ∆
 

= ≥ 
 
 
 ∆ − ∆
 
  

M

(4.5)
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Accordingly, an EWF is only detectable when βPR (i.e., at least one of the symmetry tests in

Equation (4.5)) is greater than unity.

As stated previously, a signal quality monitor based on pseudorange differences requires

that all the monitor correlator pairs track the satellite signal independently. Most GPS

receivers, however, possess only a single independent tracking loop per channel. As a

result, performing SQM using pseudorange difference measurements requires multiple

receivers. Provided each receiver is configured with a different correlator spacing, the

number of independent pseudorange differences possible would equal the number of

receiver pairs available. Clearly, if the number of differences required is very large, this

option becomes both costly and complex.

4.1.2 Correlator Values

-1.5 -1 -0.5 0 0.5 1 1.5

0

0.2

0.4

0.6

0.8

1

“∆∆∆∆-Tests”
(CEARLY-CLATE)

“Ratio Tests”
(CLATE / CPROMPT)

CEARLY
CLATE

CPROMPT

Code Offset (chips)

N
or

m
al

iz
ed

A
m

pl
itu

de

-1.5 -1 -0.5 0 0.5 1 1.5

0

0.2

0.4

0.6

0.8

1

“∆∆∆∆-Tests”
(CEARLY-CLATE)

“Ratio Tests”
(CLATE / CPROMPT)

CEARLY
CLATE

CPROMPT

Code Offset (chips)

N
or

m
al

iz
ed

A
m

pl
itu

de

Figure 4-1 Multicorrelator Symmetry Tests for Detecting Evil Waveforms Using
Correlator Values

A more practical SQM approach utilizes the actual correlator values output form a receiver

that possesses multiple correlators per channel. Provided the total number of correlator

pairs is reasonable (from a cost standpoint), this approach is preferable to using
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pseudorange differences. (See Section 5.5 of Chapter 5.) In this configuration, only a

single correlator pair (per receiver channel) tracks the correlation peak. The other

correlator pairs, or monitors, remain at fixed offsets relative to the tracking pair.

Conventional pseudorange measurements are derived only from the tracking pair. (Recall

that the tracking loop attempts to null the difference between each correlator value for this

pair. The monitor pairs serve only to measure the distortion of the correlation peak,

relative to the tracking pair.)

Delta Tests

The first configuration of correlator measurements is referred to as a “delta test” (∆-test).

A simple E-L correlator value difference—the difference of the two measurements output

from each correlator in a correlator pair—forms a ∆-test given by the following equations:

( )( )ref / 2m mR d dτ∆ = −% (4.6)

( ) ( ) ( ){ }ref ref refarg / 2 / 2 0d R d R d
τ

τ τ τ= + − − =% % (4.7)

(Refer to Figure 4-1.) Assuming the carrier loop is completely phase-locked, all the

quadrature samples of the code loop are negligible (Q ≈ 0). The delta test correlator

measurements may then be expressed solely in terms of the in-phase samples, I, as

, ,

2
early m late m

m
prompt

I I

I

−
∆ =

⋅

% %

%
(4.8)

,early mI% , ,late mI% , and promptI% correspond to the (filtered) ( )/ 2refR dτ −% , ( )/ 2refR dτ +% , and

( )refR τ% correlator values for correlator pair m, respectively. Note that the Iprompt

measurement normalizes the ideal correlation peak to have a maximum value of one. The

factor of 2 is the slope of the discriminator function (the discriminator gain) for the ideal

peak with a correlator spacing, d = 1Tc. This factor effectively translates the early-minus-

late difference, ∆, into an equivalent change in tracking error or pseudorange. In fact, using
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correlator values is in many ways equivalent to using pseudorange differences. (Appendix

C discusses SQM for WAAS, which uses pseudorange differences to detect peak

asymmetries.)

Assuming a total of Cp correlator pairs per channel, Cp-1 delta tests may be formed. After

removing the nominal filter effects and normalizing by the appropriate MDEs, the

detectability, γ∆ , is then given by

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

a,1 a, nom,1 nom,

1,

a,2 a, nom,2 nom,

2,

a, -1 a, nom, -1 nom,

-1,

max 1

ref ref

ref

ref ref

ref

C ref C ref

C ref

MDE

MDE

MDE

γ∆

 ∆ − ∆ − ∆ − ∆
 

∆ 
 

∆ − ∆ − ∆ − ∆ 
 = ≥∆ 
 
 
 ∆ − ∆ − ∆ − ∆
 

∆  

M

(4.9)

The delta test detects any EWF that makes γ∆ greater than one.

Ratio Tests

Ratio tests attempt specifically to detect the presence of deadzones (flat correlation peaks)

and abnormally sharp or elevated correlation peaks. These tests are computed using the

ratios of the correlator value measurements ( ,early mI% and ,late mI% ) to promptI% as illustrated in

Figure 4-1. (Note that as with the delta tests, these relations implicitly assume coherent

code tracking.) For a receiver that has a true prompt correlator available, the average ratio

tests are defined as

,R
2
early late

avg P
prompt

I I

I

+
≡

⋅
(4.10)
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Without a true prompt measurement, a pair of correlators with very narrow spacing, d, may

still form the ratios. Denoting the narrowly spaced correlator measurements, ,early nI% and

,late nI% , the average ratio test equation becomes

, ,
,

, ,

R
m n

early m late m
avg avg

early n late n

I I

I I

+
≡

+
(4.11)

For increased sensitivity to distortions affecting only a single side of the correlation peak,

individual correlator values may also be used to form single-sided tests. With an available

prompt correlator, these tests may be expressed as

,R m

m

early
early prompt

prompt

I

I
≡ (4.12)

and

,
m

m

late
late prompt

prompt

I
R

I
≡ (4.13)

for the early and late correlator values, respectively. For Cp correlator pairs in a given

receiver channel, the combined average and single-sided ratios permit a total of 3Cp

independent tests.

Without a prompt, the same tests are computed as

,

2
R m

m n

n n

early
early avg

early late

I

I I

⋅
≡

+
(4.14)

and

,

2
R m

m n

n n

late
late avg

early late

I

I I

⋅
≡

+
(4.15)
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yielding a total number of 3Cp-1 ratio tests.

Accounting for the nominal (filtered) ratio values and normalizing by the corresponding

MDEs yields the following for the ratio test EWF detectability, Rγ :

( )
( )

( )
( )

( )
( )

t a,1 t nom,1

1

t a,2 t nom,2

R t 21,2,3

t a, t nom,

t

R R

R

R R

max 1R

R R

R

t

C C

C

MDE

MDE

MDE

γ
=

 −
 
 
 − 
 = ≥
 
 
 − 
   

M

(4.16)

where t = 1, 2, 3 corresponds to the average, early, and late ratio tests, respectively. An

EWF is detected if it causes any of these tests to exceed unity.

4.2 Minimum Detectable Errors

Minimum detectable errors (MDEs) are the amount of correlation peak distortion or

variation required to guarantee a given symmetry test will detect the EWF with a

probability of false alarm less than 1.5x10-7 (per test decision per critical satellite), and a

missed detection probability of 10-3. The one-sided missed detection probability is given

for a Category I precision approach interval of 150 seconds. The false (or fault-free) alarm

probability applies to each test decision for each critical satellite. [Van Dierendonck00],

[Shively99a], [Shively99b], and [Shively00] provide a detailed explanation of how these

values are computed.

To obtain the MDEs, measurement analyses must quantify the standard deviations of each

individual symmetry test, or σtest, of the peak due to multipath and thermal noise. The

MDEs are simply a multiple of σtest by a constant. That scale factor is the sum of the two

multipliers, Kffd and Kmd, computed to produce the required fault-free detection probability
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and false alarm probability, respectively. Accordingly, the equation for computing the

MDEs is given by

( )MDE K Kffd md testσ= + ⋅ (4.17)

Assuming the noise and MP variations are gaussian, K 5.26ffd = yields a fault-free alarm

probability less than or equal to 1.5x10-7, and K 3.09md = guarantees a missed-detection

probability no greater than 10-3.

The noise is assumed to have a gaussian distribution with a mean of zero. In general

multipath does not have zero mean, however, for small multipath—which is typical of

reference stations—this assumption is adequate [van Nee92a]. Conversely, the mean

values of each multicorrelator symmetry test may be significant and nonzero. Note the

delta test biases result from finite precorrelation bandwidth only. The ratio tests have

nonzero nominal values even for the infinite bandwidth case. Measurement processing

must calibrate and remove these post-correlation biases.

4.2.1 Test Statistic Standard Deviation, σσσσtest

The MDE analysis utilized a combination of theoretical models, simulation and

experimental data to compute and validate σtest. For LAAS, it validated this statistic using

the pseudorange difference tests [Enge99], [Shively99a], [Akos00a] in addition to the

correlator value tests. The ICAO eventually adopted experimental, correlator value-based

MDEs as the standard for design of a multicorrelator signal quality monitor.

[Akos00a] measured the actual distortion of the correlation peak due to thermal noise and

multipath using Stanford University’s (SU) LAAS testbed. A specially configured

receiver, equipped with 24 correlator pairs (48 individual correlator measurements) on a

single channel, was connected to a single choke-ring antenna atop a building on the campus

of SU. This receiver had a double-sided precorrelation bandwidth of 16MHz. Figure 4-2

illustrates the distribution of the correlator pairs along the normalized, filtered correlation
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peak. Live data obtained while tracking a single, high-elevation satellite provided

correlation peak measurements. Subsequent processing averaged these measurements from

up to five separate passes of the same satellite. The “tracking pair” had a 0.1Tc spacing,

and the prompt (at the peak) was in the center of this pair. All other correlators were kept

at fixed offsets from the prompt. Note that the receiver configuration grouped correlators

more densely near the peak to obtain more useful σtest measurements at relatively narrow

correlator spacings [Akos00a].
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The analysis first recorded live correlation measurements for various satellites over

multiple passes. Figure 4-3 shows the deviations of the (normalized) received correlation

peak for a single satellite pass [Akos00b]. The accompanying plot shows the satellite

signal power (carrier-to-noise ratio, C/N0) as a function of time. The light and dark shading

corresponds to high-elevation (high signal power) and low-elevation (low signal power)

information, respectively.

Figure 4-3 illustrates two key points. First, the largest nominal distortion of the peak

occurs when the satellite is at low elevation angles and low signal power. In general, the

dispersion of the correlation peak when a satellite is at high elevation is significantly less

than the variation of the peak when the same satellite is at low elevation angles. This

implies that σtest (and hence, the MDEs) are elevation angle-dependent.

Second, the noise and multipath distortions are smallest near the top of the correlation peak.

This implies the MDEs will be smaller for symmetry tests taken near the peak (i.e., with

narrow correlator spacings). Indeed [Van Dierendonck92] describes why narrow correlator

spacings are used in many modern GPS receivers and details their noise abatement and

multipath mitigation capabilities. (Section 5.2 of Chapter 5 discusses these advantages in

more detail.) For these reasons [Akos00a] configured the 48-correlator spacing

arrangement as pictured above in Figure 4-2.

Sample statistics of the correlation peak variations of three different SV’s—corresponding

to three different satellite passes—are shown below in Figure 4-4. The figure shows

histograms for “late,” or right-side-of-peak, correlators only. The first (top-left) histogram

corresponds to the late correlator at a code offset of +0.05Tc. (This is also the late half of

the tracking pair.) The last histogram (bottom-right) is the late correlator at 0.92Tc. At the

top of each plot, two pairs of values are shown. The first pair indicates the code offset and

the (expected) ideal normalized amplitude of the function. The second pair gives the mean

and vertical standard deviation, respectively, of the correlation peak. Note that the means

are nonzero.
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Figure 4-4 Resulting Correlation Peak Measurement Histograms for Three Satellite
Passes

4.2.2 Nominal Symmetry Test Biases

Finite Precorrelation Bandwidth (PCBw)

The rounding of the received correlation peak due to finite PCBw is apparent from Figure

4-5. Other more subtle effects of bandlimiting are also evident from the nonzero means of

the histograms in Figure 4-4. As stated previously, the precorrelation filter (i.e., finite

PCBw) renders the received correlation peak asymmetric. These pre-existing asymmetries

can cause σtest to have nonzero mean. Any multicorrelator SQM must record and store the

nominal means offline and subsequently subtract them from real-time correlation peak

measurements.
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Figure 4-6 Resulting Correlation Peak Measurement Histograms for Five Satellite
Passes. (Data for one negative (low) PFSL and one positive (high) PFSL are
included in the statistics.)
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Peak-flush and Peak-Adjacent Sidelobes

Peak-flush sidelobes (PFSL) are sidelobes of a particular PRN that occur at ±1 chip offset

from the main lobe. Accordingly, they appear “flush” against the side (base) of the peak.

If unaccounted for, signals from these satellites result in histograms like those pictured in

Figure 4-6. For the two satellites shown, the histograms contain significant (positive and

negative) biases.

PFSLs modify the nominal, ideal slope of the ideal main peak. Positive (or “high”) PFSLs

have a nominal (normalized) height of +64/1023. They decrease the slope of the ideal

peak, widening it. Negative (or “low”) PFSLs are nominally –65/1023. These increase the

slope of the main peak and narrow it slightly. An example of this situation is shown below

in Figure 4-7. The correlation function for SV8 contains two low PFSLs—one on each

side.

Note that peak-adjacent sidelobes (PASLs), conversely, do not modify the ideal correlation

peak slope. (See Figure 4-8.) Also, each of these peaks can be modeled using Equation

(3.4) from Chapter 3, where b = 64/1023 and b = -65/1023 for the high and low PFSLs,

respectively. Of course, for PASLs, b = -1/1023 (as in the ideal case).
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Figure 4-9 Measured ∆∆∆∆-Test Standard Deviations as a Function of Elevation Angle
[Van Dierendonck00]

4.2.3 SU MDEs

After accounting for the correlation peak sidelobe effects and precorrelation filter

asymmetries, Equations (4.9) and (4.16) compute MDEs for all the delta tests and ratio

tests. The analysis used the SU-measured data to obtain σtest (filtered by a 100-tap

rectangular window FIR filter—a moving average taken over 100 seconds). [Akos00c] and

[Akos00b] validated the MDEs by comparing them to a model for thermal noise and

multipath. In addition, these MDEs agreed with data taken by others at an actual airport

[Macabiau00c]. The International Civil Aviation Organization (ICAO) has since adopted

the SU MDEs as the standard for GPS-LAAS SQM validation.

Standard deviation (σtest) measurements corresponding to two ∆-tests are shown in Figure

4-9. The top two curves represent the preferred, more conservative data taken at Stanford

University. For comparison, the bottom two curves correspond to the same tests, taken at a
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relatively multipath-free site. Since only the multipath is site-dependent, its severity may

vary significantly from one location to the next. Clearly, multipath is the dominant factor

in the determination of the MDEs.

To reduce the influence of site-specific multipath at a given elevation angle, a polynomial

may be fit to these MDEs according to

3 2
3 2 1 0MDE = a θ +a θ +a θ+ a (4.18)

where

θ = Elevation angle in degrees

a0, a1, a2, a3 = 3rd –order polynomial coefficients

For any specific symmetry test of interest, once the fit coefficients are obtained, Equation

(4.18) above can compute useful MDEs at arbitrary elevation angles. Chapter 5 describes

the selection of a multicorrelator SQM and uses this equation to evaluate its detection

performance against 2OS EWFs.
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Chapter 5:

Robust Signal Quality Monitor Design

A robust signal quality monitor is able to protect airborne users against hazardous EWFs in

the presence of noise, multipath and ground-air receiver configuration differences. Recall

that noise and multipath distort the received correlation peak and thereby make EWFs more

difficult to detect. Receiver configuration differences result in larger differential

pseudorange errors, since undetected EWFs affect the ground (reference) differently than

the airborne (user) receiver. This chapter provides a methodology for specifying a

practical, multicorrelator SQM technique capable of detecting EWFs that cause HMI for

the users. Sections 5.1, 5.2, and 5.3 describe the basic performance criteria for the users in

terms of maximum EWF-induced range errors and the maximum allowable errors. Section

5.4 describes the standard SQM evaluation plots, metrics, and assumptions used to

determine the performance of a particular implementation. Section 5.5 discusses the

process used to select a specific multicorrelator SQM—namely SQM2b—for further

analysis. Section 5.6 describes the detailed analysis of SQM2b for robustness to variations

in satellite elevation angle, user differential group delay, and user precorrelation filter

transition bandwidth. In so doing, it describes the ability of SQM2b to protect all E-L

receiver configurations along with a compromise made for the few “double-delta” (∆∆)

receiver configurations that could not be protected. Section 5.8 addresses the transient

74
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SQM problem and proves that the steady-state multicorrelator SQM design is valid even

against these EWF threats.

5.1 SQM Design Analysis Summary

43

User Receiver
Design Space

Correlator Spacings
(locations)

User Receiver
Configuration

Threat
Conditions

Mitigation:
Monitor Design

Cases

User Receiver
Type

∆∆
E-L

Monitor
Precorelation

Filter

Threat Models

Minimum
Detectable Errors

(MDE’s)

TM BTM A
TM C

Figure 5-1 The Signal Quality Monitoring Design Problem

Figure 5-1 provides a graphical illustration of the SQM2b design problem. The previous

chapter described the threat conditions. It characterized them in terms of the EWF models

(Threat Models A, B, and C) and the MDEs. The goal however is to develop a

multicorrelator monitoring technique to detect those waveforms that cause HMI for the

airborne users. This will result in suggested designs (i.e., placement) of correlator spacings

and number of correlator pairs. It may also require analysis and redesign of the monitor

receiver precorrelation filter characteristics. Should all practical monitor designs prove

incapable of protecting airborne users from this threat, as a last resort, some superfluous

configurations will need to be removed from consideration. (Refer to the “notch”
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discussion in Sections 5.7.2 and 5.7.3.) This implies that a detailed SQM analysis must

evaluate, for each multicorrelator design, the differential pseudorange errors (PREs) for

every current and envisioned user receiver configuration. A robust SQM implementation

will ensure that errors from undetected points (UDPs) in the threat space remain within

acceptable limits in the user design space, and that potentially hazardous EWFs are

detected by the monitor and are removed from the user’s position solution within the 6-

second time-to-alarm (TTA).

The following sections present four analysis methods to design and evaluate a robust signal

quality monitor for LAAS. The first compares the maximum differential pseudorange

errors (PREs) to the respective maximum tolerable errors for a failed satellite at all

elevation angles. The second perturbs (only) the user filter differential group delays, to

investigate the sensitivity of those PREs to this variation. A third parameterizes the user

filter transition bandwidth to evaluate the sensitivity of the PREs to filter magnitude

response variations. Finally, the fourth examines the transient responses of the

multicorrelator detection metrics and the differential PREs to ensure the monitor flags

detectable EWFs within the 6-second TTA.

This design methodology resulted in several conclusions and recommendations. A

practical multicorrelator SQM monitoring implementation—referred to as SQM2b—was

proven using all the aforementioned analyses. E-L correlator receivers had no hazardously

misleading information (HMI) due to any EWFs for all elevation angles and group delay

variations (0-150ns). However, double-delta (∆∆) correlators required a notch in Region 2

to prevent HMI from Threat Model C EWFs at elevation angles >5°. For ∆∆ compliance,

the following recommendations were made:

• ∆∆ Region 2 Notch Parameters: 0.07Tc, 14MHz (lower-right corner)

• Maximum Transition Bandwidth: 6th-order Butterworth
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• A single squared delta test (∆2-test) should be used in addition to the 11 steady-state

tests of Section 5.6 to ensure EWFs are detected within the TTA. (Refer to Section

5.9.)

Based on these analyses and comparable results obtained by STNA [Macabiau00c], the

ICAO adopted and certified these recommendations in May of 2000. The new Region 2

for the ∆∆ correlators was defined as in Figure 5-135. The rolloff spec was prescribed as a

maximum -30dB (single-sided) precorrelation bandwidth of 13MHz, which was taken from

the 6th-order Butterworth magnitude characteristic. The sections which follow discuss

specifics of the above testing.

5.2 Differential Pseudorange Error (PRE)

Undetected points are denoted σ , ,fd n n

N

∆b gn s
=1

and form a subset of the entire threat space.

The aircraft pseudorange error is computed for each point in this set as

followsEquation Section 5

( ) ( )( ) ( ) ( )( )a,air air a,ref ref nom,air air nom,ref refd d d dτ τ τ τ τ∆ = − − − (5.1)

where, for a standard early minus late receiver code tracking loop,

( ) ( ) ( ){ }
( ) ( ) ( ){ }

( ) ( ) ( ){ }
( ) ( ) ( ){ }

a,air a,air a,air

a,ref a,ref a,ref

nom,air nom,air nom,air

nom,ref nom,ref nom,ref

arg / 2 / 2 0

arg / 2 / 2 0

arg / 2 / 2 0

arg / 2 / 2 0

d R d R d

d R d R d

d R d R d

d R d R d

τ

τ

τ

τ

τ τ τ

τ τ τ

τ τ τ

τ τ τ

= + − − =

= + − − =

= + − − =

= + − − =

% %

% %

% %

% %

(5.2)

and as previously defined in Chapter 3,
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{ }
{ }

a,air air A air B air C

a,ref ref A ref B ref C

nom,air air nom
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R h R
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(5.3)

Some airborne users desire receivers with so-called double-delta (∆∆) code-tracking loops

because of their superior multipath mitigation capabilities. In contrast to the previous

expressions, these receivers have a discriminator given by a linear combination of two E-L

discriminators according to

( )
( ) ( )

( ) ( )
a,air 1 a,air 1

a,air 1 2

a,air 2 a,air 2

2 / 2 / 2
, arg

/ 2 / 2 0

R d R d
d d

R d R dτ

τ τ
τ

τ τ

  ⋅ + − −   =  
 − + − − =   

% %

% %
(5.4)

where 2 12d d= ⋅ . (An analogous equation applies for the nominal tracking errors.) The

two-component correlator spacings, d1 and d2, are sometimes referred to as the “wide” and

“narrow” correlator spacings of the ∆∆ configuration, where again 2wide narrowd d= ⋅ . The

∆∆ correlator spacing limits are specified for dnarrow only since this uniquely specifies dwide.

The E-L correlator spacing limits place an upper bound on dwide as well as dE-L.

As shown in Equations (5.1) and (5.2), the aircraft’s pseudorange error, ∆τ , contains the

aircraft’s current measurement, τ a airdb g minus the current differential correction from the

reference receiver on the ground, τ a refdb g. (In practice, the carrier phase smoothes both

these real-time measurements using a Hatch filter with a 100-second time constant.) Note

that the resulting error also removes the nominal difference between the aircraft and

reference measurements, τ τnom air nom refd db g b g− , because this common mode term will be

present in the corrected measurements for the other satellites. Hence, it will cause (bias)

errors in the aircraft’s clock estimate but it will not affect the position estimate.
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5.3 Performance Criteria

Maximum Error Range Residuals (MERRs) are the largest (differential) pseudorange errors

tolerable at the user’s location without producing HMI. These bounds are elevation angle-

dependent and are derived based on worst-case assumptions for satellite geometry

[Shively99b]. LAAS computes the MERRs as a standard deviation of the pseudorange,

σpr_lgf, as measured by the LAAS ground facility. σpr_lgf is found from [LGFSpec] as

( ) ( )
0

2
θ

θ

0 1
2

_ lgf 0 2 0θ c

n

pr

e

M

µ µ
σ µ ϖ

−   +   ≤ + + 
 
 
 

(5.5)

In the above expression, θn is the elevation angle for the nth ranging source, M is the

number of corrections per ranging source, µ0, µ1, µ2, θ0, ϖ0, and c0 are the coefficients for

the appropriate ground accuracy designator (GAD) defined below for GPS satellites and

SBAS (satellite-based augmentation systems or geostationary satellites) in Table 5-1 and

Table 5-2. GAD B corresponds to LAAS Category I precision approach requirements.

GAD C coefficients apply to Category II and III landing requirements

GAD B µ0

(meters)
µ1

(meters)
µ2

(meters)
θ (°)

ϖ0

(meters)
c0

GPS 0.16 1.07 0.08 15.5 0 1.0

SBAS 0.16 1.07 0.08 15.5 0.15 1.91

Table 5-1 Ground Accuracy Designator B Coefficients

Table 5-2 Ground Accuracy Designator C Coefficients

GAD C µ0

(meters)
µ1

(meters)
µ2

(meters)
θ (°)

ϖ0

(meters)
c0

GPS θn≥35° 0.15 0.84 0.04 15.5 0 1.0
GPS θn<35° 0.24 0 0.04 - 0 1.0

SBAS
θn≥35° 0.15 0.84 0.04 15.5 0.15 1.91

SBAS
θn<35° 0.24 0 0.04 - 0.15 1.91
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Figure 5-2 below plots the MERRs for the GPS satellites as a function of elevation angle,

θ, in degrees.
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Figure 5-2 Maximum Allowable Errors vs. Elevation Angle for GAD B and C

5.4 User Design Space

If any EWFs are undetectable by a particular multicorrelator SQM configuration (i.e., the

measured correlation peak distortion, it becomes necessary to determine their impact on the

differential PREs of airborne users. These users may have vastly different receiver

configurations since receiver manufacturers desire the freedom to implement both narrow

and wide precorrelation bandwidths (PCBws) with narrow and/or wide correlator spacings.

As shown in Figure 5-3 and Figure 5-4, the goal for LAAS Category I Precision Approach

is to protect an L-shaped region of this two-dimensional user design space using a practical

multicorrelator ground SQM scheme.
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Figure 5-3 Airborne User E-L Receiver Configuration (Design) Space

There are four regions for standard E-L code-tracking loop receiver types (designs).

Conversely, for ∆∆-correlator designs, originally only the two (full) regions shown in

Figure 5-4 described the feasible configuration space. As will be described in detail in the

following sections, however, a rectangular “notch” was removed from the area of Region 2

of the ∆∆ configurations because the errors for a few configurations proved too difficult to

protect using a practical SQM design. (Refer to Sections 5.6.2 and 5.6.3.) Table 5-3 and 5-

4 summarize the original, desired bounds for each of these regions. Note that the

maximum correlator spacings allowed for the ∆∆ receivers in Regions 1 and 2 are specified

for dnarrow only and are one-half the limits of the respective E-L regions.
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E-L Region 1 Region 2 Region 3 Region 4
Precorrelation

Bandwidth, PCBw
(2-Sided, MHz)

2≤ PCBw≤7 7≤ PCBw≤16 16≤PCBw≤20 20≤ PCBw≤24

Average Correlator
Spacings, d=de-l

(chips)
0.045≤ d ≤1.1 0.045≤ d ≤0.21 0.045≤ d ≤0.11 0.08≤ d ≤0.11

Table 5-3 Early Minus Late (E-L) Correlator Configuration Constraints for
Airborne Receivers
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Figure 5-4 Original Airborne User ∆∆∆∆∆∆∆∆ Receiver Configuration (Design) Space

∆∆ Region 1 Region 2
Precorrelation

Bandwidth, PCBw
(2-Sided, MHz)

2≤ PCBw≤7 7≤ PCBw≤16

Average Correlator
Spacings, d=dnarrow

(chips)
0.045≤ d ≤0.55 0.045≤ d ≤0.21

Table 5-4 Original Double-delta (∆∆∆∆∆∆∆∆) Correlator Configuration Constraints for
Airborne Receivers
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5.5 Signal Quality Monitor Evaluation

Computer analyses using models for nominal and anomalous correlation peaks (and also

using the SU MDEs and the MERRs) can evaluate SQM designs. An illustration of this

evaluation process is shown in Figure 5-5.
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Figure 5-5 SQM Simulation and Evaluation Process

The procedure is as follows:

1) Use Equations (3.2) through (3.16) to model the anomalous correlation peaks

corresponding to each EWF.

2) Filters these peaks according to the specific characteristics of the monitor receiver

precorrelation filter (e.g., 16MHz bandwidth for LAAS).

3) Compute ground differential reference tracking errors for each EWF (dref=0.1Tc,

16MHz bandwidth for LAAS) using Equations (5.1) and (5.2).
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4) Use a multicorrelator SQM design to sample the anomalous peak at specific

locations and apply Ratio tests and ∆-tests according to Equations (4.6) through

(4.16).

5) Normalize each corresponding symmetry test using the test-specific MDEs (valid

for a particular elevation angle only).

6) If the monitor detects the EWF (i.e., γ∆≥1 or γR≥1), select another EWF from the

threat space and model it. (Then repeat the evaluation procedure.)

7) If an EWF is undetected by the monitor (i.e., γ∆<1 and γR<1), compute the

maximum PREs for each of the possible avionics receiver configurations—the E-L

and ∆∆ L-shaped regions of Figure 5-3 and 5-4.

8) Repeat steps 1 though 7 for a new EWF; maximize the PREs in the user design

space over all EWF parameters according to max ,
, ,σ

τ
fd

d BW
∆
∆ air airb g .

5.5.1 Contour Plots

An effective SQM design keeps the maximum differential PREs for these users below the

maximum allowable error—the MERRs—corresponding to that elevation angle. If the

computed PREs ever exceed the MERR, it indicates that HMI would occur for those users.

The results of this simulation and evaluation process are shown in Figure 5-6 through 5-11

for the case where there is no SQM on the ground. In this case every evil waveform passes

undetected (i.e., all EWFs are UDPs) to the users and is subsequently evaluated over the

entire two-dimensional design space.

As previously stated, these contours represent the maximum PREs over all EWF

parameters σ , ,fd ∆b g . For reference, closely clustered contours have been drawn at the

level of an MERR of approximately 5 meters. Note from Figure 5-2 that this is greater

than the maximum (5°) MERRs. The PRE contours shown below exceed even this
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conservative MERR in many of the protected regions. This indicates the need for SQM to

protect E-L and ∆∆ users against EWFs for satellites at any elevation angle.
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Figure 5-6 No SQM – TM A – E-L
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Figure 5-7 No SQM – TM B – E-L
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Figure 5-8 No SQM – TM C – E-L
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One notable exception occurs for E-L avionics configurations that are “nearly-matched” to

the ground reference configuration. In all of these cases, despite the fact that all EWFs

appear in the differential processing, the errors are quite small for avionics in the vicinity of

0.1Tc correlator spacing and 16MHz precorrelation bandwidth. When the ground

reference and airborne receivers have identical configurations, the differential PREs are

zero.

Since LAAS specifies that the ground reference corrections must come from a standard E-

L receiver, no ∆∆ receivers benefit from this cancellation. In fact, the ∆∆ receiver

differential PREs are generally greater than their E-L counterparts. (Refer to Section 5.5.2

below.) Since the differential errors are expected to be larger, they are fundamentally more

difficult configurations to protect using the currently defined SQM techniques. If,

however, the LGF differential corrections resulted from ∆∆ receiver pseudorange

measurements, the opposite would be true. In that case, all the E-L airborne users would

experience substantially different EWF tracking errors than would the ground receiver.

Conversely, many ∆∆ users would more closely match the ground receiver configuration.

An example of the effect SQM has on the PRE contours is shown in Figure 5-12 and 5-13.

Figure 5-12 shows the maximum PRE contours (for E-L correlators only) for a subset of

TM B in the case where no SQM is used to detect (and remove) any EWFs. The heavy

contours are drawn at approximately 3.5m, corresponding to an MERR at an elevation

angle of 5° with 2 LGF (ground) monitor receivers. Figure 5-13 depicts the contours that

result from only the undetected points from this threat space after a 3-correlator pair SQM

is applied (using 5° MDEs). In this example, the SQM has effectively protected all the E-L

users within each of the four design regions by detecting (and subsequently removing) the

hazardous EWFs. (Note that the magnitudes of the errors in Figure 5-13 are much less

important than the fact that they are all below the MERR.)
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Figure 5-12 Sample “Contour Plots”
of Max PREs for a Subset of TM B
(7.3≤≤≤≤fd≤≤≤≤17, 0.8≤≤≤≤σσσσ≤≤≤≤8.8, ∆∆∆∆=0) without
SQM (5°°°° MERRs assumed, or ∼∼∼∼ 3.5
meters)
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Figure 5-13 Sample “Contour Plots”
of Max PREs for a Subset of TM B
(7.3≤≤≤≤fd≤≤≤≤17, 0.8≤≤≤≤σσσσ≤≤≤≤8.8, ∆∆∆∆=0) with SQM
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and 0.2 chips, 5°°°° Elevation Angle)

5.5.2 Undetected Points (UDPs)

Figure 5-14 below shows the UDPs that caused the errors shown in Figure 5-13. Note that

the number and distribution of undetected EWFs are much less important than the

maximum PREs (contour plots) that result. These two are of course related. However,

unacceptable errors may result for many users by a single EWF that eludes an SQM

implementation that detects all others. Conversely, an SQM that detects relatively few

EWFs may still more than adequately protect the entire user design space.
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5-13
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With respect to the UDPs, in general, the following is true:

• As fd (and/or σ) increases, the EWFs become more difficult to detect, but they tend

to induce smaller airborne PREs.

• As ∆ increases, the EWFs become easier to detect and induce larger PREs.

These generalizations are intuitive. Recall that the amplitudes of the distortions

(oscillations) vary with the EWF frequency parameter. Higher fd implies a smaller

maximum oscillation amplitude (due to the / dσ ω factor in Equation (3.1) of Chapter 3)

and, hence, a smaller distortion of the peak. Smaller distortions are, of course, more

difficult to detect, but they generally induce smaller user PREs. Note that for TM B, if fd

was infinite, no distortions would occur of the main peak. Conversely, larger ∆ implies

larger correlation peak distortion and, accordingly, allows easier detection of the

corresponding EWF.

The maximum user pseudorange errors introduced by each of the EWFs of TM A, TM B

and TM C are shown in Figure 5-15 through 5-32 below. Figure 5-15, 5-16, 5-19, 5-20, 5-

25, and 5-26 plot these PREs versuss the corresponding receiver configuration. The

horizontal axis lists the correlator spacing. Above each column of points, the plots list the

user PCBw at which the maximum error occurred in addition to the number of points in

that particular column. Figure 5-17, 5-18, 5-21 through 5-24, and 5-27 through 5-32 plot

the PREs versus the EWF parameters. Each point (on every plot) represents the maximum

PREs over the (4 E-L and 2 ∆∆ correlator) protected regions. (Refer to Figure 5-3 and 5-4

for the allowable configuration bounds on these receiver types.) Again, this analysis

implies that all EWFs pass undetected by any ground SQM technique. It can be seen from

the figures that in addition to the two generalizations above, the following statements are

true:

• The maximum E-L user PREs most frequently occur for (dE-L) correlator spacings

narrower than 0.2Tc and bandwidths of 16MHz or wider.
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• The maximum ∆∆ user PREs most frequently occur for (dnarrow) correlator spacings

narrower than 0.05Tc and a bandwidth of 16MHz.

• Over all the EWFs within a given threat model (i.e., TM A, TM B, or TM C), the

absolute maximum ∆∆ user “regional” PRE is greater than the corresponding E-L

maximum PRE.
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Figure 5-15 Maximum E-L User PREs Within 4 Protected Regions for TM A EWFs
(13 Points Shown for ∆∆∆∆ Varied From 0 to 0.12Tc in 0.01Tc Increments)
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Figure 5-17 Maximum E-L User PREs
Within 4 Protected Regions for TM A
EWFs (13 Points Shown)

0 0.02 0.04 0.06 0.08 0.1 0.12
0

5

10

15

20

25

∆ (chips)

M
ax

im
um

“R
eg

io
na

l”
P

R
E

(m
)

0 0.02 0.04 0.06 0.08 0.1 0.12
0

5

10

15

20

25

∆ (chips)

M
ax

im
um

“R
eg

io
na

l”
P

R
E

(m
)

Figure 5-18 Maximum ∆∆∆∆∆∆∆∆ User PREs
Within 2 Protected Regions for TM A
EWFs (13 Points Shown)
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Figure 5-19 Maximum E-L User PREs Within 4 Protected Regions for TM B EWFs
(2227 Points Shown for: fd Varied From 4 to 17MHz in 1MHz Increments; σσσσ Varied
From 0.8 to 8.8Mnepers/sec in 0.5Mnepers/sec Increments)

Correlator Spacing (dnarrow, chips)

M
ax

im
um

“R
eg

io
na

l”
P

R
E

(m
)

Correlator Spacing (dnarrow, chips)

M
ax

im
um

“R
eg

io
na

l”
P

R
E

(m
)

Figure 5-20 Maximum ∆∆∆∆∆∆∆∆ User PREs vs. Receiver Configuration Within 2 Protected
Regions for TM B EWFs (2227 Points Shown for: fd Varied From 4 to 17MHz in
1MHz Increments; σσσσ Varied From 0.8 to 8.8Mnepers/sec in 0.5Mnepers/sec
Increments)
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Figure 5-21 Maximum E-L User PREs
vs. fd W ithin 4 Protected Regions for
TM B EWFs (2227 Points Shown)
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Figure 5-22 Maximum E-L User PREs
vs. σσσσ Within 4 Protected Regions for
TM B EWFs (2227 Points Shown)

fd (MHz)

M
ax

im
um

“R
eg

io
na

l”
P

R
E

(m
)

fd (MHz)fd (MHz)

M
ax

im
um

“R
eg

io
na

l”
P

R
E

(m
)

Figure 5-23 Maximum ∆∆∆∆∆∆∆∆ User PREs
vs. fd Within 2 Protected Regions for
TM B EWFs (2227 Points Shown)
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Figure 5-24 Maximum ∆∆∆∆∆∆∆∆ User PREs
vs. σσσσ Within 2 Protected Regions for
TM B EWFs (2227 Points Shown)
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Figure 5-25 Maximum E-L User PREs Within 4 Protected Regions for TM C EWFs
(12818 Points Shown for: fd Varied From 7.3 to 13MHz in 1MHz Increments; σσσσ
Varied From 0.8 to 8.8Mnepers/sec in 0.5Mnepers/sec Increments; ∆∆∆∆ Varied From 0
to 0.12Tc in 0.01Tc Increments)
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Figure 5-26 Maximum ∆∆∆∆∆∆∆∆ User PREs vs. Receiver Configuration Within 2 Protected
Regions for TM C EWFs (12818 Points Shown for: fd Varied From 7.3 to 13MHz in
1MHz Increments; σσσσ Varied From 0.8 to 8.8Mnepers/sec in 0.5Mnepers/sec
Increments; ∆∆∆∆ Varied From 0 to 0.12Tc in 0.01Tc Increments)
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Figure 5-27 Maximum ∆∆∆∆∆∆∆∆ User PREs
vs. fd Within 4 Protected Regions for
TM C EWFs (12818 Points Shown)
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Figure 5-28 Maximum E-L User PREs
vs. σσσσ Within 4 Protected Regions for
TM C EWFs (12818 Points Shown)
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Figure 5-29 Maximum E-L User PREs
vs. ∆∆∆∆ Within 4 Protected Regions for
TM C EWFs (12818 Points Shown)
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Figure 5-30 Maximum ∆∆∆∆∆∆∆∆ User PREs
vs. fd Within 2 Protected Regions for
TM C EWFs (12818 Points Shown)
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Figure 5-31 Maximum ∆∆∆∆∆∆∆∆ User PREs
vs. σσσσ Within 2 Protected Regions for
TM B EWFs (12818 Points Shown)
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Figure 5-32 Maximum ∆∆∆∆∆∆∆∆ User PREs
vs. ∆∆∆∆ Within 2 Protected Regions for
TM C EWFs (12818 Points Shown)
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5.5.3 Analysis Assumptions

Unless otherwise stated, the following assumptions summarize the SQM design, selection,

and evaluation process:

Threat Models

The EWF ringing parameter, fd, varied from 7.3 to 13MHz in 0.1MHz increments. The

damping parameter, σ , varied from 0.8 to 8.8Mnepers/sec in 0.5Mnepers/sec increments.

The digital lead/lag, ∆, varied from 0 to 0.12Tc in 0.01Tc increments respectively.

Receiver Channel

The nominal and EWF correlation peaks used a sampling rate of 200 samples (i.e.,

approximately 200 MHz) per chip. This high sampling rate rendered any receiver

quantization effects negligible. Coherent code tracking loops were assumed for both

ground and airborne receivers. The ground and airborne E-L receivers implemented Early

minus Late discriminators; the airborne ∆∆ receivers implemented discriminators described

by Equation (5.4).

A 6th-order Butterworth with a precorrelation bandwidth of 16MHz modeled ground

(monitor and reference) and airborne receiver filters. User precorrelation bandwidths

ranged from 2 to 24MHz bandwidth in 1 MHz increments.

SQM Evaluation

MDEs and MERRs assumed that the satellite signals arrived from a given (specified)

elevation angle; MERRs were taken from GAD B curves. Selecting either two or three

ground receivers (corresponding to B2 or B3 MERR curves) modeled the LGF, which

presumes all observables are available from two or three independent receivers. Since

these receive the satellite signal from two or three non-collocated antennas, the thermal

noise and multipath from each of these receivers was assumed to be independent and

gaussian. The LGF may subsequently average them to reduce the nominal standard
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deviation, hence, the MDE of each measurement. Accordingly, this translated to dividing

the MDEs by either 2 or 3 , respectively.

SQM used samples from correlators (i.e., correlator value-based SQM) slaved to one

independent DLL with an Early-Late spacing of 0.1Tc. Ground reference (differential)

corrections were based on an Early-Late spacing of 0.1Tc. User correlator spacings ranged

from 0.045 to 1.1Tc in 0.05Tc increments. Final airborne pseudorange errors were a

maximum over all undetected waveforms.

5.6 SQM Design Selection

The number of possible multicorrelator implementations is actually quite large. Most

practical receivers have a lower-limit of 0.05Tc on the spacing of any correlator pair. Some

techniques, however, permit narrower spacings to be obtained. (See Chapter 7, Section

7.2). Although there is no upper bound on these spacings, few if any GPS receivers today

use spacings wider than 1 chip [Van Dierendonck92]. This still leaves as many as 20

possible correlator spacings yielding anywhere from 2 to 20 possible correlator pairs.

This large number of possible implementations is computationally impractical to

thoroughly model and assess. To further narrow these choices, note that Ratio tests and ∆-

tests taken using very narrow correlator spacings—at or near the main peak—were more

correlated [Van Dierendonck92]. As seen previously from Figure 4-3 of Chapter 4, the

nominal variation (hence, the MDEs) for these spacings is relatively small. The increased

correlation causes more of the thermal noise and multipath on these measurements to

cancel. In addition, current equipment most-easily configures to accommodate as many as

three correlator pairs per channel. Monitor receivers could employ four pairs per channel,

but this option is less favorable and significantly more costly.

Several organizations initially selected candidate SQM’s based on the insights gained from

the preliminary simulation and analyses described above. Table 5-5 presents these five

candidate multicorrelator SQM configurations (E-L chip spacings).
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Candidate
SQM’s

Correlator
Pair No.1

(chips)

Correlator
Pair No.2

(chips)

Correlator Pair
No.3 (chips)

Correlator Pair
No.4 (chips)

Candidate No. 1
[Service

Technique de la
Navigation
Aerienne]

0.1 0.15 0.3 -

Candidate No. 2
[Stanford

University]
0.1 0.15 0.25 -

Candidate No. 2b
[Stanford

University]
0.1 0.15 0.2 -

Candidate No. 3
[AJ Systems]

0.05 0.1 0.2 0.3

Candidate No. 4
[Stanford

University]
0.1 0.2

E:-0.2,L:+0.025
(offset from

Prompt)

E:-0.4,L:0
(offset from

Prompt)
Table 5-5 Five Candidate Multicorrelator SQM Designs

Several key observations were made to further reduce these options. Candidate 1 is similar

to candidate number 2; however, it contains a slightly wider correlator spacing for the third

correlator pair. This implies its MDEs will also be slightly larger and, hence, less desirable.

Candidate 4 is asymmetric; the asymmetry is proposed to permit observations of a wide

range of EWF distortion frequencies. The complexity of this (four-correlator pair) design,

however, posed some difficult implementation issues. Candidate 2 also raised

implementation issues with some receiver manufacturers. A more practical implementation

of this placed the third correlator pair for this candidate at a spacing of 0.2Tc. Henceforth,

SQM2b refers to this modified version of candidate SQM No. 2.
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Figure 5-33 SQM3 – TM A – E-L
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Figure 5-34 SQM3 – TM B – E-L
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Figure 5-35 SQM3 – TM C – E-L
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Figure 5-36 SQM3 – TM A – ∆∆∆∆∆∆∆∆
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Figure 5-37 SQM3 – TM B – ∆∆∆∆∆∆∆∆
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Figure 5-38 SQM3 – TM C – ∆∆∆∆∆∆∆∆
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Figure 5-39 SQM2b – TM A – E-L
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Figure 5-40 SQM2b – TM B – E-L
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Figure 5-41 SQM2b – TM C – E-L
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Figure 5-42 SQM2b – TM A – ∆∆∆∆∆∆∆∆
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Figure 5-43 SQM2b – TM B – ∆∆∆∆∆∆∆∆
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Figure 5-44 SQM2b – TM C – ∆∆∆∆∆∆∆∆
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Subsequent analysis selected SQM2b and SQM3—three and five-correlator techniques,

respectively—for comparison and further investigation. Contour plots of the resulting

maximum PREs obtained implementing both of these multicorrelator techniques in

simulation are show below. A 5°-elevation angle was assumed for all cases. The MDEs

were (conservatively) increased by 20%. Closely spaced (heavy) contours indicate the

avionics designs for which the PREs met or exceeded the (5°) MERR. Figure 5-33 through

5-38 correspond to SQM3. Figure 5-39 through 5-44 correspond to SQM2b.

The above figures indicate that for a 5° elevation angle, both SQM3 and SQM2b can

protect all four E-L regions for all three threat models. Note that as currently configured,

both techniques, were only barely able to completely protect the upper-left hand corner of

Region 2 for the ∆∆ correlators. In fact, Figure 5-45 and Figure 5-46 below show that even

for less conservative (100%) MDEs this remains true. More significantly, SQM2b was at

least as effective at protecting the user design space as was SQM3. For this reason,

SQM2b—the more practical, three-correlator design—was selected for a more detailed

analysis.
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Figure 5-45 SQM3 – TM C – E-L
(100% MDEs)
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Figure 5-46 SQM2b – TM C – ∆∆∆∆∆∆∆∆
(100% MDEs)

5.7 Robust SQM Design Analysis

A “robust” SQM is able to protect the greatest number of airborne users against all

hazardous EWFs despite variations in (failed) satellite elevation angle, ground multipath
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conditions, and user receiver configuration. Accordingly, this section describes the

evaluation of the best current evil waveform (EWF) signal quality monitor configuration,

SQM2b, using a robust SQM evaluation methodology. (SQM2b is shown in Figure 5-47.)

It presents the methods in three parts. First, it compares the maximum regional

pseudorange errors (PREs), computed at varying elevation angles, to the maximum

allowable pseudorange (MERR) errors. Second, it examines the sensitivity of these results

to differential group delay variations of up to 150ns. Third, it discusses the sensitivity of

SQM performance to variations in user filter magnitude response. (Appendix B examines

the effects of monitor filter magnitude response.)
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Figure 5-47 Actual correlator configuration (spacing/locations) for SQM2b used for
MDE data colloction.

5.7.1 SQM2b Minimum Detectable Errors (MDEs)

For the evaluation of SQM2b, the analysis used the ICAO-standard SU MDEs for each of

11 symmetry tests—2 ∆-tests, 3 “average” ratio tests, 3 “negative” ratio tests, and 3
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“positive” ratio tests. As discussed in Section 4.2.3 of Chapter 4, MDE data was taken at

Stanford University (SU). More specifically, correlation peak measurements were taken

for live satellite passes and were grouped into bins according to elevation angles. The

analysis assumed the MDEs used for a given elevation angle corresponded to the mean

elevation angle of each of the 5-degree bins from 2.5 to 87.5 degrees. Third-order

polynomials were fit to the measured data according to Equation (4.18). These relations

were subsequently used to compute valid MDEs for arbitrary elevation angles between 5

and 90 degrees. Tables 5-6 through 5-9 below summarize the polynomial fit coefficients.

Plots of the curve fits and their residuals are given in Figure 5-48 through 5-51.

a3 a2 a1 a0

∆∆∆∆±±±±0.075, ±±±±0.05 -5.5345e-009 1.6638e-006 -1.6604e-004 6.3401e-003

∆∆∆∆±±±±0.1, ±±±±0.05 -1.5115e-008 5.0539e-006 -3.7768e-004 1.3769e-002

Table 5-6 Polynomial Fit Coefficients for SQM2b ∆∆∆∆-Tests
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Figure 5-48 Curve Fit and Residuals for SQM2b ∆∆∆∆-Tests

a3 a2 a1 a0

R±±±±0.05av,P -1.5836e-008 3.6739e-006 -2.8795e-004 9.3079e-003

R±±±±0.075av,P -3.2462e-008 7.0746e-006 -5.2628e-004 1.6099e-002

R±±±±0.1av,P -3.5937e-008 8.0973e-006 -6.3291e-004 2.0298e-002

Table 5-7 Polynomial Fit Coefficients for SQM2b Average R-Tests



103

0 10 20 30 40 50 60 70 80 90
0

0.005

0.01

0.015

0.02
Ratio Tests (E,L: Average)

Elevation Angle

M
D

E

0.05 chips
0.075 chips
0.1 chips

3rd-order fit

0 10 20 30 40 50 60 70 80 90
0

0.5

1

1.5

2

2.5

3

Elevation Angle

|F
it-

D
at

a|
*1

00
0

3rd-order Curve Fit Residuals

0.05 chips
0.075 chips
0.1 chips

Figure 5-49 Curve Fit and Residuals for SQM2b Average R-Tests

a3 a2 a1 a0

R-0.05,P -9.9465e-009 2.7144e-006 -2.4363e-004 8.8196e-003

R-0.075,P -2.0817e-008 5.5971e-006 -3.4226e-004 1.0587e-002

R-0.1,P -1.2278e-008 3.1656e-006 -2.6544e-004 9.0253e-003

Table 5-8 Polynomial Fit Coefficients SQM2b Negative R-Tests
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Figure 5-50 Curve Fit and Residuals for SQM2b Negative R-Tests
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a3 a2 a1 a0

R+0.05,P -1.8875e-008 5.2323e-006 -3.2149e-004 1.0079e-002

R+0.075,P -5.0849e-008 9.1818e-006 -7.1191e-004 2.2598e-002

R+0.1,P -5.4957e-008 1.2696e-005 -1.0296e-003 3.4024e-002

Table 5-9 Polynomial Fit Coefficients for SQM2b Positive R-Tests
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Figure 5-51 Curve Fit and Residuals for SQM2b Positive R-Tests

5.7.2 Maximum Allowable Error (MERR) Analysis

Equation (5.5) computes the MERR (σpr_gf) as a function of elevation angle for both two

and three-monitor receiver cases. Because incident multipath at each of the two or three

different antenna locations (one for each respective monitor receiver) is most likely

independent, the analysis assumes MDE reduction factors of 2 or 3 for these cases,

respectively.

Procedure

The MERR analysis implemented SQM2b as the ground monitoring correlator spacing

configuration with the curve-fit (SU) MDEs. MERRs for the two and three monitor
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receiver cases were compared against the respective resulting contour plots generated for

each elevation angle.

The SQM2b MERR investigation proceeded as follows:

1) Computed the maximum user PREs (i.e., airborne receiver contour plots) for a

given threat model and user receiver type using each elevation angle from 5° to 90°

(in 5°-increments).

2) Compared the maximum PRE within any of the (4) E-L and (2) ∆∆ protected

regions to the MERR corresponding to that elevation angle. This process is

expressed as

( ){ }air air
1,2,3,4 , ,

max max ,
E L dreg f

d BW
σ

τ
− = ∆

∆ (5.6)

and

( ){ }air air
1,2 , ,

max max ,
dreg f

d BW
σ

τ
∆∆ = ∆

∆ (5.7)

for standard E-L and ∆∆ correlators, respectively. (Recall that the configuration

bounds for each of these regions are defined in Table 5-3 and 5-4 and depicted in

Figure 5-3 and 5-4.)

3) Repeated process until maximum PREs within protected regions were below the

minimum MERR (corresponding to a 90-degree elevation angle satellite) or until

the elevation angle equaled 90°.

An unacceptable condition (i.e., HMI occurred for at least one user configuration) existed

whenever the maximum PRE exceeded the corresponding MERR at a particular elevation

angle.
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Figure 5-52 SQM2b MERR Analysis –
TM A (100% MDEs) – E-L Users

0 10 20 30 40 50 60 70 80 90
0

0.5

1

1.5

2

2.5

3

3.5

4

Elevation Angle, θ (°)

Ps
eu

do
ra

ng
e

E
rr

or
(m

et
er

s)

MERR: 2 Monitor Receivers (GAD B)
MERR: 3 Monitor Receivers (GAD B)
Max PREreg: 2 Monitor Receivers
Max PREreg: 3 Monitor Receivers

Figure 5-53 SQM2b MERR Analysis –
TM B (100% MDEs) – E-L Users
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Figure 5-54 SQM2b MERR Analysis –
TM C (100% MDEs) – E-L Users
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Figure 5-55 SQM2b MERR Analysis –
TM A (100% MDEs) – ∆∆∆∆∆∆∆∆ Users
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Figure 5-56 SQM2b MERR Analysis –
TM B (100% MDEs) – ∆∆∆∆∆∆∆∆ Users
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Figure 5-57 SQM2b MERR Analysis –
TM C (100% MDEs) – ∆∆∆∆∆∆∆∆ Users
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MERR Analysis Results: GAD B

The results for Threat models A, B, and C, assuming both two and three monitor receivers,

are given below (in Figure 5-52 to 5-57) for the standard E-L and the ∆∆ correlator

receivers, respectively. E-L correlator PREs remain well below the thresholds for all threat

models. As shown in Figure 5-57, the ∆∆ receivers, however, were found to have

unacceptably high errors when subjected to TM C EWFs (for both the two and three

monitor receiver cases using 100% MDE assumptions). Consequently, these receivers (for

these EWF conditions) were determined to be most critical and were subsequently singled

out for more detailed analysis.

Recall that Figure 5-57 plots the maximum regional PREs, which occur at the upper left-

hand corner of ∆∆ Region 2. However, this would have indicated a significant problem for

the aviation community if the unacceptably large PREs had extended too far into the region

and impacted current receiver designs. In other words, the receiver manufacturers and the

aviation community were less concerned with a few uncommitted receiver configurations

in that region of the design space. Accordingly, a small rectangular “notch” was specified

in this region to exclude the few unprotected configurations from consideration. Section

5.7.3 details the specification of this notch using the differential group delay analysis.

To examine the distribution of these PREs for both E-L and ∆∆ correlators, the sample

contour plots below provide results corresponding to discrete elevation angles as indicated

in the captions below each figure. The five elevation angles are 7.5°, 22.5°, 37.5°, 52.5°,

67.5°, and 82.5°. The contours are shown for both the E-L and ∆∆ correlators in Figure

5-58 through Figure 5-81.

For the E-L correlators the maximum regional PREs occur for one of the following four

user receiver configurations:

• 16MHz PCBw, 0.21Tc correlator spacing

• 20MHz PCBw, 0.0.045Tc correlator spacing
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• 24MHz PCBw, 0.08Tc correlator spacing

• 24MHz PCBw, 0.12Tc correlator spacing

For the ∆∆ correlators the maximum PREs occur only for the upper-left corner of Region 2:

• 16MHz PCBw, 0.045Tc correlator spacing

Note that this was also true for the case where no SQM was used. (See Figures 5-6 through

5-11)
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MERR Analysis Results: GAD C

The GAD C (Category II and III) MERRs are significantly smaller than the corresponding

GAD B (Category I) curves. However, meeting these error requirements presumes

additional measures have been taken to mitigate the multipath at the reference station.

Notably, this includes usage of the Multipath-Limiting Antenna (MLA) briefly discussed in

Chapter 1, Section 1.8.1. Intuitively, such technology should improve (i.e., reduce) the

MDEs at low elevation angles where the multipath correlation peak distortions are

significant. At higher elevation angles significantly smaller reductions become possible,

since the MP is already generally much less pronounced. Appendix B discusses the

changes and modifications to the SQM monitor receiver configuration required to

accommodate these more stringent MERRs at high (and low) elevation angles.

5.7.3 Differential Group Delay Analysis

Region protected by
ground monitoring

Undetected
disturbance

Undetected
disturbance
after attenuation
& delay by aircraft
filter

Figure 5-82 Impact of Differential Group Delay on the Aircraft Precorrelation
Filter

The MERR analysis only examined the different 3dB-bandwidths of the avionics

precorrelation filters. These bandwidth differences accounted for varying attenuation of

EWF distortions. In general, however, user precorrelation filter implementations may also
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have vastly different group delay variations. Different group delays cause the EWF

distortions to have different time-offsets, or delays, which may also impact the resulting

PREs. (Figure 5-82 illustrates this effect.) For this reason, a robust SQM analysis must

also analyze the sensitivity of the maximum PREs (and, hence the maximum regional

PREs) to this effect.

The precorrelation filter of a receiver can be described as a linear time-invariant system

having both frequency-dependent magnitude, H(ω), and phase, φ(ω), components. Such a

filter may be given in the time domain as ( )preh t . It follows that the postcorrelation filter

response is simply

( )( ) ( )*post preh t h t R τ= (5.8)
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Figure 5-83 Various Filter Design Implementations

Based on Figure 5-83 compares the precorrelation and postcorrelation magnitude responses

for the following filter implementations (with an 8MHz single-sided bandwidth):
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• 6th-order Butterworth

• 12th-order Butterworth

• 8th-order Tchebychev (0.5dB passband ripple)

• 9th-order elliptical

• 300-tap FIR (Hamming window)

Note that of these filters, the 6th-order Butterworth has the slowest rolloff (i.e., the smallest

transition band attenuation rate as a function of frequency). This filter will attenuate

frequencies above f3dB significantly less than the other implementations. It comes closest to

the minimum transition band rolloff required by LAAS. Accordingly, the 6th-order

Butterworth filter has a relatively conservative magnitude response. (Lower-order

Butterworths will, of course have even more conservative magnitude responses. Section

5.7.4 examines SQM sensitivity to this filter characteristic.)

The group delay of the precorrelation filter described in Equation (5.8) is then

( ) ( ) ( ){ } ( )GdT group delay argpre preH H
φω ω ω ω

ω ω
∂ ∂

   = = − = −   ∂ ∂
(5.9)

[Oppenheim].

From consideration of Figure 5-82, LAAS requires that the absolute value of the resulting

differential group delay be bounded as follows

( ) ( )

( )

3dB 0

3dB

0

2 2 150 nanoseconds

3dB cutoff frequency

center frequency

filter's phase response

f f

f

f

φ φω π ω π
ω ω

φ ω

∂ ∂= − = ≤
∂ ∂

=
=

=

(5.10)
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The maximum of the filter group relay occurs approximately at f=f3dB. Accordingly, to

bound how much the EWF perturbation can shift, the LAAS specification states that the

maximum differential group delay of the (ground and airborne) receiver precorrelation

filters must be no greater than 150ns. The differential group delay, dTGd, is given by

( ) ( ) ( )Gd Gd GdT T T 0d ω ω ω= − = (5.11)

by subtracting the filter group delay (TGd at ω=0) from the group delay response at all

frequencies (TGd for ω≥0).

Figure 5-84 below shows the differential group delays corresponding to the five filters

shown previously in Figure 5-83. In general, the maximum dTGd’s increase for an infinite-

impulse response (IIR) filter as it becomes sharper (i.e., has a faster rolloff). The maximum

dTGd’s increase as the order of the filter increases (while f3dB remains constant) and/or the

3dB bandwidth decreases (while the filter order remains constant). Conversely, FIR filters

have the (very desirable) characteristic of being linear phase. For these filters, the group

delay is constant and dTGd=0 for all frequencies, f.
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Figure 5-84 Passband Differential Group Delays of Five Different Filter Models



117

To isolate the differential group delay (dTGd) parameter for a sensitivity analysis, for a

given 3dB bandwidth, the analysis attempted to constrain the user filter magnitude response

and vary the filter dTGd from 0 to 150ns. For this analysis, a Butterworth filter prototype

was chosen as the baseline model (magnitude constraint) for the user filter implementations

for the following reasons:

• Butterworth filters are simple to design and require relatively low orders for

satisfactory implementations.

• Butterworth filters have minimal passband magnitude variations (i.e., a maximally

flat passband magnitude response) as a function of frequency.

• Most of the SQM analysis to date (by Stanford, STNA, and others) has employed a

6th-order Butterworth filter as the user filter (and on the ground). This analysis

assisted in determining the generality of those results. [Macabiau00a],

[Macabiau00b], [Van Dierendonck00], [Bruce00].

A 300-tap Hamming Window FIR (zero-dTGd) filter was implemented as the ground

differential reference filter and the monitor receiver (16MHz) filter. This completely

removed the effects of the reference and monitor filter dTGd’s from consideration.

Filter Design Procedure:

1) Design a stable digital Butterworth filter (14th-order) prototype to have a single-

sided bandwidth of f=f3dB and a maximum dTGd of 150ns.

2) Scale the group delay response of this filter to have maximum dTGd’s of 30, 60, 90,

120, and 150ns respectively.

3) For each TGd response, construct new complex filter magnitude responses. Using

the magnitude responses of the original design together with new phase responses,

φ, makes this possible. These phase responses are obtained by integrating the

scaled TGd’s found in Step 2.
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4) Obtain new stable transfer functions by finding the inverse frequency responses—

using the inverse Fourier Transform—of the new complex magnitudes.

5) Plot filter magnitudes, phases and dTGd’s graphically to confirm they are stable and

all constraints are met.
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Figure 5-85 Butterworth Filter Designs with Varying Differential Group Delays

Figure 5-85 above shows the results of this design procedure. Note that the resulting filter

magnitude responses were not all identical. Specifically, the original (14th-order) IIR

digital Butterworth designs better met the design constraints. This is due to the fact that as

the dTGd’s approach zero, IIR filters become better approximated by FIR designs.

Accordingly, the magnitude responses are approximately equal for all implementations

except the 30ns dTGd design. This means high-frequency EWFs (e.g., those with fd’s above

the 3dB bandwidth) for that filter were attenuated significantly less than for the others. The

dashed curves depict the magnitude, phase, and dTGd characteristics of the 6th-order

Butterworth filter for comparison.



119

Differential Group Delay Analysis Results

The MERR analyses revealed that the largest regional PREs occur for only a localized few

critical airborne receiver configurations. If user EWF-induced PREs are sensitive to

dTGd’s, they will likely affect these receiver configurations most significantly. Figure 5-86

graphically highlights each of these configurations for which the group delay variations

were explored. The five critical receiver configurations (i.e., configurations having

maximum differential PREs)—four E-L’s and one critical ∆∆—are given in Table 5-10:

Receiver
Type

Correlator Spacing, (Tc, chips) Precorrelation Bandwidth (MHz)

E-L 0.21 16

E-L 0.045 20

E-L 0.08 24

E-L 0.12 24

∆∆ 0.045 16

Table 5-10 Most Sensitive Airborne Receiver Configurations Tested in dTGd

Analysis
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Analysis
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The next several figures plot the maximum user PREs as a function of the EWF frequency,

fd. For each EWF frequency, the analysis computed user PRE (at a selected correlator

spacing and PCB). For each fd, the analysis maximized this error over all σ and ∆. A total

of six curves are shown on each plot. Each curve corresponds to a filter with a different

group delay; the maximum dTGd’s for each filter are indicated in the legend. A vertical

(dotted) line indicates the single-sided user receiver (3dB) PCBw. When SQM2b was

implemented, a horizontal (dashed) line indicates the MERR corresponding to the assumed

elevation angle.

Group delay analyses were performed both with and without implementing SQM2b.

Without any monitoring, the results indicate maximum total PRE variations of 1-2 meters.

(See Figure 5-87 to 5-91.) Also, as expected, the maximum PREs become smaller as fd

increases, even without SQM. This is because the avionics filter attenuates the effects of

the EWFs. Also, as discussed in Section 5.5.2, the amplitudes of EWF oscillations—hence

the differential PREs—decrease as fd increases. Note that for the narrowest correlator

spacing (0.045Tc) and widest bandwidths (≥20MHz) the maximum PREs do not roll off as

fd increases. This is because the lead/lag errors dominate. The flattening of the peak due to

large ∆ is not filtered by the user front-end bandwidth. Figure 5-92 illustrates that the

PREs for the same user receiver configuration do in fact roll off when ∆ is removed (i.e.,

TM B).

Without SQM, for almost all EWF frequencies and for both the E-L and ∆∆ receiver

configurations, the variations due to group delay alone were generally between 1-2m.

Further, the largest PRE variations occur due to changes in fd as opposed to dTGd. In

addition, in most cases the largest PREs closely correspond to those of the 6th-order

Butterworth filter. Recall that the MERR analysis used the Butterworth filter model and

revealed that SQM2b protected the E-L receivers. These results in combination with the

MERR analysis results indicate two things. First, using SQM2b, the E-L receivers are

likely already robust to variations in user differential group delays. Second, the 6th-order

Butterworth filter generally produces conservative SQM performance results.
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Figure 5-87 E-L Correlator dTGd’s (16MHz, 0.21Tc; no SQM)
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Figure 5-88 E-L Correlator dTGd’s (20MHz, 0.045Tc; no SQM)
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Figure 5-89 E-L Correlator dTGd’s (24MHz, 0.08Tc; no SQM)
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Figure 5-90 E-L Correlator dTGd’s (24MHz, 0.12Tc; no SQM)
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Figure 5-91 ∆∆∆∆∆∆∆∆ Correlator dTGd’s (16MHz, 0.045Tc; No SQM)
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Figure 5-92 E-L Correlator dTGd’s (20MHz, 0.045Tc; ∆∆∆∆=0; no SQM)
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∆∆ Correlators - Region 2 Notch Design

Recall that the ∆∆ configurations in the 16MHz, 0.045Tc corner of Region 2 violated the

MERRs (even for 100% MDEs). Had these violations occurred for the E-L correlators, it

may have been necessary to redesign SQM2b (i.e., conceive and add new symmetry tests)

and/or add an additional correlator pair. Since, however, the analysis presented in this

section revealed that only a relatively small portion of this region violated the MERRs, the

ICAO chose to modify the ∆∆ Region 2 to exclude the (relatively few) troublesome

configurations.

(Note that as stated previously, the addition of an extra correlator pair may improve SQM

performance, but is undesirable for practical reasons. On the other hand, additional tests

may be formed using SQM2b. This is a relatively simple modification. Several additional

tests were suggested to help reduce the need for the ∆∆ notch in Region 2. Appendix B

describes the MERR and dTGd analyses for these additional tests together with the 11 tests

described in Section 5.7.1.)
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The specification of the excluded region, or “notch,” called for the analysis of the post-

SQM differential group delay sensitivity of PREs in the vicinity of these critical ∆∆

receiver configurations. (See Figure 5-93.) Conservatively, this research analyzed a square

notch design. A more complicated notch shape may accommodate more ∆∆ receivers in

analysis; the square notch design is able to produce a satisfactory design, and was

acceptable to the receiver manufacturers.

For this analysis, recall that the maximum PREs for elevation angles between 10° and

(approximately) 60° violated the MERRs. The contour plots indicate that the maximum

PREs occurred for the 0.045Tc and 16MHz PCBw ∆∆ configuration. These plots also

indicate that the Region 2 PREs decreased for decreasing PCBw. These maximum PREs

also decreased for increasing correlator spacing (dnarrow). Significantly, note that the

dimensions of a rectangular notch can be determined by defining the following two

parameters:

• Maximum PCBw at a correlator spacing of 0.045Tc

• Minimum correlator spacing at a PCBw of 16MHz

Figure 5-94 below illustrates these configurations and the notch design process.
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To evaluate more than a few points along the edge of the notch would prove inefficient,

since only a few are required to specify it. Specifying the two border configuration points

uniquely determines the lower-right corner configuration. Again, the upper-left corner

configuration was already seen to have unacceptably large PREs for certain elevation

angles. (Also the contour plots showed that the maximum PREs decrease essentially

monotonically as PCBw decreased and correlator spacing increased.) Accordingly, for

both two and three monitor receivers and elevation angles between 10° and 60° (in 10-

degree increments), the ∆∆ correlators were analyzed for the following configurations:

• 0.045Tc, 15MHz

• 0.045Tc, 14MHz

• 0.06Tc, 16MHz

• 0.07Tc, 16MHz

Figure 5-95 through 5-142 below show the dTGd results for these configurations. For each

of these plots, the corresponding MERR appears as a horizontal line. Two important

observations can be made after examining these plots. First, in every instance, the

maximum PREs occurred for the 30ns curve. In fact, due to its extremely poor magnitude

response, the 30ns curve exceeded the MERR for most elevation angles and for each

configuration evaluated. (This condition is analyzed further in the following section,

Section 5.7.5.) Second, for the six filters evaluated, the 6th-order Butterworth resulted in

the second-largest PREs; it was the next most conservative filter of this suite.

Table 5-11 and 5-12 summarize these notch design results. Note that although the 6th-order

Butterworth curves in these plots never exceeded the MERRs for the 0.045Tc, 15MHz

configuration, the MERR contour plot results in the previous section indicated the

configurations at this correlator spacing did not meet the error requirements. This apparent

discrepancy is caused by the fact that the MERR analysis used a 6th-order Butterworth filter

for the monitor precorrelation filter as well as for the airborne filter. Recall that this

(differential group delay) analysis implements an FIR filter as the monitor filter since it has
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dTGd=0 over all frequencies. For these reasons, clearly the safer (i.e. more conservative)

choice for the notch bandwidth specification (at 0.045Tc) is the lowest possible PCBw.

Table 5-11 Notch Design dTGd Summary Table A (Shaded Boxes Indicate Curves
which Exceeded the MERR for a Given Elevation Angle. 6oB Denotes 6th-order
Butterworth.)

Table 5-12 Notch Design dTGd Summary Table B (Shaded Boxes Indicate Curves
which Exceeded the MERR for a Given Elevation Angle. 6oB Denotes 6th-order
Butterworth.)

0.045Tc, 15MHz 0.045Tc, 14MHz

2 Monitor
Receivers

3 Monitor
Receivers

2 Monitor
Receivers

3 Monitor
Receivers

Max
Curve

2nd

Max
Max

Curve
2nd

Max
Max

Curve
2nd

Max
Max

Curve
2nd

Max

10° 30ns 6oB 30ns 6oB 30ns 6oB 30ns 6oB

20° 30ns 6oB 30ns 6oB 30ns 6oB 30ns 6oB

30° 30ns 6oB 30ns 6oB 30ns 6oB 30ns 6oB

40° 30ns 6oB 30ns 6oB 30ns 6oB 30ns 6oB

50° 30ns 6oB 30ns 6oB 30ns 6oB 30ns 6oB

60° 30ns 6oB 30ns 6oB 30ns 6oB 30ns 6oB
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Figure 5-95 10°°°° Elevation Angle:
0.045Tc, 15MHz, 2 Monitor Receivers
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Figure 5-96 20°°°° Elevation Angle:
0.045Tc, 15MHz, 2 Monitor Receivers
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Figure 5-97 30°°°° Elevation Angle:
0.045Tc, 15MHz, 2 Monitor Receivers
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Figure 5-98 10°°°° Elevation Angle:
0.045Tc, 15MHz, 3 Monitor Receivers
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Figure 5-99 20°°°° Elevation Angle:
0.045Tc, 15MHz, 3 Monitor Receivers
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Figure 5-100 30°°°° Elevation Angle:
0.045Tc, 15MHz, 3 Monitor Receivers
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Figure 5-101 40°°°° Elevation Angle:
0.045Tc, 15MHz, 2 Monitor Receivers

7.5 8 8.5 9 9.5 10 10.5 11 11.5 12 12.5 13
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

f
d

P
R

E
m

ax
(m

)
M

ax
im

um
PR

E

fd

[6th-order Butterworth]

30ns
60ns
90ns

120ns
150ns

x x x x

oo o o

Figure 5-102 50°°°° Elevation Angle:
0.045Tc, 15MHz, 2 Monitor Receivers
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Figure 5-103 60°°°° Elevation Angle:
0.045Tc, 15MHz, 2 Monitor Receivers
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Figure 5-104 40°°°° Elevation Angle:
0.045Tc, 15MHz, 3 Monitor Receivers
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Figure 5-105 50°°°° Elevation Angle:
0.045Tc, 15MHz, 3 Monitor Receivers
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Figure 5-106 60°°°° Elevation Angle:
0.045Tc, 15MHz, 3 Monitor Receivers
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Figure 5-107 10°°°° Elevation Angle:
0.045Tc, 14MHz, 2 Monitor Receivers
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Figure 5-108 20°°°° Elevation Angle:
0.045Tc, 14MHz, 2 Monitor Receivers
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Figure 5-109 30°°°° Elevation Angle:
0.045Tc, 14MHz, 2 Monitor Receivers
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Figure 5-110 10°°°° Elevation Angle:
0.045Tc, 14MHz, 3 Monitor Receivers
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Figure 5-111 20°°°° Elevation Angle:
0.045Tc, 14MHz, 3 Monitor Receivers
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Figure 5-112 30°°°° Elevation Angle:
0.045Tc, 14MHz, 3 Monitor Receivers
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Figure 5-113 40°°°° Elevation Angle:
0.045Tc, 14MHz, 2 Monitor Receivers
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Figure 5-114 50°°°° Elevation Angle:
0.045Tc, 14MHz, 2 Monitor Receivers
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Figure 5-115 60°°°° Elevation Angle:
0.045Tc, 14MHz, 2 Monitor Receivers
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Figure 5-116 40°°°° Elevation Angle:
0.045Tc, 14MHz, 3 Monitor Receivers
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Figure 5-117 50°°°° Elevation Angle:
0.045Tc, 14MHz, 3 Monitor Receivers
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Figure 5-118 60°°°° Elevation Angle:
0.045Tc, 14MHz, 3 Monitor Receivers
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Figure 5-119 10°°°° Elevation Angle:
0.06Tc, 16MHz, 2 Monitor Receivers
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Figure 5-120 20°°°° Elevation Angle:
0.06Tc, 16MHz, 2 Monitor Receivers
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Figure 5-121 30°°°° Elevation Angle:
0.06Tc, 16MHz, 2 Monitor Receivers
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Figure 5-122 10°°°° Elevation Angle:
0.06Tc, 16MHz, 3 Monitor Receivers
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Figure 5-123 20°°°° Elevation Angle:
0.06Tc, 16MHz, 3 Monitor Receivers
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Figure 5-124 30°°°° Elevation Angle:
0.06Tc, 16MHz, 3 Monitor Receivers
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Figure 5-125 40°°°° Elevation Angle:
0.06Tc, 16MHz, 2 Monitor Receivers
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Figure 5-126 50°°°° Elevation Angle:
0.06Tc, 16MHz, 2 Monitor Receivers
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Figure 5-127 60°°°° Elevation Angle:
0.06Tc, 16MHz, 2 Monitor Receivers
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Figure 5-128 40°°°° Elevation Angle:
0.06Tc, 16MHz, 3 Monitor Receivers
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Figure 5-129 50°°°° Elevation Angle:
0.06Tc, 16MHz, 3 Monitor Receivers
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Figure 5-130 60°°°° Elevation Angle:
0.06Tc, 16MHz, 3 Monitor Receivers
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Figure 5-131 10°°°° Elevation Angle:
0.07Tc, 16MHz, 2 Monitor Receivers

7.5 8 8.5 9 9.5 10 10.5 11 11.5 12 12.5 13
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

f
d

P
R

E
m

ax
(m

)
M

ax
im

um
PR

E

fd

[6th-order Butterworth]

30ns
60ns
90ns

120ns
150ns

x x x x

oo o o

Figure 5-132 20°°°° Elevation Angle:
0.07Tc, 16MHz, 2 Monitor Receivers
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Figure 5-133 30°°°° Elevation Angle:
0.07Tc, 16MHz, 2 Monitor Receivers
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Figure 5-134 10°°°° Elevation Angle:
0.07Tc, 16MHz, 3 Monitor Receivers
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Figure 5-135 20°°°° Elevation Angle:
0.07Tc, 16MHz, 3 Monitor Receivers
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Figure 5-136 30°°°° Elevation Angle:
0.07Tc, 16MHz, 3 Monitor Receivers
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Figure 5-137 40°°°° Elevation Angle:
0.07Tc, 16MHz, 2 Monitor Receivers
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Figure 5-138 50°°°° Elevation Angle:
0.07Tc, 16MHz, 2 Monitor Receivers
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Figure 5-139 60°°°° Elevation Angle:
0.07Tc, 16MHz, 2 Monitor Receivers
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Figure 5-140 40°°°° Elevation Angle:
0.07Tc, 16MHz, 3 Monitor Receivers
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Figure 5-141 50°°°° Elevation Angle:
0.07Tc, 16MHz, 3 Monitor Receivers
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Figure 5-142 60°°°° Elevation Angle:
0.07Tc, 16MHz, 3 Monitor Receivers
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To substantiate the assertion that the magnitude response (as opposed to small dTGd) causes

the relatively poor performance of the 30ns filter, the same analysis evaluated an FIR (zero-

dTGd) airborne filter. Only the result for the 14MHz, 0.05Tc (∆∆) case is shown in Figure

5-143 below. If the PREs were sensitive to small dTGd alone, the FIR curve would be

significantly higher (i.e., worse) than the 6th-order Butterworth (and also the 30ns curve

shown above). Figure 5-144 shows, however, that the FIR performance here is much better

than that of the 6th-order Butterworth. It results in a significantly smaller maximum PRE

because the FIR filter used (300-tap Hamming window) has a much faster roll-off than the

Butterworth. (See Figure 5-83 above.) Clearly, filter magnitude response in the transition

band dominates the sensitivity of these curves. Based on these analysis results, the ∆∆

Region 2 notch parameters were specified as shown in Figure 5-145. (The four E-L

protected regions were left unchanged from those depicted in Figure 5-3.)
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Figure 5-143 ∆∆∆∆∆∆∆∆ Correlator dTGd’s
Using SQM2b (15.0MHz, 0.05Tc

“Narrow” Correlator Spacing; 2
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Elevation Angle)
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Figure 5-145 Airborne User Design Space and Recommended ∆∆∆∆∆∆∆∆ Notch Parameters

5.7.4 Magnitude Response Analysis

Figure 5-146 below shows the same suite of Butterworth filters (16 MHz PCBw) used in

the differential group delay analysis compared to the LAAS interference requirement. Note

that this requirement is not on the precorrelation filter responses discussed previously.

Instead it also takes into account the filtering response of the correlation process itself. (A

postcorrelation filter response is the product of the precorrelation filter response and the

normalized power spectrum of the C/A code from Figure 2-2 of Chapter 2.)

Technically, only the postcorrelation 6th-order Butterworth filters shown in Figure 5-146

completely met the LAAS specification. However, for (single-sided) frequencies higher

than approximately 13MHz—the largest fd for Threat Model C—the 60-150ns filters have

magnitude responses less than or equal to that of the 6th-order Butterworth. It follows that

for TM C, the critical threat model under consideration, all the filters examined except the



137

30ns design virtually complied with the LAAS interference requirement, since no

frequencies above 13MHz excited the system. Also note that Threat Model B has

frequencies as high as 17MHz. Only TM C, however, contained EWFs that caused

unacceptably large errors for a few ∆∆ receiver configurations. Had it been necessary to

evaluate the notch region using TM B EWFs, few (if any) of the five dTGd filter designs

would have been acceptable.
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Figure 5-146 User Filter Perturbations (PCBw=16MHz) vs. LAAS Interference
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As shown from the group delay analysis for the ∆∆ Region 2 notch in the previous section,

IIR filters with small passband dTGd’s tend to have extremely wide transition bandwidths.

The unacceptable (30ns dTGd) filter from that analysis, however, violated the LAAS

interference requirement. The previous section concluded that such wide transition
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bandwidths may result in unacceptably large PREs for the very narrow ∆∆ receiver

configurations.

To analyze the effects of wide transition band magnitude responses on the resulting PREs,

this section analyzes four interference-compliant, low-dTGd (3rd, 4th, 5th, and 6th-order)

Butterworth filters. The magnitude and dTGd responses of these filters are show in Figure

5-147. (Note that the maximum dTGd’s for all four filters are approximately 35ns.) As in

the previous dTGd analyses, the simulated ground monitor (and reference) implemented an

FIR (zero-dTGd) filter.
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Figure 5-147 Maximum Transition Bandwidth (maximum PCBw) Filters

The following figures plot maximum PRE contours only for the airborne receiver

bandwidths where the filters meet the interference requirement. This analysis examines

only Threat Model C PRE contours corresponding to a given elevation angle (30°).

Contour plots for both the E-L correlators and the ∆∆ receivers are shown (again using

100% SU MDEs) in Figure 5-148 through Figure 5-155. On each plot, the thick, shaded

contours indicate the corresponding (30°) MERR threshold.
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Figure 5-148 E-L – 6th-order
Butterworth

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
2

4

6

8

10

12

14

16

18

20

22

24

Air Correlator Spacing (chips)

D
ou

bl
e-

S
id

ed
A

ir
B

W
(M

H
z) 0.2

0.
2

0 .
2

0.2 0.2

0.
2

0.
2

0.
4

0.
4

0.
4

0 .
4

0.
4

0 .
4

0.4 0.4

0.
6

0.6

0.
6

0.6

0.
8

0. 8 1

Air Correlator Spacing (chips)

D
ou

bl
e-

Si
de

d
A

ir
P

C
B

w
(M

H
z)

Figure 5-149 E-L – 5th-order
Butterworth
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Figure 5-150 E-L – 4th-order
Butterworth
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Figure 5-151 ∆∆∆∆∆∆∆∆ – 6th-order
Butterworth
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Figure 5-152 ∆∆∆∆∆∆∆∆ – 5th-order
Butterworth
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Figure 5-154 E-L – 3rd-order
Butterworth
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Figure 5-155 ∆∆∆∆∆∆∆∆ – 3rd-order
Butterworth

While the E-L receiver configurations are relatively insensitive to such magnitude response

variations, these analysis results indicate the need to specify a maximum transition

bandwidth for the airborne user filters in addition to the notch requirement in order to

protect both the ∆∆ regions. The maximum transition bandwidth should be upper-bounded

by that of the 6th-order Butterworth.

5.8 Transient SQM Analysis

The previous SQM verified the existence of a practical multicorrelator implementation

(SQM2b) capable of protecting user integrity against hazardously misleading information

induced by evil waveforms. This analysis implicitly assumed, however, that the EWF

failure had reached steady state. In other words, it assumed the EWF detection metrics

measured by the monitor receiver and the tracking errors measured by the receivers had

reached their final, steady state values. Filtering of both these observables, however,

implies the transient values will, in general, differ from their steady state (i.e., maximum)

values. To determine whether the hazardous EWFs cause HMI for airborne users, it is

necessary to first make assumptions for how the satellite failure occurs. Also, the filter

transient responses to that EWF failure must be modeled. If it is discovered that some

EWFs cause transient SQM problems, it may become necessary to add even more sensitive

detection metrics to mitigate this threat.
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5.8.1 Analysis Assumptions

The transient SQM analysis assumes that any EWF failure will occur instantaneously (and

persist for a long time relative to the transient responses of any measurement filters such as

carrier smoothing), and the instantaneous error it causes in the receiver can be

approximated by a step function that occurs at time t=tEWF. The amplitude of this (step)

error, Atss, is dependent on the observable measured by the receiver. For SQM, there are

three such observables. These configuration-dependent variables include the following:

1. Reference station tracking error (i.e., differential error correction)

2. Monitor receiver SQM detection metrics (i.e., correlator value measurements)

3. Airborne receiver tracking errors

Maximum SQM
Detection Test Measure

MERR

MDE

tdetect
tHMI

Maximum Airborne
EWF (Differential)

Tracking Error

0

0

tEWF

Zero Airborne
Tracking Error

Zero SQM Detection
Test Measure

Time (s)

(Ass,3-Ass,1 )

(Ass,2)

(Atrans,2)

(Atrans,3)

Figure 5-156 Transient SQM Problem with 1st-Order Filter Responses

At the onset of a satellite failure, the tracking errors for the reference station and the user

will asymptotically approach their (different) steady-state values, Atss,1(t) and Atss,3(t),

respectively. (Refer to Figure 5-156.) Simultaneously, each of the monitor receiver

detection metrics will also approach their respective steady-state values. Assuming the
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same filter is applied to all detection metrics, the maximum, Atss,2(t), will correspond to the

most sensitive detection test. (Recall that only a single metric needs to exceed its

corresponding MDE for detection of an EWF.)

The transient airborne error responses of hazardous EWFs will exceed their corresponding

MERRs at t = tHMI. If the EWF is detectable, this (most sensitive) test will ideally detect it

at time, t = tdetect ≤ tHMI. Less conservatively, however, to meet the LAAS Cat I time-to-

alarm requirement, tdetect can exceed tHMI by no more than 3 seconds—one-half of the total

6-second time-to alarm requirement. (Refer to Section 1.3.2 of Chapter 1.) This analysis

assumes the LAAS Ground Facility takes a maximum of 3 seconds to detect and alert the

user, and the user requires 3 seconds to receive and process the alarm message. Hence we

define TTA = 6 and TTALGF = TTA/2 = 3s.

5.8.2 Filter Response Models

Hatch Filter: 1st-Order Response

Recall that the Hatch filter, used to carrier-smooth pseudorange measurements, has a first-

order filter response. Accordingly, the time domain response of Equation (2.16) (from

Chapter 2, Section 2.3.2) is given by

trans ssA ( ) A 1 0c

t

t e tτ
− = − ≥ 

 
(5.12)

where

Atrans(t) is the transient response of the EWF-induced variation,

Atss(t) is the maximum (i.e., steady-state) amplitude of the variation, and

τc is time constant of the filter (τc = 100s for LAAS receivers).

Figure 5-156 illustrates the transient SQM problem for a first-order smoothing of the

detection tests (and user differential PREs). The figure shows the (fastest) transient
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responses of the monitor receiver for one example user receiver configuration. Note that as

shown, trans,2 EWFA ( )t t− is the transient response resulting from a first-order filter applied to

the detection metrics measurements. The maximum transient differential airborne receiver

PREs, trans,3A , are given by

( )EWF

trans,3 EWF ss,3 ss,1A ( ) (A A ) 1 c

t t

t t e τ
− − 

− = − − 
 

(5.13)

where t> tEWF. It follows that the basic transient SQM problem (with TTA=0 seconds)

reduces to a simple comparison of the normalized steady state errors according to

ss,3 ss,1 ss,2
detect HMI

detect HMI

A A A
,

MERR(θ) MDE(θ)

otherwise,

t t

t t

− > >

 ≤

(5.14)

where θ is the satellite elevation angle.

Moving Average (FIR) Filter: Linear Response

Although LAAS requires that a Hatch filter be used for carrier smoothing of the airborne

and reference receiver tracking errors, the SQM metrics may be smoothed with a different

filter. For these, the most desirable transient response is one that has as fast a rise time as

possible. This implies, however, that the filter has a smaller time constant, or rather that it

has a wide bandwidth. In fact, no filtering at all would essentially provide the SQM with a

response virtually as fast as the (instantaneous) EWF failure itself.

Wide-bandwidth filtering in general is not practical, since the MDEs presume a filter will

adequately smooth the metrics. Recall that this smoothing is required to reduce the

nominal variations due to multipath and thermal noise. A faster filter implementation

would necessarily require computation of new MDEs, which would, of course, become

larger. One simple compromise is to leverage the fact that the SQM-accepted SU MDEs

already assume a more conservative (i.e., faster) smoothing filter than a first-order filter.
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(Refer to Chapter 3, Section 3.8.3) The MDEs are computed using a 100-tap FIR

rectangular window, or a 100-second “moving average” filter. (Each tap of this filter

corresponds to one second.)

A comparison of the transient responses of the Hatch filter and the moving average is

provided below in Figure 5-157 for Atrans,3 = 3.5m and τc = 100s. For this example,

tEWF=200s. Observe that while the Hatch filter (for t< ∞ ) never actually reaches the 3.5-

meter steady state value, the moving average reaches 3.5 meters in 100 seconds.

Intuitively, a 100-second moving average of the SQM detection metrics will provide better

transient SQM performance. Again, use of this type of smoothing does not impact steady

state performance, since the SU MDEs already assume this filter implementation.
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5.8.3 Improved Detection Sensitivity

To further assist in the early detection of EWFs (without modifying the SQM2b correlator

design), it is also desirable to make the detection metrics as sensitive as possible. It may

not be sufficient to merely have (normalized) metrics greater than unity. The maximum

SQM test must be sufficiently large to detect the EWF before it breaches the MERR
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threshold for any of the airborne users. A simple power operation performed on a sensitive

detection metric may significantly increase this sensitivity even in the presence of noise

and multipath.

Accordingly, the following detection “squared ∆-test” (∆2) was defined:

( ) ( )
( )

2

a,( 0.075) a, nom,( 0.075) nom,

2
( 0.075),

ref ref

refMDE

± ±

±

 ∆ − ∆ − ∆ − ∆ 

∆
(5.15)

where ( )a,( 0.075) a,ref±∆ − ∆ is the original (non-MDE-normalized) ∆-test of SQM2b without

the nominal bias removed using correlator spacing, d=0.15Tc. ( )2
( 0.075),refMDE ±∆ is the

MDE associated with performing this squaring operation., under nominal noise and

multipath conditions. It was computed using the SU MDE data. In the above expression, a

and nom represent the anomalous and nominal (filtered) waveforms, respectively. For

LAAS, the reference correlator spacing, ref = 0.1Tc.

∆2-test MDEs

The MDEs for the ∆2-test are computed as in Section 5.7.1. Table 5-13 lists the 3rd-order

polynomial coefficients for the two (standard) ∆-tests and the ∆2-test. The MDEs for the

∆2-test are plotted below in Figure 5-158.

a3 a2 a1 a0

∆∆∆∆±±±±0.075, ±±±±0.05 -5.5345e-009 1.6638e-006 -1.6604e-004 6.3401e-003

∆∆∆∆±±±±0.1, ±±±±0.05 -1.5115e-008 5.0539e-006 -3.7768e-004 1.3769e-002

∆∆∆∆2
±±±±0.1, ±±±±0.075 1.4044e-013 6.0462e-010 -9.3481e-008 3.6755e-006

Table 5-13 Polynomial Fit Coefficients for SQM2b ∆∆∆∆-tests and ∆∆∆∆2-test
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Figure 5-158 Curve fit and residuals for SQM2b ∆∆∆∆2-tests

Recall that MDEs for the standard ∆-tests and ratio tests are computed according to

( )MDE K Kffd md testσ= + ⋅ (5.16)

where K 5.26ffd = yields a fault-free alarm probability less than or equal to 1.5x10-7,

and K 3.09md = guarantees a missed-detection probability no greater than 10-3. σtest

represents the experimentally-measured standard deviation of the peak due to multipath and

thermal noise. Accordingly, σtest assumes the distribution of those measurements is

gaussian.

The ∆2-test measurements, however, have a 1-degree of freedom chi-squared distribution.

Equation (5.16) can still compute the MDEs (using ∆2-test measurements with the mean

removed) provided a multiplication factor is applied to them, to account for the difference

in distribution assumptions. The MDE multiplier, y, is simply
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0.0516 + 0.3251y θ= (5.17)

where θ is the satellite elevation angle under consideration [Pullen01 (private

communication)]. Figure 5-159 plots this factor as a function of elevation angle. Note that

although Equation (5.17) above produces a multiplier less than unity for small elevation

angles, the factor used in analysis was never less than 1.
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Figure 5-159 MDE Multiplier for Squared SQM Test

Error Sensitivity Issues

The ∆2-test and higher-order power law tests (including exponential tests) applied prior to

any filtering operation may improve transient SQM performance. Additionally, other tests

(e.g., ratio tests) may prove viable candidates for these adaptations as well. It should be

noted, however, that some sensitivity issues could arise with their actual implementation.

These tests could become more sensitive to measurements errors—particularly those

present in the nominal means, which must be pre-measured and stored offline for all the
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metrics. (Refer to Section 4.2.2 of Chapter 4 for a detailed discussion of the bias removal

process.)

This can be seen using the following simple model of a ∆2-test metric:

( ) ( ) 2

χ χχ ε χ ε + − +  (5.18)

where

χ is the difference of a delta-test at correlator spacing, dχ, and reference spacing,

dref

χε is the (instantaneous) error in that detection measurement due to noise and

multipath,

χ is the nominal mean of χ , and

χε is the error in χ .

Manipulation of this equation and normalization of it by the appropriate MDE yields the

following detection metric:

( ) ( )
2

22

MDE
χ χ

χ

χ χ ε ε− + −
(5.19)

Note that all the previous (steady-state) EWF analyses (i.e., simulations), assumed χε and

χε were zero. In that case the squared metric only increases the detectability margin of the

(detectable) EWFs. In practice, however, the error terms may not be negligible. If they are

not small, they may cause this detection metric to false alarm too frequently. Further

experimentation and analysis using the real-time SQM monitor will be needed to more

fully explore this issue.
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5.8.4 SQM2b: Transient Performance

Steady state SQM analysis requires investigating the impact of all undetected points;

however, the transient SQM analysis focuses on the detected points of SQM2b. Recall that

the steady state analysis already showed that the undetected points (UDPs) corresponding

to each respective elevation angle cause no hazardous errors at any time. Transient SQM

analysis must verify that the detected points never introduce unacceptably large user PREs

(before the monitor receiver detects them (minus 3 seconds)). In other words, it is

necessary to analyze the effectiveness of SQM2b at detecting hazardous EWFs before t =

tHMI+3s.

To this end, this analysis produced standard maximum PRE contour plots using both the

1st-order filter and the moving average filter to smooth the SQM metrics. (Only if

unacceptable errors were found within any of the regions, would it become necessary to

implement the ∆2-test.) The contour plots assumed a satellite elevation angle of 90° and

three available monitor receivers for both E-L and ∆∆ correlators. This implies that they

utilized the smallest MDEs for the detection of the EWFs from TM A, TM B, and TM C.

Accordingly this analysis examines the maximum number of detected points in the EWF

threat spaces.

The plots for each case are given below. Here, the maximum PREs correspond to the

maximum differential (EWF) tracking errors experienced by the airborne users at time,

t=tdetect, whenever SQM2b did not detect the EWF within the allotted TTA. Otherwise, no

transient EWF error would occur, hence no error contour appears. (As was true for the

steady state contour plots, a thick, heavily shaded contour is plotted wherever the 90°-

MERR threshold is crossed.) For TTAlgf=3s, Figure 5-160 through 5-165 plot the 1st-order

filter cases and Figure 5-166 through 5-171 plot the moving average filters. For

comparison, Figure 5-172 through 5-183 plot the same cases for TTAlgf=0s.
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1st-Order Filter Results: (TTAlgf = 3s)
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Moving Average Filter Results: (TTAlgf = 3s)
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1st-Order Filter Results: (TTAlgf = 0s)
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Moving Average Filter Results: (TTAlgf = 0s)
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Figure 5-178 E-L – TM A
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Figure 5-179 E-L – TM B
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Figure 5-180 E-L – TM C
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Figure 5-181 ∆∆ – TM A

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
2

4

6

8

10

12

14

16

18

20

22

24

Air Corre lator S pacing (chips )

D
ou

bl
e-

S
id

ed
A

ir
B

W
(M

H
z)

1

2

34
567

Air Correlator Spacing (chips)

D
ou

bl
e-

Si
de

d
A

ir
P

C
B

w
(M

H
z)
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Figure 5-183 ∆∆ – TM C
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Observe that for almost all cases, no contours within any of the regions for both E-L and

∆∆ users are above the (most conservative) 90°-MERR. In fact, for TTAlgf = 3s, only the

∆∆ receivers suffered any unacceptably large transient EWF PREs. Even for the TTAlgf =

0s cases, only TM A and TM C were of any concern (to only a few ∆∆ receivers in the

0.045Tc and 14MHz corner only). TM C, however, is the only case for which there were

unacceptable transient PREs—for some ∆∆ configurations—with TTAlgf = 3s. This

implies that the ∆2-test may be required to protect these users under transient TM C EWF

conditions.

Using the ∆2-test, a single maximum PRE contour plot for the ∆∆-receiver users subjected

to TM C EWFs was generated and is provided in Figure 5-185 and 5-185. The nominal

MDEs for the ∆2-test were computed from the SU MDE data for all elevation angles as

detailed in Section 5.8.3. (Including the inflation factor, the nominal 90˚ elevation angle

MDE(∆2) for this test was computed as 7.5171e-7.) The analysis used the nominal MDE, a

moving average filter assumption, and a TTAlgf = 3s. The results indicate that this single

test more adequately protects these users against the hazardous transient TM C EWFs. The

plot summarizes the maximum differential PRE results for all elevation angles between 0˚

and 90˚’; it shows only the “notch” region of the ∆∆ Region 2 user configuration space.
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Chapter 6:

Multipath Invariance and the Tracking

Error Compensator

Multipath impairs GPS signal quality in very predictable ways. Completely mitigating this

threat by conventional means is a difficult if not impossible task even theoretically for

current MP mitigation techniques. Indeed even current multicorrelator techniques have

great difficulty correcting for short-delay multipath. For less-costly, narrowband receivers,

good multipath mitigation techniques are few or nonexistent. By understanding the ways

in which multipath distorts the correlation function and sampling the function in so-called

multipath invariant locations, however, it becomes theoretically possible to almost

completely mitigate these effects on the user position solution. Sections 6.1 and 6.2 discuss

the multipath parameters and current receiver MP mitigation performance. Sections 6.3

and 6.4 introduce and present the theoretical analysis for the Multipath Invariance (MPI)

concept. Sections 6.5, 6.6, and 6.7 describe the Tracking Error Compensator (TrEC)

technique for multipath mitigation. Sections 6.8 and 6.9 detail TrEC error sources and

practical limitations resulting from limited receiver hardware capabilities. Finally, Section

6.10 provides theoretical performance bounds for TrEC applied to arbitrary receiver

configurations.

155



156

LOS 1

LOS 2

SV 1

SV 2

1MP 2

1MP 1

2MP 3

User
Figure 6-1 Line-of-Sight (LOS) signals and Undesired Multipath (MP) Reflections

6.1 Multipath Parameters

Multipath (MP) signals are (generally undesired) signal reflections from the ground or

other nearby obstacles. (See Figure 6-1.) For specular reflections, they are amplitude-

scaled (reduced) and time-delayed replicas of the nominal incoming signal or line-of sight

(LOS). In the presence of a single MP reflection, the combined signal

becomesEquation Section 6

( ) ( ) ( ) ( ) ( )0 0 0sin sinm ms t Ap t t Ap t tω α δ ω θ= + + + (6.1)

where α, δ, and θm are the relative multipath amplitude, delay, and phase respectively.

In general there are two types of multipath: specular and diffuse. Specular multipath are

reflections from highly-reflective surfaces (e.g. metals, glass, calm water, etc.). These

reflections usually have the strongest amplitudes. Practically speaking, there are usually

relatively few (i.e., ≤3) specular multipath signals in a given composite signal. Diffuse



157

multipath is made up of many small, closely-separated (spatially) specular reflections.

These multipath signals may be numerous and usually have progressively smaller

amplitudes that tend to decrease exponentially as the distance to the reflector increases.

6.1.1 Amplitude

The amplitudes of multipath signals are frequently (but not always) less than or equal to the

LOS signal. In general, this is due to three things. First, the reflector (or reflectors)

attenuates the MP signal relative to the LOS. The amount of this attenuation strongly

depends on the properties of the reflecting surface. Second, the antenna polarization may

further reduce the MP signal amplitudes. GPS antennas (and the nominal, LOS GPS

signal) are right-hand circularly polarized (RHCP). Since a reflected (MP) signal becomes

essentially left-hand circularly polarized (LHCP), it may be attenuated by anywhere from

3-10dB [Braasch95], [Clark95], [van Nee92a]. Third, the antenna gain pattern may

attenuate MP signals. GPS antennas typically attenuate signals incident from low elevation

angles—the direction from which multipath most frequently arrives.

6.1.2 Delay

The time-of-arrival difference between the LOS and the reflected signal characterizes the

MP relative delay. This delay is not simply the distance of a given reflector from the

antenna. Instead it is the total path length difference between the two received signals. As

illustrated in Figure 6-1, this path length difference is strongly dependent on the geometry

between the satellite, the user receiver antenna, and the reflector (or reflectors) causing the

multipath. Note that there may be several reflectors along the path of the MP signal.

6.1.3 Phase

The relative phase of the multipath ultimately determines the degree to which a multipath

signal with a certain amplitude and delay will affect the code tracking loop of the receiver.

The phase of the composite depends on the phase, θ0, of the nominal incoming signal and

that of the MP reflection(s), θm. Note that the phase (and phase rate) and relative MP delay,
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δm, parameters are actually coupled. As described previously, the incoming signal is

actually a code-modulated carrier wave. Accordingly, a change in the effective MP delay

by a fraction of carrier cycle translates to a change in MP phase by an equivalent fraction of

2π radians. In fact, a static geometry between the satellite, user, and reflector(s) implies

constant δm, θm, and θ0. Holding these terms constant approximates the case for stationary

user positioning using a pseudolite or a geostationary satellite [Fuller].

From Equation (6.1) above, it is clear that the multipath phase may result in either a

minimum, a maximum or a complete negation of the multipath component of the combined

signal. An illustration of the multipath condition is shown for four separate phase

conditions and a fixed delay of 100 meters in Figure 6-2 through 6-6. Plotted are the

effects of a single strong (Signal-to-Multipath Ratio = 3dB) MP signal at four different

relative phases on the received signal, the discriminator and correlation functions of both

conventional E-L and ∆∆ correlator receivers [Garin97]. (For more about ∆∆ correlators

refer to Chapter 5, Section 5.3).
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6.1.4 Phase Rate and MP Fading

Fading results from time-varying changes in the relative phases of the LOS and MP signals.

In general, the phase differences between these signals are not constant. Satellite motion

causes the phases (or more precisely the Doppler difference between the user and the

reflector) to vary even for a stationary user. The composite signal essentially contains the

Doppler variations from two different locations—that of user and reflector(s). The effect is

geometry-dependent. The maximum Doppler difference for a static user (where the

reflector is r meters away) occurs for a satellite at zenith. For a stationary user, this

maximum “fading” frequency, ffad (Hz), is ffad = 1.38rx10-3Hz [van Nee92a]. (See Figure

6-7.)

If the user and/or reflectors are in motion, the geometry between the user, reflector, and

satellite are continuously changing. In this case, the fading frequency can become

significantly larger and may be expressed (for a single reflector) as

( ) ( ) ( ) ( ) ( )1= / cos cos cos cosfad L r r s sf vf c α β α β−   (6.2)

In the above expression, αr, βr, αs, βs are the elevation and azimuth angle differences

between the user and the reflector and between the user and the satellite, respectively [van

Nee92a]. (See Figure 6-8.)
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Figure 6-7 Single-Satellite Maximum Doppler Geometry for a Stationary User
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Figure 6-8 Geometry Factors for Fading Caused by a Single MP Reflection (Axes
Centered at Receiver Antenna)

When the fading frequency is greater than the code tracking loop bandwidth some

averaging of the signal occurs inside the receiver. In general, this is a very favorable

condition. High receiver dynamics tend to “whiten” the code tracking errors due to

multipath. The more thermal noise-like these tracking errors appear, the more effective the

tracking loop is at reducing these errors by filtering (or smoothing) them.

6.2 MP Code Tracking Errors

Perhaps the most common method to measure the code MP (mitigation) performance of a

GPS receiver is to plot the maximum code tracking error due to a single MP reflection as a

function of relative MP delay, δ [Van Dierendonck95], [Braasch95], [Braasch96], [van

Nee92a]. This models the case of a receiver tracking a single satellite located a distance, δ,

from a stationary reflector. (See Figure 6-9 and Figure 6-10 below.) In this scenario, the

signal-to-multipath ratio (SMR) is assumed to be 3dB. The relative delay is normally

plotted (for standard DLLs with a 1-chip correlator spacing) to relative delay distances as

large as 1.5Tc.
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Figure 6-11 shows these “error envelope” plots for a standard DLL with correlator

spacings, d=0.1Tc, d=0.5Tc, and d=1.0Tc for a 16MHz (wideband) receiver. The

performance curves for a 2MHz (narrowband) receiver are shown in Figure 6-12.
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Figure 6-9 Illustration of Standard MP Mitigation Performance Scenario
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Figure 6-10 Generation of Receiver Multipath Performance Plots (“Error
Envelopes”)

Figure 6-11 DLL Tracking Errors vs.
MP Relative Delay for a Wideband
(16MHz) Receiver

Figure 6-12 DLL Tracking Errors vs.
MP Relative Delay for a Narrowband
(2MHz) bandwidth Receiver
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Observe that for wideband receivers, narrow correlator spacings significantly reduce the

maximum MP tracking errors. However, since many narrowband receivers use a 0.5-chip

correlator spacing for code tracking, and their correlation peaks are rounded, there is

relatively little advantage to using a narrow correlator (with d=0.1Tc) in these receivers.

Any wideband, narrow correlator-based WAAS (Wide Area Augmentation System)

receivers tracking the 2.2MHz PCBw, bandlimited geostationary (GEO) satellite will

effectively have this poor multipath performance. Since for many users the GEO is at

extremely low elevation angles and is essentially stationary, the multipath problem could

be even more significant. This is especially true for static GEO users.

6.3 Multipath Invariance: Concept

The concept of multipath invariance (MPI) recognizes that there exist locations on the

autocorrelation functions of spread spectrum signals that remain virtually invariant (or

independent and constant) as a function of the multipath parameters. Intuitively, one such

invariant location can be found at the plateaus of the (nominal, ideal) correlation functions

of each PRN code. The combined (LOS+MP) correlation peak becomes distorted because

the slopes of the MP are unknown and nonzero. At the plateaus, however, the slopes for all

the GPS signals are zero. Provided the plateaus are much longer than the delays of any

incident multipath signals, the slopes of the plateaus remain zero and do not become

distorted.

Since discriminators require a non-zero correlation slope to function, the specific points

within the MPI plateaus (i.e., the multipath invariant portions of the correlation function

plateaus) must be found to leverage for multipath mitigation. Recalling that MP signals

always arrive later than the LOS, multipath invariant points (MPI points) may be defined as

those locations on the correlation functions that are at the far edges (on the late-most side)

of the correlation plateaus. In most cases, these points also lie immediately adjacent to (on

the early side of) the main peak and/or sidelobes of the correlation function. This is not

always the case, however, as some plateaus may reside atop correlation sidelobes.
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Figure 6-13 Comparison of Actual Ideal Autocorrelation Functions for PRN29 and
PRN8 (Ovals Encircle the MPI Plateaus.)

Figure 6-13 shows several MPI locations near the main peak for the correlation functions

of PRN8 and PRN29. The MPI plateaus (and points) are different for each PRN. The

plateaus may have a minimum length of 1 chip, and they may or may not lie adjacent to the

main peak. In fact, of 32 possible GPS (Gold Code) PRNs, only 17 have MPI plateaus

adjacent to the main peak. (See Appendix D.) In most cases they occur at the (ideal)

normalized plateau height of –1/1023, but they may also occur atop trapezoidal sidelobes.

A 1-chip wide (negative) trapezoidal sidelobe occurs for PRN8 at code offsets of ±10

chips. This MPI region is shown highlighted (with thick lines) in the bottom plot of Figure

6-13.

6.3.1 Assumptions

Given that multipath distorts the correlation function, there are only two primary

assumptions required to achieving the MPI condition. The first is simply that the MPI

plateau length is much greater than the maximum relative MP delay. Accordingly, for each

PRN, the best MPI point is the one that terminates the largest plateau. (Actually, since the
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correlation function is symmetric, there are two “optimal” MPI points for each code

epoch.) Table 6-1 lists the best MPI point locations relative to the main peak along with

the corresponding widths of the MPI plateaus. Observe that the minimum of these

maximal MPI plateau widths is 10 chips wide and occurs for PRN20.

PRN
Code Offset of MPI

Point from Main
Peak (±,chips)

Max. MPI
Plateau
Width
(chips)

PRN
Code Offset of MPI

Point from Main Peak
(±,chips)

Max. MPI
Plateau
Width
(chips)

1 326 23 17 137 22
2 396 16 18 57 19
3 316 21 19 233 11
4 79 14 20 476 10
5 469 14 21 66 13
6 416 12 22 450 11
7 369 19 23 107 15
8 373 15 24 139 13
9 253 12 25 162 17
10 45 19 26 454 11
11 218 21 27 329 13
12 445 11 28 312 15
13 227 27 29 134 11
14 338 14 30 263 15
15 407 18 31 299 11
16 395 26 32 33 23

Table 6-1 Optimal MPI Point Locations and Corresponding Maximum Plateau
Widths for all Current GPS PRNs

Note that finite precorrelation bandwidth (PCBw), however, may decrease the effective

plateau width. More specifically, distortions introduced by precorrelation filtering may

extend from the trailing edge of a correlation peak or sidelobe well into the MPI region. If

sizeable distortions extend to the (desired) MPI point, the correlation amplitude bias will

render the MPI location unreliable. In fact, even if the oscillations die out, but do so too

close to the MPI point, multipath signals could still cause these effects to distort the plateau

around the MPI point. Figure 6-14 and 6-15 plot several filtered correlation peaks to

illustrate the effects that finite PCBw and variable filter order have on the distortions of the
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correlation peak plateaus. Observe that for low-order, narrowband receivers, sizeable

distortions may extend as far as 5 chips into the plateau.
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Butterworth Filter PCBw (MHz) = 16,
2, 2; 4th-Order Butterworth Filter
PCBw (MHz) = 2; 2nd-Order
Butterworth Filter PCBw (MHz) = 2)
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Figure 6-15 Effects of Finite PCBw
and Precorrelation Filter Order on
Correlation Plateau Distortion (Ideal,
Nominal Sidelobe Shown for 6th-
Order Butterworth Filter PCBw
(MHz) = 16, 2, 2; 4th-Order
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(MHz) = 2)

The MPI concept also assumes that multipath having relative delays of two chips

(approximately 600 meters) or more are unlikely and/or have extremely low powers

compared to the LOS autocorrelation peak and sidelobes. This low signal power

assumption is most appropriate in the case of rapidly changing receiver-reflector geometry.

As a result, the fading frequency will tend to be higher at greater distances between the

reflector and the receiver [van Nee92a]. Recall that the combination of low multipath

signal power and high fading frequencies tends to “whiten” any spurious MP interference

making them more easily mitigated through time averaging (e.g., carrier aiding and carrier

smoothing). (Refer to Section 6.14.)

Finally, the concept of MP invariance assumes that the correlation function itself is not

distorted from other effects such as continuous wave (CW) interference. If this occurs, the

fundamental code correlation function—the peaks and plateaus—may become distorted in
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an unknown (i.e., unmodeled) way [Van Dierendonck99b]. (Recall from Chapter 3 that

EWFs—although extremely rare—may also induce distortion of the correlation plateau.

Still, only “lead” EWF failure modes affect the leading edges of the correlation lobes. As a

result, only one-half of TM A and, accordingly, one-half of TM C EWFs violate the MPI

assumptions.)

6.3.2 Analysis of MPI Discriminator

Using even a single correlator pair (in addition to a pair used to track the main correlation

peak), it is possible to make effective multipath invariant measurements of the correlation

function. The correlation equation for M multipath signals in a single receiver channel is

expressed as

[ ]1 2 0 0 0
1

( ) ( ) ( ) cos( ) ( ) cos ( )
M

m m m m
m

s t s t R t R tτ ω θ α τ δ ω ω θ
=

= + + − − +∑ (6.3)

where

( )R τ is the correlation function of the nominal signal

θ0 is the phase of the nominal LOS signal

ω0 is the frequency of the nominal LOS signal

τ0 is the nominal tracking error (offset)

αm is the relative amplitude (i.e., attenuation factor) of the m-th MP signal

δm is the relative delay of the m-th MP signal

ωm is the relative frequency (differential Doppler) of the m-th MP signal

M is the total number of incident MP signals

Assuming perfect PLL tracking, such that 0 0 0θ ω= = , Equation (6.3) above becomes

1 2
1

( ) ( ) ( ) ( ) cos( )
M

m m m m
m

s t s t R R tτ α τ δ ω θ
=

= + − +∑ (6.4)

Conceptually, a receiver may achieve multipath invariance by sampling at the (late most)

edge of an MPI plateau as illustrated below in Figure 6-16. For a correlator pair placed in
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the vicinity of the MPI point, the late correlator output becomes ( )( T )cR τ ε− − , where ε is

a small code offset of the Late correlator from the MPI point. (The following section

discusses how to select ε.)

τ

Early

Late

τ -Tc+δτ-Tc
τ- Tc+ε

τ- Tc+ε -dE-L

MP

LOS

LOS+MP

“true” MPI Point (ε=0)

τ

Early

Late

τ -Tc+δτ-Tc
τ- Tc+ε

τ- Tc+ε -dE-L

MP

LOS

LOS+MP

“true” MPI Point (ε=0)

Figure 6-16 Sampling for Multipath Invariance Using a Single (MPI) Correlator
Pair (MPI Region of Correlation Peak or Sidelobe Shown)

Accordingly, if ε is small relative to δ, the early correlator measures the MPI plateau

according to

1 2 c E-L( ) ( ) ( ( T ) ) ( , , )m m ms t s t R dτ ε β α θ ω= − − + + (6.5)

where ( , , )m m mβ α θ ω is the correlation plateau height (correlation power) corresponding to

the sum of the M multipath plateaus, and E-Ld is the correlator spacing for the MPI

correlator pair. Note that this quantity varies as a function of the multipath parameters αm,

θm, and ωm, but not the relative delays, δm. This is due to the assumption that
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plateau E-Ld ,k
m d mε δ≤ < − ∀ (6.6)

where plateaudk is the selected MPI plateau width for a given PRN, k. In other words, the

late correlator must sample ahead of (i.e., earlier than) the MP correlation peaks. A more

detailed illustration of the MPI-correlators and their corresponding output equations are

illustrated in Figure 6-17 below.

τ-Tc+δ
τ-Tc

τ+Tcτ

early
late

1 2 c E-L( ) ( ) ( ( T ) ) ( , , )i i is t s t R dτ ε β α θ ω= − − + +

1 2 c( ) ( ) ( ( T )) ( , , )i i is t s t R τ ε β α θ ω= − − +

τ-Tc+δ
τ-Tc

τ+Tcτ

early
late

1 2 c E-L( ) ( ) ( ( T ) ) ( , , )i i is t s t R dτ ε β α θ ω= − − + +

1 2 c( ) ( ) ( ( T )) ( , , )i i is t s t R τ ε β α θ ω= − − +

Figure 6-17 Correlation Samples in the MPI Region

Subtracting the early correlator output from the late for this correlator pair forms an L-E

discriminator, D(τmpi). Provided the minimum MP delay, δm,min, is less than ε, then

c c E-L( ) ( ( T )) ( ( T ) )mpiD R R dτ τ ε τ ε= − − − − − + (6.7)

and the discriminator measurements are multipath invariant. This is the desired MPI

condition. Figure 6-18 below illustrates this case for a (fictitious) MPI discriminator

function in the MPI region of a bandlimited correlation peak (or sidelobe). Observe that
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MP-induced variations do not affect the measurements made at ε. Conversely, if ε>δm,min,

the MPI discriminator measurements will depend on the MP parameters according to

( )c 0
1

( ) ( ( T )) ( ) cos( ) ( , , )
N

mpi i i i i i i i i
i

D R R b tτ τ ε α τ τ δ ω θ β α θ ω
=

= − − + − − + + −∑ (6.8)

Figure 6-19 depicts this case. Here, it is clear that MP variations cause the discriminator at

ε to be MP-dependent.

∆τ∆τ∆τ∆τ
δminε

)( mpiD τ

Figure 6-18 Sample desired MPI
Discriminator with εεεε>δδδδm,min.

ε
∆τ∆τ∆τ∆τ

δmin

)( mpiD τ

Figure 6-19 Sample Desired MPI
Discriminator with εεεε<δδδδm,min.

It should be noted that the MPI condition is not dependent on the bandwidth of the

precorrelation filter. Indeed finite PCBw does alter the shape of the correlation peak as

discussed in Section 2.1.3 of Chapter 2. This, however, affects only the slope of the MPI

discriminator—shallower for narrow bandwidths, steeper for wide bandwidths. The MPI

point, remains the same, and is defined as

{ }max arg ( ) 0mpiD
τ

τ =  (6.9)

Note that for Equation (6.9) above, there is an implicit assumption that mpiτ is valid only in

the vicinity (e.g., within ±Tc/2) of the desired MPI point.

6.3.3 Selection of Desired MPI Point Location

The ideal MPI point within a given MPI region is actually a design parameter. There is a

tradeoff between the observability of the MPI point and the multipath invariance of this
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location. The plateaus produce a zero discriminator value at more than a single offset,

ε<δmin. Practically speaking, however, in order to most easily differentiate an MPI point

from the plateau, ( )mpiD τ should be as large as possible. This implies a larger ε, which is

undesirable since the MPI condition might more easily be violated for short-delay (small

δmin) MP signals.
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LOS+MP
(θm=180º)

selected MPI Point
Figure 6-20 MPI Region of Correlation Peak or Sidelobe Showing Maximum MP
Error Bounds at Desired MPI Point

It is possible to define an exact “target” MPI point to guarantee minimal MP variation for

arbitrarily close MP signals. Assuming that any MP variation in ( )mpiD τ induces a

tracking error in an equivalent DLL, a maximum variation, ∆ε, due to multipath can be

defined. Assuming a single (strong) MP signal with SMR=3dB, the minimum and

maximum variations in ε are governed by the maximum in-phase (θm=0°) and out-of-phase
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(θm=180°) errors, respectively. (See Figure 6-20.) From these bounds, new MPI “double-

discriminator” curves—the difference of two MPI discriminator curves—can be found and

used to compute ∆ε corresponding to an arbitrary MPI (design) point, ε . The double-

discriminator, 2 ( )mpiD τ is expressed as

2 ( ) ( / 2) ( / 2)mpi mpi mpiD D Dτ τ ε τ ε= + − − (6.10)

Figure 6-21 through 6-26 below show the case for the nominal (ideal, infinite bandwidth)

signal, a 16MHz, and a 2MHz PCBw, respectively. The analysis evaluated a correlator

spacing of 0.5Tc and an MP relative delay of 0.25m. The correlator spacing selection has

negligible effect on this analysis. To design for MP delays greater than 1 meter, the

analysis placed the MP relative delay (arbitrarily) at a small nominal offsets of 0.25 meters.

A total of eight curves are shown for each case and the discriminator curves are

max
( )mpiD τ   ,

min
( )mpiD τ   , and

nom
( )mpiD τ   corresponding to the (main peak-adjacent)

MPI-region discriminator curves for the nominal signal, the in-phase sum of the nominal

and the MP signal, and the out-of-phase MP and nominal sum, respectively. The ideal MPI

point offset corresponds to 0mε = . By definition, the MPI variation, maxε∆ , at this point is

zero. (Recall that any offset where ε is less than 0 is effectively an invalid point, since its

magnitude is not unique and cannot be distinguished from the MPI plateau.) In each figure,

five separate 2 ( )mpiD τ curves are given corresponding to variations maxε∆ =1m, maxε∆ =2m,

maxε∆ =3m, maxε∆ =4m, and maxε∆ =5m. The vertical dashed lines indicate the values of ε

that produce these maximum MPI-point errors. The plots indicate that although there are

significant amplitude differences, the MPI point exists for both narrowband and wideband

receivers. However, there is a tradeoff between maximum MP error and the selected MPI

point. The work that follows uses 7mε = such that maxε∆ is less than 1.5 meters for

receivers of all PCBws greater than or equal to 2MHz.



174

-5 0 5 10
-0.01

-0.008

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

0.008

0.01

max 1ε∆ =

(meters)

N
or

m
al

iz
ed

A
m

pl
itu

de

[D(τmpi)]max

[D(τmpi)]min

[D(τmpi)]nom

max 3ε∆ =
max 2ε∆ =

max 4ε∆ =
max 5ε∆ =

ε
-5 0 5 10

-0.01

-0.008

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

0.008

0.01

max 1ε∆ =

(meters)

N
or

m
al

iz
ed

A
m

pl
itu

de

[D(τmpi)]max

[D(τmpi)]min

[D(τmpi)]nom

max 3ε∆ =
max 2ε∆ =

max 4ε∆ =
max 5ε∆ =

ε
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Figure 6-23 MPI-Point Designs for
2MHz, Main Peak MPI-Plateau
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6.4 Multipath Invariance: Practical Considerations

The discriminator of the single-correlator pair (MPI pair) MPI point is simply L-E.

Although it samples at the MPI location, it has comparable noise and multipath

characteristics to a conventional E-L DLL discriminator. As mentioned previously in

Section 2.2.2, the worst noise performance is obtained from non-coherent code tracking.

Conversely the best noise performance is achieved by coherent DLLs. Coherent DLLs,

however, tend not to be as robust, in low signal power conditions [Van Dierendonck95].

The MPI discriminator relies on sampling at low correlation power signals with fidelity.

Signal power variations of the LOS signal (i.e., from rising or setting satellites) only

exacerbate noise performance issues associated with this task. In practice it is necessary to

remove LOS signal power variations that may adversely affect the location of the desired

MPI point. In addition, relatively MP-free and noise-free measurements should be made by

decoupling the MPI discriminator dynamics from the MP-corrupted primary code tracking

loop and instead linking them to the relatively clean carrier phase measurements. The

following sections provide derivations for these processes.

6.4.1 Removal of LOS Amplitude Variations

A receiver must locate the MPI point using signal power measurements. An appropriate

threshold can be chosen based on ε and the desired maximum maxε∆ . However, changes to

the satellite signal power can change the estimate. These variations do not impact the MPI

condition. Instead they may cause the filter bias, ,u mpib , to differ for each satellite.

Specifically, since the received satellite signal powers frequently vary as a function of

elevation angle, a non-normalized correlation peak will be elevation-angle dependent. Two

methods, provided they remain independent of any MP parameters, may remove the effects

of such signal power variations: normalization and calibration. The normalization method

works in real-time and may be implemented in the same manner on any receiver and

antenna configuration. Calibration requires that hardware-specific measurement data be

taken, processed, and stored offline. Once obtained, the calibration data may remove the
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signal amplitude variation dynamics more effectively than normalization alone. The

following two subsections discuss each of these methods in detail.

Normalization

Recall that the previous analysis utilized the normalized correlation function, R(τ). More

precisely, this presumed a perfect PLL tracking such that all the quadrature samples, Q,

were zero. Accordingly, the MP-free correlation function samples, Ix,norm, were normalized

according to

,
max

x
x norm

I
I

I
= (6.11)

where Ix is in-phase samples of the correlation peak for an arbitrary code offset, x. Imax is

the maximum correlation (peak) value.

In an actual receiver, however, only the Early and Late (and, sometimes, Prompt) correlator

outputs are available to normalize the measurements. The equations for a conventional,

normalized (noncoherent or coherent) DLL are given from [Kaplan96: Ward] as

( )
( ) ( )
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I I

2 2

T

2 2 2 2

T T

e e

norm

e e l l

I Q

E
I Q I Q

+
=

+ + +

∑

∑ ∑
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and

( )
( ) ( )

I

I I

2 2

T

2 2 2 2

T T

l l

norm

e e l l

I Q

L
I Q I Q

+
=

+ + +

∑

∑ ∑
(6.13)
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normE and normL refer to the normalized Early and Late correlator measurement regions

integrated over a period of TI seconds. These equations reduce the SNR sensitivity.

However they rely on MP-varying measurements at the main peak.

For the MPI concept we have implicitly assumed that carrier tracking was relatively

invariant to code multipath. This assumption generally holds since the carrier phase

multipath is always at most on the order of a few centimeters [Braasch95]. Recall (from

Equation 2.11) that phase tracking uses a ratio of the IP and QP measurements according to

atan P

P

Q

I
δφ

 
=  

 

%

%
(6.14)

where for the kth satellite,

( ) ( )
1

cos cos
M

k k
P o i i

i

I A Aθ α θ
=

= +∑% (6.15)

and

( ) ( )
1

sin sin
M

k k
P o i i

i

Q A Aθ α θ
=

= +∑% (6.16)

In the above equations, kA is elevation angle dependent such that ( )k k
elevA A θ= . In

addition, the summed MP terms in the above expressions may be combined and considered

a single, MP signal with a resultant phase, MPθ and amplitude, k
r Aα as follows:

( ) ( )
1

cos cosMP

M
k k

r MP i i
i

A Aα θ α θ
=

=∑ (6.17)

( ) ( )
1

sin sinMP

M
k k

r MP i i
i

A Aα θ α θ
=

=∑ (6.18)

(for the in-phase and quadrature samples, respectively).
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Letting ( ), cosI MP MP

k k
r MPA Aα θ= and ( ), sinQ MP MP

k k
r MPA Aα θ= , allows Equations (6.17)

and (6.18) to be given in terms of the MP and LOS amplitude scale factors:

,

,

I MP

I MP

k k
p p

k k
p p

I A A I

Q A A Q

=

=

%

%
(6.19)

Multipath and LOS signal attenuation effects, however, scale the entire correlation

function. It follows that the in-phase and quadrature correlation peak samples are given

(more generally) for an arbitrary code offset, x, as

,

,

I MP

Q MP

k k
x x

k k
x x

I A A I

Q A A Q

=

=

%

%
(6.20)

For MPI sampling, MP-invariant normalization is achievable using combinations of the in-

phase and quadrature measurements taken in the vicinity of the MPI point. Note that the

desired (in-phase) L-E measurements in the MPI region report the desired slope threshold,

( )D ε , and are given by

( ),

I

, ,
T

( )I MP

k k
l mpi e mpiA A I I D ε− =∑ (6.21)

where ( )
I

, ,
T

l mpi e mpiI I−∑ is the integrated (mean) difference of the late and early in-phase

samples in the MPI. ( )D ε is the amplitude-varying MPI discriminator evaluated at ε .

Although this implicitly assumes PLL tracking for MPI sampling, in general the quadrature

samples are nonzero and have a nonzero mean. Accordingly, a modified normalized MPI

discriminator, ( )D ε′ , may be found using



179

( )
I

I

I

I

, ,
T

, ,
T

T

T

1
2

( )

l mpi e mpi

l mpi e mpi

P

P

I I

Q Q

D
I

Q

ε

−

+
′≈

∑

∑

∑

∑

%

%

(6.22)

where the scale factors have cancelled and are not shown. Equation (6.22) provides

effective MP invariant normalization with respect to signal power variations to the extent

the following two statements are true:

• The factors kA , ,Q MP

kA , and ,I MP

kA model the amplitude scaling of the signal

described in Equations (6.17) and (6.18).

• The accumulated quadrature samples,
IT

PQ∑ % and
I

, ,
T

1
2 l mpi e mpiQ Q+∑ , are

correlated, nonzero quantities.

Calibration

For many users, signal power calibration may also be used to remove some of the effects of

signal power variations caused by rising and setting satellites. Due to beam shaping of the

transmitted GPS signal, the minimal LOS signal powers vary only 2-3dB as a function of

elevation angle [Aparicio]. Ignoring attenuation from signal-scattering objects (e.g.,

foliage), the dominant factor in the received signal power variation is the receiving antenna

gain pattern. These patterns may vary widely for different antenna types [Clark95],

[Akos00c]. Once known, however, one way to remove the elevation-angle dependence

effect is to adjust the tracking threshold as a function of satellite elevation angle (and

azimuth if the pattern is not symmetric).

This calibration is simply an experimental determination of the scale factor, ( )eleva θ , such

that
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( ) k
eleva Aθ = (6.23)

for all tracked satellites, k. Once obtained, the calibration-normalized discriminator, ( )cD ε′

is simply

( )( ) ( )c elevD a Dε θ ε′ = (6.24)

and Equation (6.21) becomes

( ) ( ), , ,I MP

k k
l mpi e mpi cA A I I D ε′− ≈∑ (6.25)

Equation (6.25) above adjusts the MPI discriminator threshold as a function of elevation

angle such that kA is canceled. ,I MP

kA is the MP-varying residual that should be small for

properly selected 0ε ≈ .

6.4.2 Dynamic Decoupling

As mentioned previously, TrEC assumes that code tracking (of the main peak) is

continuously enabled and occurs independently of the MPI point sampling. Under these

conditions, the MP invariant dynamics of the satellite are known through the carrier phase

tracking loop. Carrier aiding provides the mechanism to decouple the MP-varying code

dynamics from the MPI sampling pair. Recall from Section 2.3.1 of Chapter 2 that when

the code dynamics are ignored, the code phase updates are given by

( )1i i iτ −∆ = Φ − Φ (6.26)

Although this (complete) decoupling cannot be used for primary tracking, the MPI

correlator pair can use this for station keeping. In other words, the MPI correlator pair can

maintain any code offset relative to the main peak using only carrier phase-dependent

measurements, which are, accordingly, independent of the DLL. The updates account for

virtually all signal dynamics—including Doppler and user platform motion—and are

governed completely by Equation (6.26) above.
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Note that these “carrier aiding-based” updates, however, diverge with time because of

code-carrier divergence (due to the ionosphere). The divergence (primarily) varies as a

function of satellite azimuth and elevation angles and time of day. Although estimates of

the pseudorange error can be made using ionospheric models, the rate of divergence is

difficult to quantify for single frequency receivers. (Conversely, dual-frequency receivers

may effectively remove these ionospheric effects.) In general, the maximum code-carrier

divergence rate occurs for low-elevation angle satellites and is 1.6cm/sec [Klobuchar96].

Without differential corrections, this becomes a (bias) error source for single-frequency

users. Otherwise, these users may use carrier-propagated solutions almost indefinitely.

6.5 Tracking Error Compensator (TrEC)

Using (at least) one additional correlator pair per channel in a receiver, the MPI sampling

concept can readily be used to obtain virtually multipath error-free code phase

measurements. Assuming the code-tracking loop is tracking, an additional, or “free”

correlator may independently locate the MPI point relative to the tracking pair. The ideal,

noiseless and infinite bandwidth offset of the MPI point from the main peak, ,
k
mpi idealc∆ , is

known for all PRNs; its ideal distance from the MP-free main peak is also known. The

tracking error due to multipath (and thermal noise) is then simply a pseudorange error

correction (to the kth satellite) given by

,ˆ ˆ ˆ( ) ( ) ( )k k k k
mpi mpi ideal PCBwt t t c bρ τ τ∆ = − + ∆ + (6.27)

where ˆ ( )k
mpi tτ is the time-varying code phase estimate of the peak based on the measured

MPI point, and PCBwb is the bias in that estimate due to finite bandwidth. Figure 6-27 below

illustrates this operation for a fictitious (infinite bandwidth) autocorrelation function.
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Figure 6-27 Measurement of DLL Tracking Errors by the Tracking Error
Compensator
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Figure 6-28 Variation of TrEC Precorrelation Filter Bias as a Function of PCBw (22
Curves Plotted Corresponding to 22 Correlator Spacings from 0.05Tc to 1.1Tc in
0.05Tc Increments)

In a noiseless analysis, the ideal MPI point is easily found for both wide and narrow

PCBws. For an infinite PCBw, the MPI point is exactly the ideal (known) distance away

from the main peak. For finite PCBws, however, this MPI point is actually an additional

distance, ,u mpib , away. Note that this bias is common to all satellites. It varies most

significantly as a function of PCBw, but to a lesser extent DLL correlator spacing as well.
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Figure 6-28 plots ,u mpib versus PCBw for 22 correlator spacings between 0.05Tc and 1.1Tc

(in 0.05Tc increments). The 22 curves—one for each correlator spacing analyzed—are so

similar they almost completely lie atop one another.

Figure 6-29 provides an illustration of the performance of the MPI-based tracking error

compensator (TrEC). Again, this plot assumes the standard MP performance plot

conditions (i.e., a single reflection with SMR = 3dB, 1 MP signal present). For

comparison, the theoretical “best of” current wideband and narrowband DLL (0.1Tc)

performance is also shown [McGraw], [Weill97]. (The ∆∆ correlators described in Section

4.1 of Chapter 4 and also in Section 6.1.4 above achieve this performance.) Note that the

analysis behind this plot assumes the ideal MPI point ( ˆ 0mε ε= = ) is being tracked.

Under these conditions, the characteristic is not an envelope but a straight line. Since these

are maximum tracking errors, this indicates that the TrEC tracking errors do not vary as a

function of the MP parameters. (Although only one MP signal is assumed for this plot,

recall from Equations (6.4) and (6.7) that the MPI condition makes no assumption on the

number of MP signals present.)
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In an actual receiver, TrEC corrects for the nominal code tracking errors using a

combination of code phase-based and carrier phase-based information. The TrEC

algorithm(s) themselves (discussed in detail in this and in subsequent sections of this

chapter) are fairly self-contained and reside inside the receiver microprocessor. The block

diagram in Figure 6-30 illustrates the location of the TrEC algorithms relative to normal

receiver operations. The MPI-sample (integration) filtering (Hd,mpi), FS optimization, and

TrEC loop filter (HΦ) occur within the TrEC module. (See Figure 6-35.) Each of these

processes is described in Sections 6.5 and 6.7. These ultimately generate smoothed, MPI

point code phase estimates as described in Section 6.7.3.

MPI-Corrected
Pseudoranges &
Position Solution

E-L

∆τ∆τ∆τ∆τ NAV TrEC

MPI-Corrected
Position Solution

(Carrier-Smoothed)

satellite k Code Measurements

satellite k Carrier Measurements

satellite k DLL Discriminator

Figure 6-30 Block Diagram of a TrEC-enabled Receiver Channel

6.6 MPI Point Acquisition

Use of only a single (additional) correlator pair in a given receiver channel affords the

fewest number of observables at the MPI region. (Multiple MPI correlator pair

optimization schemes are discussed in Section 6.9.2.) There are numerous ways to locate

the MPI point using only the discrete samples output by one or more correlator pairs.

Decisions must be made on where to place that pair in order to precisely locate the MPI

point relative to the DLL. The logic that governs those decisions must trade-off estimation

accuracy, with convergence (or initialization) time.
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Gradient-based searches (GS) are the most straightforward and are likely the simplest to

implement. They require only a single (L-E) difference already output by the MPI

discriminator. A tracking loop relying on a GS would use such differences (scaled by the

appropriate loop gain for the MPI region) to shift the MPI correlators appropriately. For

the MPI correlator pair, however, the (slope) difference is very small. Consequently, they

need long integration times in order to obtain a reliable slope estimate. Further, the MPI

discriminator characteristic is a strong function of PCBw and is nonlinear. As a result, the

estimate of the (desired) MPI discriminator output at the MPI location may require

(somewhat detailed) knowledge of the front-end filter characteristics of a particular

receiver. Recall from Section 6.3.3 that this filter may have a significant impact on the

obtainable MPI point offset, ε .

The gradient search method implies using simple L-E differences to locate the MPI point.

However, it relies on good knowledge of those differences to update the search. A

reasonable compromise is to minimize a function of L-E differences, using (magnitude)

comparisons of those differences measured at different locations in the region. To update

such an optimization, an efficient single-point search algorithm must be adapted.

The Fibonacci Search (FS) method was chosen as the basis for a better MPI point

optimization method for the following reasons:

• It is a binary, decision-based search used in non-linear computer-aided design

optimization problems.

• It uses efficient, non-gradient based search updates given large initial uncertainty.

• It is well suited for constrained (bounded) intervals of uncertainty.

• It is readily adaptable for single-point observable functions, where the evaluations

are costly.

[Onwubiko] more completely describes the conventional FS algorithm. Put simply, it

makes an initial guess, or evaluation of the function at a specific offset. Then, it decides
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whether the minimum of that function lies to the right or to the left of that initial guess

based on a simple magnitude or amplitude comparison. The routine then adjusts the guess

(offset) by a predetermined amount based on the Fibonacci series and repeats the decision

process until the estimate converges on the function minimum. Figure 6-31 summarizes

the FS algorithm and illustrates it for a general (fictitious) cost function.

The FS method first requires a cost function be defined. For MPI point optimization, the

cost function is simply ( ) ( ) 0L E D ε− − = , where ( ) 0D ε > to ensure the MPI point is

unique. Second, FS requires selection of an initial interval of uncertainty, I, which brackets

the minimum (optimum) point. The number of evaluations is predetermined based on the

Fibonacci numbers, Fn, and the desired convergence tolerance according to

I
ˆ

nF
δε ≤ (6.28)

where for MPI point optimization, ˆδε is the maximum error in the estimate of the MPI

point location, ε̂ , given as a fraction of I. ε̂ is the FS-based estimate of the desired MPI

point location, ε . This tolerance is a design parameter. Subsequently, the minimum Fn

can be computed (one time only) from

0

1

2 1

1

1

2n n n

F

F

F F F κ− −

=
=

= + ≥
(6.29)

In the noise-free case, convergence to the minimum is guaranteed in n evaluations to within

a resolution of I/ Fn.



187

bl bux1 x2

f (x1 )

f (x2 )

I

bl

x2

bu

f (x1 )
f (x2 )

I
x1

1−≠ nj

)()( 21 xfxf ≤

1xbl =

21 xx =

lu bbI −=








+=
−

−−

jn

jn
l F

F
Ibx 1

2

2xbu =

12 xx =

lu bbI −=








−=
−

−−

jn

jn
u F

F
Ibx 1

1

No Yes

Yes

Solution

Initialization

Figure 6-31 Fibonacci Search (FS) Optimization Method [Onwubiko]
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Figure 6-32 illustrates the optimization algorithm for the MPI point. Note that the MPI

region is not nominally a convex function. Also, the “single-point” observable available is

the (L-E) difference of the two MPI correlators. More significantly, recall that the

correlation function is dynamic. These dynamics are removed using the carrier phase as

described in Section 6.4.2. As the receiver accumulators (correlators) integrate (average)

evaluations for this optimization for some period of time, the correlator pair maintains a

fixed code offset using dynamic decoupling described by Equation (6.30). Accordingly for

satellite k, each nominal code offset, x (and upper and lower bounds, bu and bl), gets

carrier-propagated in time according to

( )
( )
( )

u

l

k

k

k

x +

b +

b +

u

l

k k

k k

k k

x t

b t

b t

τ

τ

τ

= ∆

= ∆

= ∆

(6.30)

where the subscripts l and u correspond to the lower and upper bounds, respectively. Note

that the uncertainty interval (and the update step size) decreases with each successive

evaluation decision.

For most integration times, the initial interval of uncertainty, I, may derive from a priori

knowledge of the typical multipath environment in which a particular receiver must

operate. In the absence of this knowledge, the MP error envelopes provide a conservative

estimate for I. (For a narrowband receiver having a 0.5Tc, I=±60m and, from Equation

(6.29), Fκ,max=144, this translates to 11 evaluations and ˆδε ≤ 1m.) Of course, a large I

corresponds to a longer initialization time since this interval requires more evaluations for

convergence. The number of evaluations and the integration time required for each dictate

the performance of TrEC (using only a single MPI correlator pair).

6.7 TrEC Noise Performance

This section separates the analysis of the noise performance into three parts. First it

compares the correlation loss (i.e., signal power loss) of samples in the MPI region

compared to those on the main correlation peak. Second, it analyzes the discriminator
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noise performance in order to determine the necessary integration time for MPI point

sampling. Third, it assesses the closed loop noise performance of TrEC. This implies the

institution of an MPI point-locating loop filter—the analog of a receiver’s code tracking

loop filter.

6.7.1 Correlation Loss

At the level of the MPI correlation plateaus, the SNR of the signal of interest is

considerably lower than that of the peak used for conventional tracking. Using formulas

given in [GEC], the equations below compute the relative attenuation of the signal

measured at the MPI point. For a conventional DLL, the correlation loss (i.e., signal power

reduction) at a code offset, ∆c relative to the main peak is

( )20log 1 , 0 1codeCorLoss c c∆ = − ∆ ≤ ∆ ≤ (6.31)

where the effects of finite PCBw have been ignored. (The nominal SNR of the LOS has an

assumed maximum of 20dB or a C/N0 of 50dB-Hz.) The correlation loss (attenuation) due

to phase tracking errors is negligible.

The code correlation loss is significant, however. In steady state, this loss occurs due to the

offset, ε̂ , of the target MPI point from the correlation peak. Nominal positive and negative

sidelobes have amplitudes attenuated by 24.07dB (64/1023) and 23.94dB (65/1023),

respectively. The ideal (noiseless, infinite bandwidth) plateau has its amplitude reduced by

60.20dB (-1/1023).

The factors for samples in the MPI region are found similarly. For ε =1m—a maximum

MP-variation error, ε∆ , of 1 to 2 meters—the noise and MP-free, infinite bandwidth

attenuation factors for MPI points adjacent to the main peak and for positive and negative

sidelobes, respectively, would be 52.27dB (2.5/1023), 62.34dB (0.8/1023), and 58.46dB

(1.2/1023). (Figure 6-33 shows the desired MPI point and the MPI location error bounds

for a primary correlation peak or positive sidelobe.) At low elevation angles, however, the

received signal power may be attenuated as much as 20dB from its maximum. In other
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words, the attenuation factor for the SNR of the MPI point samples is at most

(approximately) 82.4dB.

τ

Early

Late

τ-Tc
τ-Tc+ε

τ-Tc+ε -dE-L

LOS

“true” MPI Point (ε=0)

ε∆

ε∆

selected MPI Point

s/1023

-1/1023
0

τ

Early

Late

τ-Tc
τ-Tc+ε

τ-Tc+ε -dE-L

LOS

“true” MPI Point (ε=0)

ε∆

ε∆

selected MPI Point

s/1023

-1/1023
0

Figure 6-33 MPI Region Showing Correlation Amplitudes at Selected MPI Point;
s=2.5 for a Peak-Adjacent MPI Region, s=0.8 for a Positive Sidelobe-Adjacent MPI
Region, and s=1.2 for a Negative Sidelobe-Adjacent MPI Region (Not Shown).

Nominal channel noise (including satellite cross-correlation effects) models as a zero-mean

AWGN process having a variance, 2
nσ . A reduction in signal power is tantamount to an

amplification of this variance by the same factor. A sufficiently long integration time, TI

aims to reduce the noise variance in the MPI region, ( )2

,n mpiσ . Since the minimum TI =

1ms (one code accumulation time), the increase in variance may be expressed as

( ) ( )2
82.42

20
, = 10n

n mpi N

σσ ⋅ (6.32)

where N is the number of samples, and TI =Ne-3 seconds assuming one sample per

millisecond. 13183 samples are required at a given MPI evaluation to produce an SNR

equivalent to that of a correlator sampling the top of the main peak of a correlation function

and using a single 1ms sample (code integration). For an FS search using only a single

(e.g., L or E) correlator sample to locate the MPI point, this would imply a minimum of

13.2 seconds per evaluation required to complete a full FS optimization—as opposed to
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one 1ms per evaluation for a sample taken atop the correlation peak. For the conservative

case of I=120m (as mentioned in the previous section), this would translate to an (initial)

FS convergence time of 143 seconds.

6.7.2 MPI Discriminator Noise Analysis

As discussed in Section 2.2.2 of Chapter 2, conventional discriminator functions translate

amplitude measurements of the correlation peak to code delay offset or timing

measurements. The fidelity of the resulting code delay estimate, however, depends on two

things: 1) the variance on the noise of the difference measurements, and 2) the actual

discriminator gain or slope. The variance in delay estimate for a conventional DLL

discriminator having a variance, 2
discσ , is given in [Misra] as

2 2
2

2
disc c E LT

slopeτ
σ σσ −≈ = (6.33)

The noise variance and slope for the MPI discriminator are described below.

Discriminator Variance

The L-E samples of the MPI discriminator have the same noise statistics of the E-L

discriminator. The analysis of [Van Dierendonck92] derives the discriminator statistics for

non-coherent, coherent and dot-product discriminators. Note that these relationships

assume infinite receiver PCBw. They do not assume, however, that the tracking pair is

located at the peak. Moreover, since the MPI discriminator samples have no dynamics

(apart from code-carrier divergence over long integration times as discussed in Section

6.4.2), the noise performance is expected to be comparable to that of a coherent DLL

discriminator—the least noisy of the three.

The normalized noise variance for a coherent E-L discriminator ( 2
E Lσ − from Equation

(6.33)) for infinite PCBw is given by [Van Dierendonck92] as
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2 2E L E Ldσ − −= ⋅ (6.34)

The variance is a linear function of the correlator spacing. To verify this theory, using the

implementation techniques described in Section 7.1 of Chapter 7, measurements were

taken in the MPI region at a correlation function sidelobe of an actual live satellite (PRN2).

A narrowband (2MHz PCBw) receiver was used, and multiple correlator pairs were used to

sample the entire MPI region of the received correlation function. E-L, (1-σ) standard

deviations were computed for various correlator spacings ranging form 0.2Tc to over 1.1Tc

and compared to the theoretical E-L 1-sigma performance. Pairwise L-E differences were

taken using several redundant spacings at several different locations within the MPI region.

The differences, normalized by the (conventional DLL) prompt measurement, are given by

( ) ( )
( ) ( )

, , , ,

I I

I I

2 2 2 2

T T

2 2 2 2

T T

l mpi l mpi e mpi e mpi

l l e e

I Q I Q

I Q I Q

+ − +

+ + +

∑ ∑

∑ ∑
(6.35)

where ( ) ( ), , , ,

I I

2 2 2 2

T T
l mpi l mpi e mpi e mpiI Q I Q+ − +∑ ∑ is the (arbitrary-time, TI) integrated L-E

code correlation samples made in the MPI region. ( ) ( )
I I

2 2 2 2

T T
l l e eI Q I Q+ + +∑ ∑ is the

integrated “virtual” prompt measurement. Note that Equation (6.35) is akin to an “Early-

Late Power” discriminator, and not a coherent one. However, as previously stated, once

the dynamics are removed, even this more-noisy discriminator may be modeled by the

simpler, coherent discriminator theory.

The normalized sigmas for the experiment are plotted below in Figure 6-34. A 100-second

integration time, TI was used to reduce the dispersion of the samples. The results indicate

that the coherent discriminator noise performance, in general, upper bounds the MPI

discriminator for a narrowband receiver. This is especially true for correlator spacings

above 0.5Tc. As previously stated, Equation (6.34) assumed an infinite receiver PCBw.

Although no comparative results are shown here for a wideband receiver, it is expected the

theory will even more closely correspond to the measured data in the wideband case.



193

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

Theory

Measured Data

0.5 chips

Correlator Spacing (chips)

N
or

m
al

iz
ed

St
an

da
rd

D
ev

ia
tio

n

Figure 6-34 L-E Normalized Noise Statistics of MPI Samples as a Function of
Correlator Spacing

It follows that the coherent DLL discriminator may somewhat-conservatively estimate the

noise performance of the MPI discriminator at arbitrary correlator spacings, d, independent

of receiver PCBw.

Discriminator Slope

The nominal slope of the MPI discriminator is, unlike that of a conventional DLL,

nonlinear. As derived in Section 6.3.2, this slope equals ( )mpiD τ (formed by L-E

measurements) in general, and, at the desired MPI point it equals ( )D ε . Without proper

normalization (or calibration) of the measurements as described previously in Section 6.4.1,

the tracking point also varies as a function of received signal power.

Conventional code tracking error variance (or MPI point estimation error variance) in the

MPI region follows from Equation (6.33) and is given by

22
2

( )
mpidisc

mpislope Dτ

σσσ
τ

≈ = (6.36)
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The slope, ( ) ( )mpiD Dτ ε= , at the desired MPI point must be non-zero. However, a

smaller ( )D ε leads to a better approximation of the true MPI point. This implies a large

inherent sensitivity to errors in the measurement of ( )D ε if conventional tracking were

used in this region. Recall from Section 6.6, however, that the FS optimization overcomes

much of this sensitivity by bracketing the true MPI point and using pre-determined

incremental code offsets ( τ∆ ) towards that point. Only the individual (“move left” or

“move right”) decisions are then slope dependent, and the magnitude of the maximum error

in the MPI point estimate at the end of one FS optimization is approximately the initial

interval of uncertainty, I.

6.7.3 TrEC Loop Filter

A finite integration time is required for each L-E measurement. However, the FS will not

make the correct (“move right” or “move left”) decisions at each evaluation point.

Consequently, the final (converged) estimate will contain some error. For TrEC to provide

practical and useful corrections for multipath tracking errors, a loop filter must filter these

errors over time.

DCO

satellite k Carrier Dynamics

satellite k Code Phase Measurements

E-L

∆τ∆τ∆τ∆τ
Hd,mpi HϕOptimizer

∑ϕ k

MPI Point-
based DLL
Corrections

(Software only)
τk

MPI Region Discriminator

MPI Correlator(s)

Figure 6-35 TrEC Loop Filter Implementation Overview (Note: Wider arrows
indicate higher update rates)
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A closed loop estimation filter can adapt to refine the MPI estimates made at time updates,

tj and tj+1, separated by hundreds of seconds. It accomplishes this using integrated carrier

phase (ICP) propagation of the estimates at one time step to the estimate made at the next.

Recall that there is no latency associated with this dynamic decoupling; hence, the solutions

can immediately and continuously compensate for DLL tracking errors. As illustrated in

Figure 6-35, the TrEC loop filter blends so-called “slow-updates” (e.g., FS evaluations and

MPI point acquisition), which occur at frequencies well below 1Hz, with “fast updates”

(e.g,, 1kHz sampling of the correlation function, or 10Hz ICP propagation), which occur at

frequencies up to 1kHz.

The instantaneous code phase MPI solution (slow update) for the kth satellite signal at time

tj is given by

1ˆ ˆ( ) ( ) ( )k k
mpi j mpi j FS jt t tτ τ τ−= + ∆ (6.37)

where FSτ∆ is the update governed by the FS algorithm. This update is a function of MPI

correlator pair spacing, dmpi, the actual code phase of the MPI correlator, k
mpiτ , and the time,

tj. The ICP-propagated solution (fast update) is then

( )1 1ˆ ˆ( ) ( ) ( ) ( )k k k k
mpi j mpi j j jt t t tτ τ+ += + Φ − Φ (6.38)

The Hatch filter can subsequently average the next estimate of the MPI point with the ICP-

propagated one as follows:

( )2 2 1 2 1

1 1
ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )k k k k kMPI

mpi j mpi j mpi j j j
MPI MPI

L
t t t t t

L L
τ τ τ+ + + + +

−
 = + + Φ − Φ  (6.39)

In the above equation, LMPI is the TrEC filter constant selected to determine the filter

response (time constant). Finally, the TrEC (MPI point-based) DLL corrections (fast

updates) are given as:
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,ˆ ˆ ˆ( ) ( ) ( )k k k k
j mpi j j u mpit t t bρ τ τ∆ = − + (6.40)

where

, ,
k k
u mpi mpi ideal PCBwb c b= ∆ + (6.41)

The updates in Equation (6.41) can occur in real-time. Only the first FS need have a

(relatively) large interval of uncertainty, I. Subsequent iterations can and should use a

smaller I. Accordingly, such updates may be made more frequently. (Note that these will

still be (relatively) slow updates.) Repeated FS optimizations, combined with the TrEC

filter, continue to improve the bias in the TrEC corrections over time.

6.8 TrEC Error Sources

Noiseless, bandlimited TrEC performance without biases approaches that of complete

removal of code multipath. Thermal noise alone degrades that ideal performance by

making the desired MPI point more difficult to estimate. Time is required to average the

estimates and reduce the random errors—the variance of the MPI point estimate. In

addition, several bias errors may also appear in the TrEC solution. These errors may

persist despite TrEC loop filter averaging.

Errors in TrEC corrections may result from a combination of the following five error

sources:

1. MPI Point Acquisition Tolerance ( ˆFSδε ): The FS optimization (or another search-

based function minimization scheme) only converges on an MPI code phase

estimate to within this uncertainty. In the absence of noise, this error can be made

arbitrarily small. The need for long MPI sample integration times makes it

necessary to relax the requirements on this tolerance. As a result, this bias may be

designed to reduce the initialization time required.
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2. Thermal Noise ( ˆnδε ): These errors result from sampling the correlation function at

the low-signal powers associated with the MPI region. These biases are higher for

low-elevation satellites and low signal powers. They also tend to be greater when I

and/or ˆFSδε are large and when TI is small. Accordingly, these bias errors require

longer integration times (more MPI-point smoothing) to reduce them.

3. Multipath ( ˆMPδε ): MP-induced TrEC errors mainly occur due to extremely short-

delay MP signals. These biases are greater for low-SNR signals and are generally

larger for smaller MPI integration times. Increased ICP-propagation smoothing

(i.e., larger smoothing constant, LMPI) and larger integration time, TI, act to reduce

the influence of this error source.

4. Amplitude Variations ( ˆ ˆ,A A
δε δε

&

): The magnitude of this effect varies for each

satellite as a function of elevation angle. MPI normalization (or antenna-gain

calibration) may remove some of these effects. Neither integration time nor ICP-

smoothing can reduce residual biases from these errors.

5. Ionospheric (Code-Carrier) Divergence Rate ( ˆ
I

δε
&

): Assuming nominal ionospheric

conditions, these errors are largest for low-elevation satellites. Long integration

times and long-term ICP-smoothing worsen their effects. It follows that the

divergence effects become smaller when both LMPI and TI are small. Dual-

frequency receivers or others (e.g., WAAS receivers), where an estimate of the rate

of ionospheric divergence is available, virtually eliminate these effects after the

satellite has been in view for some time.

The following two subsections further discuss these TrEC random and bias errors.

6.8.1 Random Errors

TrEC random errors result from random variations in the estimate of the MPI point caused

by thermal noise (or noise-like, ultra-short delay MP variations) on each of the
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measurements made in the MPI region. Assuming the variance of the TrEC estimate

within I is inversely proportional to N (as is 2
,n mpiσ in Equation (6.32) above), and assuming

steady state “locating” of the desired MPI point having slope, ( )D ε , the closed loop noise

variance becomes

( )

( )

22 2

2 2
,

1,

ˆI I
min + ,

12 12 12

max ( ) ,1
n TrEC ICP

j j MPI

N

D t L

δε

σ σ
ε −

   
   
   ≈ +

⋅∆ ⋅
(6.42)

where

2
ICPσ is the variance of the ICP propagated code phase updates,

( )2ˆ

12

δε
is the (uniform) variance of the FS estimate about ε ,

2I
12N

is the (uniform) variance of the FS estimate within I (N ≥ 1 evaluations),

and

1,j jt −∆ is the time between slow updates and may also be expressed as

( ) 3
1, max 10 secj jt N κ −

−∆ = ⋅ × (6.43)

Observe that the slope, ( )D ε , is tantamount to the “signal” which, when sufficiently large,

reduces the noise (variance) significantly. Even for a large nominal SNR, if ( )D ε equals

zero, it implies the MPI correlators are measuring the plateau only. Since the MPI

discriminator gain at the plateau is zero, the closed loop MPI point-locating variance is

maximized. This maximum variance is (approximately) the variance of the uniform

random variable of width I chips, and is captured in the numerator of Equation (6.42).

For large LMPI (LMPI >> 1), in steady state, the TrEC-corrected tracking error variance

approaches the centimeter levels of the carrier phase, since the (slow) updates are weighted

less as time increases. (Refer to Section 2.2.3 of Chapter 2 for a discussion on carrier phase
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errors.) This implies old, potentially biased MPI point estimates may corrupt the TrEC

estimates for long periods of time before the filter reduces them. In addition, by relying too

heavily on the carrier phase, the TrEC corrections may become adversely affected by the

code-carrier divergence induced by the ionosphere. For small LMPI (LMPI ≥ 1), the mean of

the estimates will vary uniformly about the desired offset, ε . Integration time is accounted

for by the appearance of N in Equations (6.42) and (6.43). When N=1 the code phase

estimates are essentially random and are uniformly distributed within I. As stated

previously, infinite MPI integration time is required to ensure the FS converges to ε ± ˆ
2

δε .

Equation (6.42) provides a means for approximating the closed-loop TrEC-enabled DLL

performance. Since it is expressed as a variance, however, it does not necessarily provide

insights into the residual mean biases—the most difficult component to remove—from

multipath and implementation effects. For the sake of discussion, assume the TrEC

residual errors on a given pseudorange are normal with a mean, µTrEC, and standard

deviation, σTrEC. In steady state, where I and ˆδε are small, σTrEC is also small. These

variations (due to ICP propagation and smoothing) will be on the order of carrier-phase

tracking errors. The mean errors, however, are more difficult to predict and may be much

more significant.

Note that in many cases, it is more useful to provide performance bounds for MP

mitigation approaches such as TrEC. These may provide “worst case” assessments of the

MP and noise tracking error mitigation properties. Further these assessments may be used

to design a receiver system to meet specific requirements on initialization time and code

tracking accuracy. Section 6.10 derives such performance bounds.

6.8.2 Bias Errors

With the exception of thermal noise, all of the error sources listed at the beginning of

Section 6.8 contribute to TrEC bias errors. Receiver processing can only remove these

errors directly using two methods. The primary approach smoothes the (slow) FS

optimization estimates over time. Another option involves using multiple MPI correlators
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on the same receiver channel. (This option is discussed in more detail in Section 6.9.2

below.) Note that since GPS position solutions depend on satellite geometry, even small

pseudorange biases can introduce significant position errors.

6.9 TrEC Performance Enhancements

There are several ways to improve actual TrEC performance beyond what the previous

sections discuss (e.g., increased time averaging). In particular, the single-correlator pair

implementation described in the previous sections, although practical for low-end receivers,

alone may not yield the best MP mitigation performance. This section details two practical

alternatives for improving TrEC performance. The first still requires only a single MPI

correlator pair and proposes to mitigate the TrEC error biases by averaging them across all

receiver channels. The second suggests possible hardware additions or improvements and

ways to improve TrEC performance when multiple MPI correlators are available.

6.9.1 Cross-Channel Smoothing (CCS)

Independently, the TrEC error biases may be difficult to remove. Additional hardware,

(i.e., wider PCBw, more correlators per channel, dual-frequency tracking, etc.) can reduce

or eliminate some of these errors. A more practical way to account for them, however, is to

attempt to make them the same for all pseudoranges. Recall that common mode biases do

not affect the final GPS position solution since such biases fall into the user clock estimate.

(Refer to Chapter 1, Section 1.3.)

Cross-channel smoothing (CCS) reduces all the aforementioned bias errors (listed in

Section 6.8.2) on each individual TrEC correction by averaging the (raw) TrEC corrections

made on all K, TrEC-enabled channels. CCS then creates new, reduced-error TrEC

corrections, weights them, and applies them to each respective pseudorange measurement.

Recall from Equation (6.27) that the error-free TrEC pseudorange corrections are simply

,ˆ ˆ ˆ( ) ( ) ( )k k k k
mpi mpi ideal PCBwt t t c bρ τ τ∆ = − + ∆ +
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Including all the errors described above, the kth TrEC correction, ( )k
jtΨ at time tj is given

as

, ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )k k k k k k k k k k
j mpi j j u mpi A j j j FS j n j MP jIA

t t t b t t t t t tτ τ δε δε δε δε δε δεΨ = − + + + + + + +
& &

(6.44)

or

( ) ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( )k k k k k k k
j PCBw MP j n j A j j j MPI jIA

t b t t t t t tε ε δε δε δε δεΨ = − + + + + +
& &

(6.45)

where k
MPε and k

nε are the desired (error-free) TrEC corrections for the DLL code multipath

tracking errors. In Equation (6.45) above, the MP, thermal noise, and FS errors have

combined into a single filtered error term, ˆMPIδε . ˆMPIδε is defined as

( )ˆ ˆ ˆ ˆ
MPI FS n MP MPIhδε δε δε δε= + + ∗ (6.46)

where MPIh is a first-order smoothing filter similar to that described in Section 2.3.3 of

Chapter 2. This filter weights new code-based MPI point measurements with the constant,

1

MPIL
and old, carrier-propagated measurements with

1MPI

MPI

L

L

−
. Figure 6-36 below

illustrates how the errors and the desired TrEC MP and thermal noise corrections combine

inside a (K-channel) receiver system.

+ + ++ + ++ + ++ ++1/LMPI

k k
PCBw MP nb ε ε− −ˆk

Aδε

( ) 1,ˆ ˆk k
j jI A
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Figure 6-36 TrEC Error Terms in the GPS Receiver (K=4 Channels as Depicted)
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Note that in general, 1b
MPIh ≈ and the ionosphere rate and amplitude variation rate terms

pass essentially unattenuated by MPIh . As a result, over time they may grow large and

introduce biases into the TrEC corrections.

The modified, CCS TrEC correction is simply

( )ˆ( ) ( ) ( ) ( )k k k
xc j j j jt t t tΨ = Ψ + Ψ − Ψ% (6.47)

where

1

1 ˆ( ) ( )
K

k
j j

k

t t
K =

Ψ = Ψ∑ (6.48)

and

1

11ˆ ˆ( ) ( ) ( )k k kxc
j j j

xc xc

L
t t t

L L −
−Ψ = Ψ + Ψ (6.49)

and Lxc is the design constant for determining the response of the CCS smoothing filter. A

block diagram of these equations is shown below in Figure 6-37.

+++
+-hxc

1

1 K

kK =
− ∑kΨ

ˆ k−Ψ kΨ
kΨ%

ˆ k−Ψ
++++

k=K

k=1

k=K

k=1

Figure 6-37 Cross-Channel Smoothing (CCS) Block Diagram

For arbitrary, constant biases on K pseudoranges, the modified TrEC correction in Equation

(6.47) above results in the same bias applied to each pseudorange. For real signals,

however, the biases change with time. To the extent these biases are slowly varying
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relative to the desired TrEC correction components of Equation (6.45), they may be made

to appear common mode. The penalty, however, is the validity of the (generally high-

frequency) TrEC corrections, ˆ ( )k tρ∆ . The parameter, Lxc, trades off the effectiveness of

the TrEC bias removal with the nominal TrEC performance reduction.

A large value for Lxc reduces the bandwidth of the filter for the nominal corrections. It

updates very slowly and heavily weights old correction information. In general, this results

in a better estimate of the mean TrEC correction on each pseudorange, and greater reliance

on the nominal TrEC corrections, ˆ ( )k tρ∆ . If Lxc is too large, however, the filter will

respond too slowly. If this occurs, the corrections, ( )jtΨ , will not occur quickly enough.

In other words, they will essentially only rely on information obtained at time, tj-1. Since

such a filter will “remember” old bias information, this may exacerbate biases in the

system.

Conversely, a small value for Lxc widens the bandwidth of the TrEC correction filter. The

wider this filter bandwidth, the more easily the filter removes relatively rapidly changing

error components (e.g., possibly ˆ
A

δε
&

and ˆ
I

δε
&

). If Lxc is too small, the valid (MP and

thermal noise) components of the corrections are estimated as bias errors. In this case, they

subtract from each pseudorange and become ineffective. Under these conditions, the TrEC

biases errors get removed in addition to the valid corrections.

It should be noted that the TrEC corrections contain the MP and thermal noise DLL

tracking error corrections for each pseudorange. As a result, ( )k
xc jtΨ% will contain

additional MP and thermal noise errors that are not valid for satellite, k. Assuming the

multipath and thermal noise tracking errors are independent between channels, the

combined MP (and the TrEC biases) will have maximum value reduced by 1/K. The

combined thermal nose will have a variance reduced by 1/K. This implies that the

reduction in mean TrEC biases through CCS will also see an increase in standard deviation

of the errors. Indeed the re-introduction of MP-varying components to each pseudorange

measurement makes each slightly less MP invariant. If, however, more hardware (e.g.,
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more MPI correlators or a wider PCBw) is available in a given channel, then CCS (and this

compromise) may not be necessary.

6.9.2 Multicorrelator Implementations

The above equations apply only to receivers using a single MPI correlator pair per satellite

signal. If more MPI correlators are available, they may offer several ways to obtain better

performance. This subsection describes a few of these techniques.

MPI Region Estimation

Three or more MPI correlators (or three or more samples of the MPI region) would better

estimate the shape of the entire region. The simplest estimations take the form of a curve

(e.g., polynomial or exponential) fit of the sampled data. The sample points of each of the

correlators or pairwise (L-E) differences may constitute the observables for this. A

depiction of this implementation is provided below in Figure 6-38.

. . .

Figure 6-38 Multicorrelator Sampling of a Single MPI Region for Improved TrEC
Performance

The mechanics of this estimation process itself is straightforward and well known. For W/2

correlator pairs (or W pairwise differences), the general equations for a polynomial fit are

given as

2
1 0 1 2

2
2 0 1 2

2
0 1 2

W
W

W
W

W
W W

Y h h x h x h x

Y h h x h x h x

Y h h x h x h x

= + + + +
= + + + +

= + + + +

L

L

M

L

(6.50)
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where Yw is the wth observable output and xw is the wth (deterministic) correlator spacing

code offset. These equations are easily inverted and solved for the coefficients, hw. Once

obtained, a threshold must be set which distinguishes the MPI point from the plateau. This

may be any function such that it extracts an estimate, ε̂ , for the MPI point. For the

example in Equation (6.50), where the observables, Yw, are L-E differences, an improved

estimate of ( )D ε is simple to acquire since the curve fit provides smoothing as a function

of code delay as well as integration time. Note that this fit should afford a significant

reduction in initialization time as well. In fact, with sufficient numbers of MPI correlators,

no search should be required if the curve fit spans the MPI region. In this case, continuous

(fast) updates to the MPI point estimate may be made and smoothed over time.

Multiple-MPI Points

A second possible implementation that utilizes multiple MPI correlator pairs involves

locating several MPI points on a given correlation function. An illustration of this concept

is shown in Figure 6-39 below. Two primary improvements to performance may be made

using this method. First, this approach may improve the MPI estimate though averaging.

Assuming the optimization errors, ˆoptδε , are uniformly distributed and random, they may

be reduced by a factor of the number of MPI correlator pairs per channel, Cp,mpi.

Measured distance to DLL

∆c1

Tracking
Error

∆c2 ∆c3

∆c4

Figure 6-39 Sampling Multiple MPI Points for Improved TrEC performance
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Second, this implementation can confirm and improve the individual MPI estimates by

using code phase differences between MPI correlators. Noise and multipath corrupt the

code phase difference between an MPI correlator pair and the tracking pair (DLL). The

differences between MPI correlator pairs, however, are only affected by TrEC-

implementation biases (e.g., carrier phase MP, estimation errors, etc.) Note the number of

potential (unique) differences that may be compared is found from

( ),
,= 1

2
p mpi

p mpi

C
Number of differences C − (6.51)

By comparing the expected MPI code phase offsets in this manner, this approach may

discover outliers (i.e., failures of an individual FS solution). In addition, it may increase

confidence in the integrity of the TrEC corrections being applied to the DLL. (Note that

multiple correlators may sample at each MPI location as well for even better TrEC

performance.)

6.10 TrEC Theoretical Performance Bounds

This section derives conservative theoretical bounds on TrEC performance obtained by

making assumptions on the magnitude of the bias and noise errors. Further, it includes

assumptions for the maximum DLL MP tracking errors and the minimum nominal

incoming signal strength. Use of these bounds and assumptions, in conjunction with the

CCS and multicorrelator techniques discussed in Section 6.9, may lead to TrEC

implementation designs for various receiver configurations that meet or exceed current

code tracking performance expectations. Sections 6.10.4 and 6.10.5 present analysis results

that substantiate this claim.

6.10.1 Minimum Probability of Convergence Assumptions

The integration time (TI), the interval of uncertainty (I), and the desired convergence

tolerance ( ˆδε ), may combine to predict the worst-case performance for the TrEC-corrected

DLL. To parameterize initialization time, code tracking accuracy and receiver
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configuration, the MPI point acquisition must converge in all cases. In other words, for any

set of (worst case) assumptions, the designated MPI point tolerance is presumably

obtainable within a prescribed number of evaluations, Λ, with a certain probability.

Intuitively, the lowest probability of convergence to the MPI point occurs when the most

evaluations (decisions) are made from samples on the MPI plateau—below the threshold

slope, ( )D ε . Since ( )D ε is (usually) very close to zero, probability of any decision (i.e.,

“shift MPI correlator left” or “shift MPI correlator right”) is (nearly) 0.5. Also, by

definition, the probability of making either decision equals 0.5 at the desired MPI offset, ε .

It follows that the worst-case convergence sequence for the FS optimization begins with an

initial evaluation at ε and a subsequent decision to “move left” (shift early) and sample at

the MPI plateau. Slowest convergence then occurs if all subsequent decisions are “move

right” (shift late) decisions. This scenario is illustrated below in Figure 6-40 for Λ

evaluations. (Note that this example assumes that the initial evaluation, λ=0, is available

without a distinct evaluation. This follows from the assumption that the initial evaluation

results in a “move left” decision.)

The initial interval of uncertainty, I0, determines Λ for a given (trial) FS-based MPI point

acquisition. As mentioned previously, the largest I for a narrowband receiver having a

0.5Tc correlator spacing is approximately 120m. This implies Λ=11 FS evaluations for a

final ˆδε of less than 1 meter. Accordingly, this is the theoretical maximum uncertainty

error in the MPI point estimate for TrEC. (Note that once the initial estimate is made,

subsequent optimizations—made to refine the mean correction over time—can occur in

only a few (i.e., 3 or fewer) evaluations. This acquisition process only requires that the

final convergence tolerance, s, is bounded for optimization, s+1, such that Is+1 ≤ Is≤I0 for all

t>0.)
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Figure 6-40 Worst-Case Convergence of Fibonacci Search to Desired MPI Point

Using these assumptions, a conservative probability of convergence can be found from the

probabilities of each successive evaluation (decision). Since each decision, Ωλ, is

predetermined, the probability of not converging to the MPI point within the prescribed

tolerance is described by

1 1 2
1

Pr( ) 1 Pr( ) Pr( ) Pr( ) Pr( )c c c c
λ

λ

Λ

=

 Χ = − Ω + Ω ⋅ Ω + + Ω 
 

∏L (6.52)

where Pr( )c
λΩ is the probability of a correct decision at evaluation λ.

The probability density functions (PDF) needed to compute the probabilities in Equation

(6.52) above result from first recognizing that the FS optimization problem is analogous to

that of signal acquisition. The signal acquisition PDFs equations were introduced in

Section 2.2.1 of Chapter 2, and the relevant equation is shown in Figure 6-41. The PDF for

FS (MPI point optimization) evaluations is simply
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where z= ( )mpiD τ and, for this analysis, 2
,n mpiσ =2dmpi. Here, dmpi is the correlator spacing of

the MPI correlator pair used. (Section 6.10.2 discusses this in more detail.) This

formulation will be used to compute the noise component of the TrEC performance bounds

computed in Sections 6.10.4 and 6.10.5. (Figure 6-42 illustrates the probabilistic FS

evaluation problem.)
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Figure 6-42 The MPI-Point Optimization Problem

6.10.2 Minimum Performance Assumptions

A conservative application of multiple MPI correlators places them all at a single MPI

point and uses them only for reduction of the FS initialization time. This implies that the
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MPI correlators are distributed to achieve a minimum correlator spacing, dmpi. Figure 6-43

illustrates this case for two, three, and four correlator pairs. For simplicity, an effective

correlator spacing, dmpi,eff may be modeled (conservatively) as

, c c

1
2*max 0.05T , T

PCBw (MHz)mpi effd
  

=   
  

(6.54)

where it is implicitly assumed the nominal correlator spacing for a DLL (in a conventional

receiver) to be the inverse of the PCBw (in units of MHz). Note that although this analysis

assumes that the FS optimization is still performed, the reduction in correlator spacing does

yield a significant reduction in thermal noise on the MPI L-E differences.
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Figure 6-43 Conservative Model for Application of Multiple MPI Correlator Pairs
for Improved TrEC Performance

The bound analysis further assumes that the number of independent MPI correlator pair

differences effectively increases the number of independent code-phase estimates (i.e.,
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TrEC corrections). Using mean-square estimation or curve fitting of these differences may

further reduce the variance of the L-E MPI samples. Assuming each difference is

independent (so the noise from each is uncorrelated), the number of pairwise differences

that may be taken given Cp,mpi MPI correlator pairs constitutes a variance reduction factor,

rvar, given by

( )var , ,= 2 1p mpi p mpir C C − (6.55)

For the conservative performance analysis performed in Sections 6.10.4 and 6.10.5,

however, a modified (smaller) reduction factor, varr̂ , was used, where var
varˆ

2

r
r = . This

ensured that the assumed noise variance reductions for any presumed multicorrelator

implementations would be minimal—only one-half that predicted assuming uncorrelated

AWGN on the discriminator measurements.

6.10.3 Maximum Signal Error Assumptions

Nominal Signal Power

The previous sections (e.g., Section 6.7) implied that due to low signal power (hence, small

MPI discriminator slope) considerations, the most difficult MPI point to locate corresponds

to a sidelobe on a correlation function produced from a low-elevation satellite. Recall from

Section 6.7.1 that this is tantamount to a signal attenuated by 20dB. This low signal power

assumption may significantly impact the integration time (and, hence, the initialization

time) required to locate the MPI point.

The integration time employed by TrEC largely determines the pseudorange accuracy

bound. Increasing this time may reduce the thermal noise on the L-E MPI differences;

however, this also increases the errors induced by code-carrier divergence. In addition,

long integration times only worsen the effects of changing amplitude (SNR) of the received

signal. A conservative analysis of TrEC code-tracking accuracy must take both of these

factors into account.
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Ionospheric Divergence Rate and Amplitude Rate

Recall that the largest ionospheric errors occur for low-elevation satellites. [Klobuchar]

cites this maximum code-carrier divergence rate of range error as 1.6cm/s. For the highly

conservative accuracy bound in this analysis, however, twice this rate (3.2cm/s) was

assumed.

The amplitude of the signal also changes at its fastest rate at low elevation angles. Sharp

rolloffs in antenna gain patterns frequently occur for elevation angles below the horizon

[Clark]. (Assuming a conservative, ideal mask angle of 0°, these effects do not appear,

since the satellite would instantaneously disappear below this mask.) The FS updates (i.e.,

move-left or move-right decisions), utilize samples of the amplitude-varying MPI region

that are averaged over time. This provides some reduction in the impact of signal

amplitude variation effects. In addition, normalization (or calibration) as discussed in

Section 6.4.1 removes some of these effects. Considering these measures, the analysis of

Sections 6.10.4 and 6.10.5 assumed these errors were (at most) equal to the final MPI point

acquisition tolerance, ˆFSδε (or, in general, simply ˆδε ). Note that this assumption implies

an incentive to make ˆFSδε as small as possible. However, such a design decision could

cause the MPI point acquisition time to become unacceptably long.

Multipath and Thermal Noise

The maximum MP tracking error on each pseudorange can be taken from the maximum

error envelopes for a DLL of spacing deff, where ,

2
mpi eff

eff

d
d = . For thermal noise errors,

Equation (2.10) from Chapter 2, Section 2.2.2, computed a maximum (2-σ) noncoherent

DLL code tracking error for each correlator spacing, deff. CCS attenuates this maximum

tracking error (for each channel) by a factor of 1/K. Recall that CCS also trades off the

maximum error for a reduced mean error. (Refer to Section 6.9.1.) As a result, the

maximum MP errors must be more conservative when implementing CCS.
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6.10.4 Maximum (2-σσσσ) Initialization Times

Using Equation (5.55) and the assumptions in Sections 6.10.1, 6.10.2, and 6.10.3, it

becomes possible to predict the largest initialization time required to locate the desired MPI

point at an offset approximately 7 (or 7mε = ) meters from the ideal on this “worst case”

correlation function. This translates to less than 1.5 (or 1.5mε∆ = ) meters of maximum

MP tracking errors for all receivers modeled. The independent variables for this analysis

are simply receiver PCBw, number of available MPI correlator pairs (Cp) per channel, and

integration time (TI). Figure 6-44 below shows 2-σ (95%) maximum integration times for

receivers having PCBws from 2-20MHz and having 1-10 additional MPI correlator pairs.

By far the largest initialization times are required for narrowband (e.g., low-end) receivers

with Cp,mpi=1. For these receivers, the initialization times can reach as high as 7.5 minutes.

Observe that this time requirement decreases rapidly as Cp,mpi is increased. This is

particularly true for large PCBws. For a (wideband) receiver equipped with 16MHz PCBw

and 3 MPI correlators—a practical configuration for high-end receivers—this maximum

initialization time is less than 50 seconds.
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6.10.5 Maximum (2-σσσσ) Code Tracking Errors

Using the assumptions and results from the preceding sections, Figure 6-45 though 6-48

below plot the maximum errors for 6, 8, 10, and 12 satellites tracked. (Recall from Section

6.9.1 that implementing CCS causes the results to become dependent on the number of

satellites tracked.) Again, the worst performance is predicted for a narrowband receiver

with only a single MPI correlator pair. This accuracy bound decreases most rapidly as the

PCBw increases.

These error bounds may seem large in comparison to the theoretical performance predicted

by the error envelopes for the “best” current wideband techniques. Those predictions,

however, depend on the MP parameters and number of MP reflections. Here, only

assumptions on maximum DLL tracking error are made. In addition, these TrEC

performance bounds also take into account other implementation concerns. Initialization

time, low elevation angle effects, and thermal noise errors are also taken into account for

these results. Still, tracking only 8 satellites, tracking errors for a practical wideband

receiver should be less than 1 meter 95% of the time.
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Figure 6-48 TrEC 2-σσσσ Maximum
Tracking Errors – 12 Satellites

For narrowband receivers, TrEC predicts the most significant payoff. The maximum (2-σ)

tracking error for these receivers is approximately 10 meters for 6 satellites. This falls to

only 7 meters for a receiver tracking 10 satellites. In all cases, however, the predicted

bounds for TrEC-enabled narrowband receivers are significantly smaller than those

bounds for current conventional narrowband receivers.
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Chapter 7:

TrEC Performance Validation

Theory and analysis alone cannot substantiate the claims of improved multipath

performance using TrEC. Well-designed experiments are required to assess the true impact

of initialization time, finite PCBw, and thermal noise on TrEC performance. This chapter

describes the experimental validation of the MPI concept and of TrEC performance.

Sections 7.1 and 7.2 detail the specifics of modifying a conventional 12-channel

narrowband receiver with only a single correlator pair per channel to act as a

multicorrelator receiver having 2 correlator pairs per channel. Section 7.3 utilizes these

implementation techniques to verify that receiver correlation functions can be reliably

sampled at low correlation levels. Section 7.4 extends these techniques and uses TrEC to

verify that MPI points can be found. Sections 7.5 and 7.6 validate theoretical TrEC

performance in the pseudorange and position domains, respectively, using a GPS signal

generator. Section 7.7 describes the (position domain) validation of TrEC performance on

live GPS satellites under various MP conditions. Lastly, Section 7.7 discusses the

validation of the TrEC performance bounds—for the narrowband receiver under test

conditions—predicted by the analysis in the previous chapter.

216
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7.1 Hardware Setup and Description

The GPS receiver chipset manufactured by Mitel Semiconductor, Inc. (formerly GEC

Plessey) used to test the TrEC algorithm came embedded on a (ISA) PC card. It resided in

a Pentium 166MHz PC and was capable of real-time, simultaneous tracking on 12

channels, and it had a 2MHz front-end bandwidth. Each channel possessed a single (E-L)

correlator pair; only a virtual prompt measurement was available. Note that this

narrowband receiver (NBR) normally reports the signal power in terms of SNR. For this

receiver, the relation of SNR to C/N0 is as follows:Equation Section 7

0 CA/ 10log(T )SNR C N= + (7.1)

where TCA equals the integration time for one code period (1e-3s).

The NBR’s code tracking loop was a carrier-aided DLL. Its carrier loop was an FLL.

[Ndili] describes the tracking configuration and the accompanying parameters for this

receiver in more detail. Most conventional receivers use a form of carrier aiding for

smoothing their DLL dynamics so this configuration setting was left unchanged. Most

receivers with precise phase tracking, however, utilize a PLL. A (FLL-aided) 3rd-order

PLL was designed and implemented according to the specifications provided in [Kaplan].

Nominally, the code-tracking loop and carrier tracking operated using the highest interrupt

rate (1/505µs or approximately 2kHz). The navigation routines—including the integrated

carrier phase measurements—were configured to operate at 10Hz. Also the code

correlators had a code phase (delay) resolution of 1/2048Tc (0.14m). The phase resolution

of the NBR was 2π/1024rad (0.3516°).

The primary reason for selecting this receiver was that it was almost entirely software-

configurable. The manufacturer made available the complete source code. This was

necessary since the ability to access all signal samples (I and Q), modify carrier and code

tracking loops, and also refine the final navigation/position solution algorithms was

necessary to implement TrEC.
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7.2 Multicorrelator Implementation

Using receiver-specific commands, it was possible to program the correlators to track the

satellites in different ways. For example, software commands could assign any given

correlator pair (of a given receiver channel) to be a “master” tracking pair, and another a

“slave” pair. Master channels would operate as normal. The slave channel(s) would

receive exactly the same signal information as its corresponding master.

Without additional modifications, the slave correlators output the same I and Q samples as

the master channel correlators. The signal tracking and processing are identical. This

effectively reduces the number of valid receiver channels to the number of master channels.

However, software instructions can command the correlators of slave channels to move, or

“slew,” relative to their respective master channel correlators using the receiver DCOs.

This permits multicorrelator sampling of the correlation peak, using a conventional single-

correlator pair NBR. Using this technique, the correlators may sample the correlation

function to the full (0.14m) resolution of the NBR.

7.3 Measurements

7.3.1 Correlation Function

The first step towards validating the existence of MPI regions and points was to verify the

shape of the correlation function. To verify the modeled NBR correlation peak, the NBR

used all 12 channels to track a single satellite. Channel 1 was the “master” or primary

channel and the others were “slave” channels placed relative to it. The DCOs of the 11

slave channels commanded the respective correlators to approximately equally spaced

(0.0417Tc) offsets later than (to the right of) the Early correlator of the primary channel.

12800 I and Q samples were taken at 1kHz updates then averaged and stored at a 10Hz

rate. The mean ( 2 2I Q+ ) measurement values were subsequently compared against a

computed (theoretical) peak. Figure 7-1 below illustrates the comparison. A (2MHz

PCBw) 2nd-order Butterworth filtered the theoretical peak. Simulation placed the peak of
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this function at a code offset of 0Tc and scaled it to have the same peak amplitude (SNR) as

the measured data. Post-processing centered the measured data, however, (at 0Tc) using

only the midpoint of the master (E-L) correlator pair. Although the two data sets used

different approaches to predict the trend of this correlation peak, it can be seen that the

measured data closely corresponds to the theoretical correlation peak.
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Figure 7-1 Comparison of Simulated and Measured Correlation Peaks

Next, several experiments used the NBR to demonstrate the ability to sample and resolve

an actual received correlation function down to the relatively low-SNR levels of the

correlation plateau and sidelobes. Using the same master-slave correlator technique

described above, the NBR first tracked SV25 and then SV7. SV25 had an SNR of 18.24dB

and SV7 had an SNR of 18.87dB. For each signal, the NBR recorded 10300 samples and

16100 samples, respectively. Post processing analysis then averaged and normalized them

using the virtual prompt measurement. Figure 7-2 and Figure 7-3 below compare the

measured correlation functions to their ideal (normalized) counterparts.
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Measured Autocorrelation Peak and a
Near-Peak Sidelobe for PRN 25
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Figure 7-3 Comparison of Ideal and
Measured Autocorrelation Peak and
an Adjacent Sidelobe for PRN 7

7.3.2 MPI Region

To further validate the ability to sample the MPI plateaus of correlation functions of actual

GPS signals, the software-modified NBR sampled an MPI region of SV2. 100,000

samples were averaged. The results are shown in Figure 7-4 below and are compared

against the ideal correlation sidelobe. The SNR for the measured signal was 12.7dB. The

rounding effects of the finite PCBw are evident from the plot.

Figure 7-5 illustrates the effect varying integration time has on the MPI region. 100,000

samples (approximately 100 seconds) produced the smooth trend shown in Figure 7-4. The

characteristic of the MPI region degrades considerably, however, as the integration time is

decreased. 1e4-sample evaluations (10 seconds) and 1e3-sample evaluations (1 second) are

more desirable for evaluations since they permit more-rapid estimations of the MPI point.

These estimations, of course, will be significantly less reliable for extremely short

integration times.
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Figure 7-4 Ideal and Measured
Autocorrelation Sidelobe of PRN2
(TI=100s, or 1e5 samples averaged)
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7.4 Demonstration of MP Invariance

An actual bias estimate (for one particular TrEC implementation) was made using a GPS

Signal Generator (SigGen) and is shown in Figure 7-6. As stated previously, the bias is

independent of relative MPI point location and PRN number. Note, however, that the

convergence time for this TrEC was approximately 5 minutes. This convergence time

translates directly to the initialization time required by the TrEC algorithm prior to making

valid, real-time corrections to the DLL. Recall, however, that this time can be shortened (or

lengthened) depending on the actual implementation assumptions (i.e., a priori knowledge

of MP conditions) and/or requirements of TrEC.
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Figure 7-6 PCB Filter Bias Comparison for PRN25 and PRN29 (Signal Generator
Data)

7.5 TrEC Pseudorange Domain Performance: GPS Signal Generator Data

Assuming the multipath has a short or medium delay—the most difficult multipath to

remove—the SigGen provided the required RF signals to evaluate standard MP tracking

error performance curves. The SigGen was capable of simulating the entire GPS satellite

constellation. It could also generate multipath (with known parameters) on a given

pseudorange. This latter feature served to experimentally verify the multipath performance

of the NBR implementing TrEC.

Figure 7-7 illustrates the experimental setup. The signal generator was set to output the

GPS satellite signals at a (relatively high) C/N0 of approximately 50-53dB-Hz to ensure the

receiver could maintain lock even when a strong, out-of-phase multipath signal was added.

A single pseudorange (PRN25) was given multipath appropriate for generating the

performance curves. The NBR obtained the measured pseudoranges. Post-processing
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subtracted the “true” pseudoranges (retrieved from the signal generator truth file) from the

measured ranges. A single subsequent inter-channel difference removed the receiver clock

bias. Only variations due to thermal noise and the bias due to multipath remained.
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Figure 7-7 Setup for TrEC MP Performance Validation Experiment

The SigGen multipath was set to slew at a rate of 3.6 meters/min starting from a relative

delay of 0 meters. The signal-to-multipath ratio (SMR) was 3dB. The effect of these

specifications on the received signal power is shown in Figure 7-8. Observe how the high

signal power of the MP signal induced correlation peak amplitude (fading) swings of

approximately 9dB at a relative MP delay of 0 meters. Also note that the data is shown

subsampled for clarity. The actual fading frequency (as described in Chapter 5.1.4) of the

combined multipath-plus-direct signal is higher than that depicted.

Figure 7-9 plots the resulting DLL tracking errors for this scenario for the cases with and

without carrier aiding. In addition, the carrier smoothed (unaided) results are plotted. As

expected, with no carrier aiding the envelopes bound the tracking errors quite well. Carrier

aiding filtered the high frequency (out-of-phase MP) tracking errors and caused the DLL to

integrate the multipath errors. As previously stated, however, nominally many GPS
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receivers’ code-tracking loops are carrier-aided. For this reason, subsequent error envelope

performance evaluations implemented the TrEC algorithm with carrier aiding enabled.

Note that this is not a requirement for TrEC. Section 7.7 of this chapter, in fact, provides

compelling position domain TrEC results with the conventional DLL carrier aiding

disabled.
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Figure 7-9 Nominal and Measured
2MHz Multipath Error Envelopes

The top plot in Figure 7-10 shows the true multipath tracking errors compared to the MPI-

measured tracking errors. Using the NBR receiver, the TrEC algorithm measured the

tracking error in real-time. Note that at approximately t=10 minutes, however, the tracking

loop temporarily lost lock on SV25. A momentary fault in the generated signal caused this

outage. It occurred at the same time for each trial and forced the MPI routine to reinitialize.

(Note that the outages partially affected the resulting performance curve, since about 5

minutes were required for the routine to re-converge to the proper MPI point and resume

making valid pseudorange corrections.) The second plot shows both the raw and carrier-

smoothed (128-sec time constant) differences between the actual and measured tracking

errors. The carrier-smoothed curve is the performance curve for the MPI approach for this

particular trial. (See bottom plot of Figure 7-10.) The mean of this curve is 1.18 meters

and its standard deviation is 2.45 meters.
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Figure 7-10 TrEC-Measured and Actual DLL Tracking Error

In order to validate the theoretical performance curve (the straight horizontal line) of Figure

6-29 in Chapter 6, data was taken from 10 trials. The results are shown in Figure 7-11 and

the corresponding statistics can be seen in Figure 7-12. The mean bias (for this TrEC

implementation) is approximately -2.5m. Accounting for the increased variance due to the

single-difference, the average smoothed and unsmoothed standard deviations are 1.4m and

3.2m, respectively. Significant perturbations occurred, however, because of the temporary

signal outage on SV25, so the true (undisturbed) standard deviation of the performance

curves is actually smaller than that reported here.
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Figure 7-11 Short-Delay TrEC Performance Curves (10 trials, 1-Hz data)
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The averaged results from the 10 trials—as performed by [Braasch96] for a conventional

DLL—are shown in Figure 7-13. The top plot again compares the curves for the 0.5-chip

spacing DLL and a conventional receiver implementing the TrEC. The bottom plot

compares the true and measured tracking error curves at ultra-short relative MP-delays.

Note that where all widely used current mitigation techniques (including wideband) have

performance curves little better than a conventional DLL, the nearly identical upward

slopes indicate that TrEC is still compensating for the tracking errors in this range. (Recall

that the C/N0 for this signal is quite high (50-53dBHz). This means that even at small

relative MP delays the multipath errors still dominate over thermal noise errors.) In other

words, this TrEC is able to provide useful tracking corrections even for nearly zero-delay

multipath.
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7.6 TrEC Position Domain Performance: GPS Signal Generator Data

In addition to thermal noise errors, the pseudoranges generated by the SigGen contained

only a small, slowly varying ionospheric error that ranged from 3-5 meters. No Selective

Availability (SA) or troposphere errors were added. By applying the TrEC corrections to

the multipath-corrupted pseudoranges to be used in the navigation solution, the position-

domain performance of the TrEC was examined.

The top and bottom plots of Figure 7-14 show the (nominal, zero-multipath) horizontal and

vertical position errors, respectively, for the NBR receiver for a single trial. Each plot

shows both the nominal errors for a small smoothing time constant (12.8s time constant—

nominal for the NBR) and a large one (128.0s time constant) as a function of time. Also

seen are the position dilution of precision (PDOP) and vertical dilution of precision

(VDOP) values. (These provide an estimate of the purely geometry-dependent, root mean

square position errors for the given satellite constellation, assuming identically distrubuted,

zero-mean gaussian errors on each pseudorange.) Note that there are other small signal

“glitches” that occurred during the trial (at t≈11min and t≈25min). These originated from

the SigGen. Although they resulted in brief jumps in the horizontal and vertical position

errors, the faults did not occur on PRN25, hence, the TrEC performance was not impacted.

0 5 10 15 20 25 30
0

1

2

3

4

5

6

7

8

9

10

Elapsed Time (Min)

Ho
riz

on
tal

 Po
siti

on
 Er

ror
 (m

)

CarrSm: 12.8s (No Multipath) 
CarrSm: 128.0s (No Multipath)
PDOP                         

0 5 10 15 20 25 30
−15

−10

−5

0

5

10

15

Elapsed Time (Min)

Ve
rtic

al 
Po

siti
on

 Er
ror

 (m
)

CarrSm: 12.8s (No Multipath) 
CarrSm: 128.0s (No Multipath)
VDOP                         

Figure 7-14 Nominal NBR Postion Errors (No Multipath, No TrEC)
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Figure 7-15 shows the same NBR position errors for the case where multipath has been

added as described in the previous section. Here, however, the carrier smoothed-only

errors contrast against those of the TrEC-corrected position solution. (The nominal

smoothing time of 12.8 seconds applied for the TrEC-corrected pseudoranges.) For the

horizontal position errors, the TrEC was capable of removing the large bias, where the

carrier smoothing alone was not. In fact, TrEC suffered its worse position errors between

t≈5min and t≈15 min. The first large excursion occurred due to the reinitialization

previously discussed. This lasted for approximately 4-5 minutes as the TrEC was

reinitialized. The second excursion occurred shortly thereafter—while the TrEC was

converging/refining its estimate of the MPI location. Neglecting the SigGen-induced

discontinuity at t≈25min, the vertical position errors remain relatively small and consistent

for all of the implementations in this entire range of MP delays.
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7.7 TrEC Position Domain Performance: Live Satellite Data

Pseudorange performance plots may not reveal the multipath mitigation performance of a

given technique. Though validation of these plots is possible, it may sometimes be

challenging to completely remove the effects of other pseudorange errors (e.g., atmospheric

effects). Consequently, in many cases, a signal generator or variable-length delay-line

serves to validate the tracking error envelopes [Braasch96]. This action, however, may call

into question the capability of a particular method to mitigate multipath on actual satellites

in real-time.

The theoretical performance plots for TrEC contain biases that may not manifest

themselves as errors in the position domain. This may be the case for many other

techniques as well. Examining position error results from live satellites can enable a better

assessment of the capabilities of many MP mitigation approaches.

Position error (reduction) comparisons permit a “bottom-line” assessment of the relative

performance of various MP mitigation techniques. Unlike pseudorange error analyses,

position “truth” measurements can be relatively easily found unambiguously to sub-

centimeter accuracy. In addition, by using results from live GPS satellites, real-time

tracking, low signal power performance, and initialization time issues may be become more

apparent.

7.7.1 Experimental Setup

As in the previous section, to evaluate the TrEC position domain performance, six (slave)

NBR channels simultaneously tracked a total of six GPS satellites. The other available

correlator pairs (from the remaining six channels) located the MPI points of each of those

satellites. The TrEC-enabled NBR subsequently computed real-time tracking error

estimates for each pseudorange.

For the live satellite tests, code phase double-differences were made for the measurements

taken at two (surveyed) antennas spaced 154.08 meters apart. ([Kaplan, Chapter 8]
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describes this well-known and straightforward procedure.) Because the two antennas had a

relatively small spatial separation, any residual atmospheric errors (along with the satellite

and receiver clock biases) were negligibly small. The only significant position errors that

remained in the three-dimensional double-difference position solutions were due to

multipath and thermal noise.

The evaluation compared the following four different “modes” of receiver multipath

mitigation performance:

• “Code Only” – nominal DLL code tracking performance, 0.5-chip spacing

• “Carrier Smoothing Only” – carrier smoothed (120-second time constant), “Code-

Only” measurements

• “TrEC Only” – TrEC corrections applied to nominal “Code Only” pseudoranges

• “TrEC Smoothed” – Carrier smoothing (120-second time constant) applied to

TrEC-corrected pseudoranges

Note that bias is frequently the most difficult multipath error component to remove. Time

averaging methods (e.g., carrier smoothing operations) tend to have little effect on this

error component. To make the carrier smoothing process more effective against the error

variations, the evaluation disabled carrier aiding of the NBR code tracking loops for all

experiments. This permitted the nominal (unsmoothed) code tracking errors to remain as

close to zero-mean as possible. (Refer to Figure 7-9.)

The four MP mitigation modes were evaluated under the following three different

multipath scenarios (cases):

• Case 1: Small amplitude, short relative delay (0~20m) “nominal” multipath

• Case 2: Large amplitude, short relative delay (0~20m) multipath

• Case 3: Large amplitude, medium-long relative delay (0~120m) multipath
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Each of these cases is described in more detail below.

Case 1: Small amplitude, short relative delay (0~20m) “nominal” multipath

Receiver 2
(narrowband )

Antenna 2
(desired, LOS)

cable

Position
Errors

Computed

Receiver 1
(narrowband )

160m

Figure 7-16 Experimental Setup for Case 1

The first scenario involved so-called “nominal” multipath that was normally incident on

two rooftop antennas atop two different buildings on the campus of Stanford University.

(See Figure 7-16.) It was impossible to completely characterize the multipath at both of

these locations under nominal conditions. Still, given the locations of most of the rooftop

reflectors relative to each antenna, the majority of the incident multipath signals

presumably had relatively short delay (less than 20 meters). The amplitudes of these

reflections were also small.

These characterizations are consistent with the care taken during the siting of both of these

antennas. The antenna connected to Receiver 1 also serves as the Stanford National

Satellite Testbed (NSTB, or WAAS–testbed) reference station antenna. Antenna 2 (or 2a

and 2b illustrated in Figure 7-17 and 7-18) normally serves as the LAAS testbed reference

station antenna at Stanford. In addition, the SU MDEs use data from this antenna. (Refer

to Section 4.2.3 of Chapter 4.) Accordingly, for SQM investigations, [Akos00c]
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characterized the distortion of the received correlation peak due to nominal multipath and

thermal noise at both of these sites.

Case 2: Large amplitude, short relative delay (0~20m) multipath

Receiver 2
(narrowband )

Antenna 2a
(desired, LOS)

Position
Errors

Computedcombiner

attenuator
(0dB)

Antenna 2b
(multipath)

cables (l2a = l2b)

20m

Receiver 1
(narrowband )

160m

Figure 7-17 Experimental Setup for Case 2

To ensure the multipath had short delay relative to the line-of-sight (LOS), this experiment

combined signals from two nearby (LAAS testbed) antennas. (See Figure 7-17.) The

antennas were 20 meters apart, and the cables had approximately equal length. The

“multipath” signal (Antenna 2b in Figure 7-17) had negligible attenuation with respect to

the line-of-sight signal.

For a satellite at 90° elevation and/or in the vertical plane equidistant from each antenna,

the code tracking loops of the receiver perceived the received signal as a LOS signal

combined with an equivalent reflection at a relative delay of approximately 0 meters. The

effective relative delay (magnitude) could reach as large as 20 meters (for a satellite both in

the plane of and along the co-linear azimuth direction of both antennas). The fading
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frequencies of each of the combined signals varied for each of the satellites as they

traversed the sky.

Note that the “nominal” multipath—characteristic of Scenario 1—was also present for this

case (and for Case 3). Since the multipath between Antenna 2a and Antenna 2b (as well as

Antenna 1) was independent, there was effectively more than one multipath reflection on

each pseudorange. Of course, the dominant multipath source was still the single

“multipath” signal entering Antenna 2b.

Case 3: Large amplitude, Medium-long relative delay (0~120m) multipath

Receiver 2
(narrowband )

Antenna 2a
(desired, LOS)

Position
Errors

Computed
combiner

attenuator
(3dB)

Antenna 2b
(multipath)

cables

20m

(l2b = l2a+100m)

Receiver 1
(narrowband )

160m

Figure 7-18 Experimental setup for Case 3

To evaluate the ability of the TrEC algorithm to compensate for extremely large tracking

errors, this experiment added a 100-meter length of cable to the Antenna 2b signal path.

(See Figure 7-18.) As in Case 2, the fading frequencies and elevation angles of each of the

satellite signals varied independently over time. To prevent frequent loss of lock, the

signal-to-multipath ratio for this case was set to 3dB. All other setup parameters remained

the same as in Case 2.
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An additional receiver “mode” comparison was made for Case 3. A pair of wideband,

narrow correlator receivers was evaluated in parallel with the TrEC-enabled narrowband

ones. (This will henceforth be referred to as the “Narrow Correlator” mode.) These

wideband receivers were identical; each had 12 available channels. Although all 12

channels were active, for comparison, the code double-difference position errors for these

receivers used only the same six satellites tracked simultaneously by their narrowband

counterparts. Also, although it was impossible to completely disable carrier aiding for

these receivers, the carrier aiding time constant for these receivers was minimized.

Figure 7-19 illustrates the “best” tracking errors to be expected for a conventional (0.1-chip

correlator spacing) code DLL subjected to half-power multipath at the maximum relative

delays evaluated by all three cases. For Case 3, the maximum MP tracking error bounds

for each pseudorange were effectively at a maximum for the out-of-phase multipath (with

carrier aiding disabled).
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Figure 7-19 Theoretical Maximum Tracking Error Bounds for Cases 1, 2 and 3

Note that for Cases 2 and 3 the conventional DLL theoretical bounds were likely somewhat

worse than those predicted by Figure 7-19. For Case 2, the signal-to-multipath ratio (SMR)
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was approximately 0dB. Consequently, the maximum tracking error for that case likely

exceeded the bounds of Figure 7-19.

7.7.2 Experimental Results

For each of the three multipath scenarios, the following (six) plots were generated:

• Signal Power (C/N0, dB-Hz) vs. Time (minutes) for all six satellites tracked

• Elevation Angle (degrees) vs. Time (minutes) for all six satellites tracked

• TrEC-estimated DLL Corrections (meters)—applied to all six pseudoranges for

both Receivers 1 and 2—vs. Time (minutes)

• Position Error (Magnitude, meters) vs. Time (minutes) for the Carrier Smoothed

Only, TrEC Only, and TrEC Smoothed receiver modes only

• Error Statistics: Mean, Standard Deviation (1-σ), and Root-Mean-Square (RMS)

for Code Only, Carrier Smoothed Only, TrEC Only, and TrEC Smoothed receiver

modes

Since code-double differences were taken using only six satellites (or five effective

measurements), the position error computation was fairly sensitive to satellite dropouts.

Consequently a few brief outages in the data can be seen where one of the receivers lost

lock on a satellite. In all cases, loss of lock occurred due to low satellite elevation angle

and/or excessive signal power variations caused by multipath. No changes were made to

affect the normal tracking performance of the receivers.

The error traces are shown only for the most continuous set of data. Statistics correspond,

however, to the length of the entire steady-state data set. Accordingly, the error statistics

presented may include some position error data that are not shown in the respective

preceding plots.
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Case 1: Small amplitude, short relative delay (0~20m) “nominal” multipath

The plots of the signal powers and respective elevation angles of the six satellites tracked

are given below in Figure 7-20. Two satellites dropped out of view during the time period

shown. Two other satellites were reacquired shortly thereafter. The increase in C/N0

variations for the descending (and rising) satellites illustrates the increased multipath on

these signals at the lower elevation angles.

The TrEC-estimated DLL corrections for each pseudorange as measured by both receivers

are shown in Figure 7-21. The individual traces are less important than the (approximate)

magnitudes of the corrections, so all six curves are shown on the same plots. Their peak-

to-peak magnitudes range from about 3-20 meters (for high and low-elevation satellites,

repectively). The offset of the six traces corresponds to the TrEC common-mode filter (i.e.,

finite PCBw) bias on each pseudorange. (Refer to Figure 6-29 of Chapter 6.)
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Figure 7-20 Satellite Signal Powers
and Elevation Angles for Case 1
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Figure 7-21 TrEC-Estimated DLL
Corrections for Case 1

The position error results for the Carrier Smoothing Only, TrEC Only, and TrEC Smoothed

modes are shown below in Figure 7-22. (The Code Only position errors were not shown

since they would have obscured the other error traces.) The plot reveals that the TrEC

Only and TrEC Smoothed traces had a maximum error greater than that for the Carrier
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Smoothed Only mode. This occured as TrEC reinitialized after a new satellite came into

view and was acquired by the two receivers.
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Figure 7-23 Position Error Statistics
for Case 1

The Case 1 summary statistics are given in Figure 7-23. Clearly the Code Only receiver

mode resulted in the worst 1-σ and RMS errors. Carrier smoothing dramatically reduced

these two error statistics, but did little to reduce the mean bias. The two TrEC modes did

not significantly change the 1-σ and RMS errors from the Carrier Smoothing Only results.

The TrEC corrections—even without carrier smothing—did, however, significantly reduce

the mean position errors due to multipath by more than a factor of two. Also note that

since TrEC was actually correcting for code noise and multipath, the TrEC Smoothed

statistics are comparable to those for the TrEC Only mode.

Case 2: Large amplitude, short relative delay (0~20m) multipath

Figure 7-24 plots the signal powers (for Receiver 2) and corresponding elevation angles of

the tracked satellites. The large-amplitude “multipath” signals combined to produce 3-4dB

oscillations in the received C/N0 of each signal. (Figure 7-25 illustrates the corresponding
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increased activity of the TrEC corrections for Receiver 2.) The frequencies of these

oscillations varied as a function of the satellite trajectories through the sky. One satellite

dropped from view of both receivers—due to low elevation angle and high multipath

amplitude variations—at the end of the (approximately) 100-minute time interval shown.
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Figure 7-24 Satellite Signal Powers
and Elevation Angles for Case 2
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Figure 7-26 Position Error
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Figure 7-27 Position Error Statistics
for Case 2
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The position errors shown in Figure 7-26 illustrate that carrier smoothing alone was

incapable of mitigating the low-frequency multipath tracking errors. The maximum errors

for the Carrier Smoothing Only mode reached as high as 7-8 meters.

Again, the Code Only mode resulted in the worst position errors. (See Figure 7-27.)

Carrier Smoothing Only reduced those 1-σ and RMS errors from over 4.5 meters to

approximately 2 meters, but it did little to affect the mean error. The TrEC Only

implementation reduced the 1-σ and RMS slightly more than did the Carrier Smoothing

Only mode. More significantly, the TrEC reduced the mean bias by almost a factor of 5 (as

compared to the Code Only or Carrier Smoothing Only modes). In fact, the TrEC mean

errors for this case are comparable to those from Case 1.

Case 3: Large amplitude, medium-long relative delay (0~120m) multipath

As shown in Figure 7-28, the long-delay multipath signal caused signal power variations

ranging as large as 7-8dB on every received signal. Wide fading frequency variations were

also present on every channel. One satellite dropped from view (and another was

subsequently reacquired) during the time period shown. The TrEC-estimated corrections

(shown in Figure 7-29) for every pseudorange varied between 60-80 meters for Receiver 2.
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Figure 7-28 Satellite Signal Powers
and Elevation Angles for Case 3
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The position errors for the Carrirer Smoothing Only mode became as large as 250 meters.

(See Figure 7-30.) That maximum error declined to less than 30 meters for the TrEC

modes. Even the maximum position errors for the Narrow Correlator mode—which

contained a significant negative bias—were noticeably larger than for either of the TrEC

modes.
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Figure 7-31 Position Error Statistics
for Case 3 (Narrow Correlator
Results Also Shown.)

The statistical error diffferences (shown in Figure 7-31) were even more pronounced.

Code Only 1-σ and RMS errors were as large as 70-80 meters. Carrier Smoothing Only 1-

σ and RMS errors, although somewhat smaller, still ranged between 40-55 meters. Once

again, carrier smoothing did little to affect the mean positon error.

The TrEC Only and TrEC Smoothed modes both had 1-σ and RMS errors less than 10

meters and had a mean well below the 1 meter reference line. (Note that this extremely

small mean is at least partly due to the sinusoidal nature of the position errors for this case.

Still, the relative advantages of TrEC are clear.) The Narrow Correlator receivers easily

outperformed the Code Only and Carrier Smoothing Only modes of the narrowband
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receiver. Still, this wideband technique had significantly larger errors for all statistics than

either of the TrEC modes.

Summary Statistics

The statistical error reduction factors for all modes evaluated (as compared to the Code

Only mode) are given in Figure 7-32 for all three cases. The smallest multipath error

reduction factor achieved by the TrEC implementations occurred for Case 1. (This is

intuitive since the least multipath was present to mitigate in that case.) For that scenario,

TrEC reduced the uncorrected error mean by a factor of 2.4. The narrow correlator

achieved a comparable mean error reduction factor for Case 3—under significantly more

severe (large amplitude and delay) multipath conditions. In that case, however, the TrEC

Only and TrEC Smoothed reduction factors were many times larger.
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Figure 7-32 Summary Error Statistics: Multipath Error Reduction Factors

The minimum TrEC reductions in 1-σ and RMS errors also occurred for Case 1. They were

each reduced by a factor of 3.2. However, unlike mean error performance, significant

reductions in these error statistics are relatively easy to achieve in any receiver. TrEC 1-σ
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and RMS error reductions were comparable to the Carrier Smoothing Only mode for the

first two cases. Also, for Case 3, the Narrow Correlator achieved as much as 70-80% of

the 1-σ reduction factor of the TrEC modes.

7.8 TrEC Performance Bounds: Experimental Verification

The Case 3 multipath conditions provide a useful method for validating the predicted

maximum MP tracking error bounds. Because the actual receiver tracking errors were so

large (on all pseudoranges), Case 3 represents a “worst case” multipath scenario. The (2-σ)

maximum error that was predicted for the narrowband receiver used here was 10 meters.

Position domain analysis offers the most straightforward and insightful way to examine the

conservativeness of this error bound.

Note that since position errors may also include satellite geometry sensitivities, position

domain error bounds will vary as a function of satellite geometry. Indeed small errors on a

“critical” satellite—a satellite very sensitive to errors (e.g., one of only a few being tracked

with poor geometry, or sky distribution)—could induce sizeable errors. Conversely, large

errors on a less critical satellite might induce negligible position errors.

To examine the TrEC error bounds in the position domain, the pseudorange bounds derived

in Section 6.10.5 of Chapter 6 must be translated into position error bounds. Recall that the

position error results in this chapter come from code phase double-differences. The

double-differenced code position errors are given by

[ ]†
x(t) ( ) ( )G t tρ∆ = ⋅∆ (7.2)

where x(t)∆ is the 3x1 position error vector resulting from the product of the (Kx1) vector

of pseudorange errors, ( )tρ∆ , and the pseudoinverse of the (3xK) satellite geometry

matrix,[ ]†
( )G t . Each column of [ ]†

( )G t captures the sensitivity of the position vector to a

single unit (1-meter) change in each respective pseudorange error. For example, the

position error that results from a 1-meter pseudorange error in (only) Pseudorange 2 is
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simply Column 2 of [ ]†
( )G t . Similarly, a 10-meter error only in Pseudorange 3 of K

Pseudoranges causes an error described by Column 3 of [ ]†
( )G t multiplied by 10.

Accordingly, the (1xK) vector magnitudes of the position error individually subjected to a

1-meter error is simply

{ }† † † †x(t) g (1) , g (2) , g (3) ,..., g ( )K ∆  =  (7.3)

where †g ( )k represents the kth column of [ ]†
( )G t . The squared norm of this vector

computes a mean-square position error (MSE) bound. The MSE bound assumes that the

MP errors are distributed across all the satellites in a mean-square sense. This is a

reasonable assumption since, in general, even optimally TrEC-corrected pseudoranges will

have non-zero residual errors. Computing the minimum of this vector (for all time, t)

yields a minimum MSE bound. This more aggressive bound assumes the worst case MP

errors occur only on the most critical (i.e., most sensitive) satellite. (Note that a maximum

MSE bound would maximize the vector of Equation (7.3) for all time, t.) The minimum

MSE bound only assigns the 10-meter pseudorange error to the satellite that induces the

largest position error.

Figure 7-33 below plots MSE and minimum MSE bounds for Case 3 MP conditions. The

figure compares the TrEC-smoothed trace to these bounds as well. Observe how the

bounds vary as a function of changing satellite geometry (and time). The variations

indicate that the receiver is actually more sensitive to position errors towards the beginning

of the run, and that sensitivity decreases as time progresses. (Recall from Figure 7-30 that

the Carrier Smoothing Only position errors responded to this sensitivity.). One or more

rising satellites likely cause this trend.

The MSE bounds—the more design-practical bounds—conservatively over-estimate the

receiver performance. The MSE bounds are conservative by a factor of 2 or more. The

minimum MSE bounds, as expected, are much less conservative. The actual TrEC-

smoothed position errors exceed these bounds in several places. Significantly, the
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minimum MSE still bounds more than 1-σ (82%) of these worst-case position errors.

These results further substantiate the claim that the TrEC effective pseudorange errors are

substantially lower than those predicted by the analysis of Section 6.10.5 of Chapter 6.

Also, although the MSE bound should be used for design purposes, the minimum MSE

bound may more accurately predict the true TrEC position domain performance.
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Chapter 8:

Conclusions and Recommendations for

Future Research

Robust mitigation of two threats to GPS signal quality—evil waveforms and multipath—

was shown possible by developing techniques utilizing multiple correlators per receiver

channel. For the signal quality monitoring and evil waveform detection problems,

conclusions are drawn in Section 8.1. Section 8.2 lists several suggestions for future

research in these areas. Sections 8.3 and 8.4, respectively, provide conclusions and future

research recommendations in the field of multipath mitigation.

8.1 Signal Quality Monitoring Conclusions

The SQM research in this thesis may be categorized into the following three primary areas:

Evil Waveform Threat Models, Minimum Detectable Errors, and SQM Design and

Analysis. The conclusions corresponding to each of these subgroups are listed below.

8.1.1 Evil Waveform Threat Models

An “evil waveform” is an anomalous GPS signal caused by a failure of the signal

generating hardware onboard the GPS satellites. The only known occurrence of an EWF

246
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occurred on SV19 sometime in 1993. The Second-Order Step (2OS) Threat Model is best

suited for modeling evil waveforms (EWFs) since it can generate deadzones, distortions,

and false peaks on the correlation peak. At the same time it explains the actual SV19

failure spectrum data.

The 2OS Threat Model developed herein consists of a digital failure mode (Threat Model

A, or TM A), an analog failure mode (Threat Model B, or TM B), and a combined analog

and digital failure mode (Threat Model C, or TM C). The digital failure mode causes the

correlation peak deadzones. The analog failure mode induces oscillations (distortions) and,

sometimes, false peaks. Analytical equations derived in this thesis can compute a 2OS

EWF correlation function directly and very efficiently.

8.1.2 Minimum Detectable Errors (MDEs)

Minimum detectable errors (MDEs) represent the smallest correlation peak distortions that

any specific signal quality monitoring (SQM) technique can distinguish (with high integrity

and low false-alarm probability) from nominal peak distortions caused by multipath and

thermal noise. MDEs are based on experimentally-determined standard deviations of the

correlation peak. A smaller MDE for a given detection test implies a more sensitive (and

effective) detection test. Note that the MDE computation removes any means or biases that

may accompany the measurements, and assumes that those biases are not present (i.e.,

calibrated out) when the multicorrelator SQM receiver attempts to measure true EWF

distortions.

The sensitivities of multicorrelator SQM techniques directly depend on the MDEs and,

hence, strongly depend on the nominal biases present on the correlation peak. As described

herein, peak-flush sidelobes (PFSLs) and the receiver front-end filtering process may

introduce significant biases into EWF detection tests and need to be accounted for

(removed) for best SQM performance. Unlike filtering biases, PSFL biases are satellite-

specific, so this thesis analyzes these on a satellite-by-satellite basis. More specifically,

using this information, it derives the MDE thresholds based on a specific PRN code of a

given satellite.
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Experimental MDE data was taken at Stanford University (SU). The SU MDEs (now

accepted as standard by the International Civil Aviation Organization, or ICAO) were

tabulated for SQM2b—a practical three-correlator pair SQM design—for elevation angles

from 0° to 90°. The data was fit using a 3rd-order polynomial, so the MDEs could be found

for any elevation angle.

8.1.3 SQM Design and Analysis

LAAS SQM: Steady State

This thesis examined several candidate multicorrelator SQM implementations to determine

the most practical and effective means of detecting EWFs which may cause hazardously

misleading information (HMI) for airborne users of the Local Area Augmentation System

(LAAS). Each implementation provided several samples of the correlation peak at various

locations and permitted the monitor to perform two types of simple EWF detection tests—

ratio tests and ∆ tests. Ratio tests measure the relative “flatness” of the peak and delta tests

measure the degree of asymmetry relative to the nominal, filtered peak.

It was found that closely-spaced correlator pairs located nearest to the peak of the

correlation function produce smaller MDEs and, hence, are most effective at detecting

EWFs. The practical monitor design of choice consisted of three correlator pairs (on a

16MHz PCBw receiver) and placed these correlators at spacings of 0.1Tc, 0.15Tc and

0.2Tc, respectively. This implementation—SQM2b—used a total of nine ratio tests plus

two delta tests and, ignoring the 6-seond time-to-alarm (TTA) requirement, was proven

capable of satisfying the current LAAS requirements for Category I landings for both

Early-minus-Late (E-L) and so-called ∆∆ correlator receivers.

The ∆∆ correlators characterize receiver tracking loop implementations that are less

sensitive to multipath errors. In contrast to conventional E-L receiver configurations, ∆∆

receivers are in general the most difficult to protect for any SQM. For LAAS, these

discriminator implementations are not duplicated on the ground, so they are not used to
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form the differential corrections. Consequently, the corrections frequently add EWF errors

where they may not have existed before instead of wholly or partially canceling them out.

The primary 11 SQM2b detection tests were unable to protect a small section of the

original, ∆∆ receiver configuration design space. In fact, 36 additional EWF detection tests

developed in this thesis were shown to improve the performance of SQM2b. However,

they did not remove the need to exclude certain ∆∆ receivers. More specifically, this

“notch” region excluded ∆∆ receivers with correlator spacings less than 0.07Tc and PCBws

greater than 14MHz.

This thesis also found that modification of the precorrelation filter could increase the

performance of multicorrelator SQM’s. For SQM2b, decreased transition band attenuation

in conjunction with linear phase (zero differential group delay) led to improved detection

capability for satellites at high elevation angles. This modification does not aid

performance on satellites at low elevation angle, however. These may require additional

(external) multipath mitigating hardware or equipment to improve SQM detection

capability.

The Multipath Limiting Antenna (MLA), for example, is specially designed to reduce the

effects of multipath on the received signal. It may provide the needed reductions in MDEs

at low elevation angles. Combined with the proper precorrelation filter design, the MLA

may permit SQM2b to satisfy the more stringent Category II and Category III requirements

for LAAS.

LAAS SQM: Transient

The transient SQM problem analyzes the ability of a multicorrelator SQM implementation

to detect hazardous EWFs before they cause HMI for the (E-L or ∆∆) airborne users. In

other words, the transient analysis ensures that the steady-state SQM implementation

detects the EWFs within the Category I 6-second time-to-alarm requirement.
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It was found that even including the secondary detection tests (Appendix A), SQM2b is

generally incapable of detecting all hazardous EWFs within the 6-second time to alarm.

The time required to detect EWFs may be reduced without penalty by using a 100-second

moving average (100 tap, rectangular window FIR) filter instead of a first-order (Hatch

filter model, IIR) one. This alone, however, does not completely mitigate the problem.

A single nonlinear detection test—the square of the most sensitive steady-state test, or the

∆2-test—was found to produce increased sensitivity for the transient detection problem.

For SQM2b, the transient analysis indicated the first ∆ test (∆0.15,0.1) was best suited for this

operation. It showed that this single ∆2-test was able to promptly detect the hazardous

EWFs. This completed the validation that SQM2b could effectively protect airborne users

for Category I landings.

WAAS SQM: Steady State (See Appendix D.)

For the Wide Area Augmentation System (WAAS), this thesis analyzed two cases of

EWFs: the original 2OS Threat Model and a most likely subset of these EWFs. The

analysis of the full 2OS Threat Model, also called the full ICAO model, was identical to

that performed for LAAS. WAAS reference station receivers, however, monitor using the

equivalent of a single, pre-normalized ∆-test. The MDEs for WAAS may be substantially

smaller, however, than those of their LAAS counterparts since averaging may be

performed over a larger number of monitor receivers—two at each WAAS reference

station. Using the full ICAO model, it was shown that this limited multicorrelator is

capable of protecting the integrity of WAAS users against EWF threats.

The most-likely EWF threat model consisted of a reduced version of TM A and TM C.

These EWF parameters most closely approximate the SV19 event. For WAAS, it was

shown that no monitoring is required to protect ∆∆ and E-L correlators for this subset of the

full ICAO EWF model because of relaxed error requirements for LNAV/VNAV (the

current aircraft landing certification for WAAS) versus Category I landings.
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8.2 Signal Quality Monitoring Future Research

The SQM research in this thesis leaves open several possible areas of future work. These

areas include performing a calibration error sensitivity analysis, further validating the SQM

results presented in this thesis, and analyzing the transient SQM problem for WAAS. Each

of these suggestions is detailed below.

Monitor Precorrelation Filter Modification

This thesis showed (in Appendix B) that the detection capability of an SQM

implementation is sensitive to the characteristics of the precorrelation filter. Future

research should explore this avenue further, by first developing better models for the

current SQM receiver precorrelation filters. Second, this work should explore practical,

implementable filter design modifications. Once the feasible filter design space is known,

this research should model and analyze this set to determine and propose the best design for

EWF detection.

Calibration Error Sensitivity

The ultimate goal of the analysis in this thesis is to develop a real-time SQM for installation

in LAAS reference stations. The sensitivity of the results presented here to manufacturing

tolerances and other implementation-specific variations may be explored. This is

particularly true for the nominal bias calibrations. Since these biases must be measured,

stored, and used to calibrate each SQM receiver, it may be advantageous to explore their

sensitivity to changes in satellite elevation angle and temperature (for the filter biases).

For the analysis, this implies developing bounds for the measurement errors and tolerances

on the filter design specifications. Deviations in the expected and actual mean biases may

have significant implications when using nonlinear detection metrics like those proposed to

meet the transient SQM constraints. Moreover, if these biases are time varying, a real-time

calibration technique may need to be devised. The filter design specifications may be
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particularly critical for determination of the Category II and III SQM precorrelation filter

requirements.

Experimental SQM Validation

The current challenge for SQM research focuses on testing and prototyping a real-time

SQM to validate these analysis results. (Mitelman is presently accomplishing much of this

SQM work [Mitelman00].) [Akos00b] and [Macabiau00] in part accomplished

experimental validation of a modeled EWF correlation function. However, more

quantitative exploration of the errors between the measured and the actual data may yield

greater insights into the precorrelation filter biases and other (unmodeled) receiver-

dependent effects. Further, using the EWF generator, it becomes possible to directly

measure the transient SQM responses of the detection metrics. In conjunction with users

receivers of various configurations, it is possible to also measure their respective transient

PRE responses as well. In this way, the true TTAs resulting from a given SQM may be

discovered and, if needed, reduced through SQM design enhancements.

WAAS Transient SQM

The most likely threat model discussed in the previous section (and in Appendix C) works

well for a satellite that has failed (transmits an EWF) prior to coming into view of the

WAAS reference station network. In that case, both the user and the reference station will

experience errors due to the EWF. If, however, the satellite initially fails while at a high

elevation angle relative to the WAAS network of reference stations, only the user will

experience EWF-induced errors. This is because the dual-frequency WAAS reference

receivers will rely only on carrier phase propagated corrections for these satellites. They

will virtually ignore the code (correlation) tracking errors, which EWFs affect. As a result,

there will be negligible cancellation of the errors due to the WAAS differential corrections,

and the resulting user pseudorange errors will be significantly larger. In other words, some

form of SQM may be required even for the reduced subset of the full ICAO EWF threat

model.
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This thesis presented results for the steady state WAAS SQM problem only. From the

LAAS transient analysis, it became clear that a steady-state analysis may not guarantee that

users will be alerted of HMI within the TTA requirement. (The TTA for WAAS is 6

seconds as well.) To be certain no EWFs cause HMI for WAAS users under the full,

ICAO EWF (2OS) model, a transient analysis should be performed for this case as well.

8.3 Multipath Mitigation Conclusions

The novel multicorrelator MP mitigation technique developed in this thesis led to many

significant conceptual, theoretical and experimentally based conclusions. These fall under

the following: Multipath Invariance Concept, Tracking Error Compensator: Design,

Analysis and Optimization, and Tracking Error Compensator: Experimental Validation.

The contributions to each of these are described below.

8.3.1 Multipath Invariance Concept

Conventional multipath mitigation techniques focus on the main peak of the correlation

function. Multipath distorts this peak. As a result, these techniques all exhibit a

characteristic dependence on the parameters (i.e., relative amplitude, delay, phase, and

phase rate) of the incident multipath signals.

The concept of multipath invariance asserts that the slope of the correlation function

plateaus, however, remains multipath invariant (MPI). Accordingly, this slope does not

change as a function of multipath parameters or the number of incident multipath signals.

It is approximated by computing L-E—the MPI discriminator—measurements using one or

more additional (MPI) correlator pairs inside a given receiver channel.

MPI points can be found at the late-most points of the correlation peak plateaus. There are

many MPI points present on every PRN code correlation function. The location of these

points relative to the main peak is PRN-dependent. In general, the optimal MPI points are

defined as those adjacent to the longest MPI plateau; the minimum width of these maximal-

length plateaus for all GPS PRNs is 10 chips. The best MPI point would reside at the base
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(1 early) of the main peak of a code correlation function immediately adjacent to an

optimal MPI plateau.

8.3.2 Tracking Error Compensator Design, Analysis, and Optimization

The Tracking Error Compensator (TrEC) leverages the MPI concept to directly measure

the code-tracking error due to multipath. While the conventional DLL tracks the satellite,

TrEC uses an independent correlator pair to locate the MPI point. Since the location of the

MPI point relative to the main peak is known, TrEC differences this ideal distance from

that reported by the DLL to compute the code tracking error. TrEC subsequently subtracts

this error from the pseudorange measurement. In the noiseless, finite bandwidth (and, by

extension, infinite bandwidth) scenario, TrEC results in code tracking errors that are

multipath invariant.

After applying TrEC, the tracking errors on a given signal have a constant offset due to

finite receiver PCBw. The magnitude of this bias varies as a function of receiver PCBw

and also as a function of the implementation and/or selection of the MPI point. Still,

provided this offset is common to all satellites being tracked (in the noiseless, finite PCBw

case), TrEC results in nearly zero position errors due to multipath with arbitrary

parameters.

Optimal TrEC performance requires that the MPI correlators locate the true MPI point.

This point, however, is not obtainable in practice since it is indistinguishable from the MPI

plateau. (On the plateau, the discriminator output, L-E, is zero.) A less-than-ideal MPI

point, which trades off some MP mitigation performance, must be found instead. Analysis

revealed that maximum TrEC MP tracking errors of less than approximately 1 meter are

achievable provided the actual located MPI point is within 5 meters of the true MPI point.

Signal power variations of the (nominal) incoming signal may cause the (constant) TrEC

filter bias offsets (from the MPI point locations) to differ between satellites. This may

introduce errors into the position solution. MPI normalization can partially remove this

variation. Alternatively, the attenuation effects (primarily of the antenna gain pattern) may
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be removed through calibration. This implies dynamically modifying the desired MPI

point as a function of the elevation angle of a particular satellite. This latter method, of

course, would only be valid for a specific antenna or antenna type. A third alternative

would be to simply model the precorrelation filter rounding effects and to compute the bias

using the model under different signal power assumptions.

The MPI correlators may operate on the direct signal, independent of the primary code

tracking loop by using the carrier phase. They leverage the fact that carrier loop dynamics

are relatively insensitive to the (code) multipath. These correlators use an adaptation of

traditional carrier aiding to provide this direct decoupling. Once performed, they may

obtain correlation samples in the MPI region on the correlation function without being

influenced by the multipath-varying conventional DLL.

A Fibonacci Search (FS) is an efficient algorithm for locating the MPI point using a limited

number of observations (or samples at different locations) of the MPI region. It leverages a

priori knowledge of the uncertainty bounds and the desired convergence resolution to

locate the desired MPI point in a minimum number of observations. Assuming an initial

uncertainty in the location of the desired MPI point of 120 meters and a single MPI

correlator pair per receiver channel, the FS requires a maximum of 11 observations to

locate the desired MPI point within ±0.5 meters.

Correlation samples in the MPI region have low signal power, which places some

limitations on how fast the MPI point can be found. These individual samples (i.e., from

one of the correlators in an MPI correlator pair) require approximately 13-second

integration times required to elevate their SNRs to the same levels as those obtained on the

main correlation peak.

The MPI discriminator results from L-E differences of the MPI correlator samples within

the MPI region. Its variance is, in general, upper-bounded by twice the corresponding

correlator spacing. This implies that its measurements are well modeled by a coherent E-L

discriminator. Note that the coherent discriminator has the best noise performance of all

the (three) standard DLL discriminators.
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Several error sources limit the multipath mitigation performance of TrEC. Random errors

result from thermal noise and low signal power considerations. Bias errors may result from

a combination of the following four error sources: FS convergence tolerance, multipath,

unmodeled signal amplitude variations, and code-carrier divergence due to the ionosphere.

Averaging may reduce random errors (caused by thermal noise from low signal power

considerations), but the bias errors require more sophisticated reduction methods.

Cross-channel smoothing (CCS) is one technique used to reduce TrEC bias errors. It

removes residual biases by averaging them across all tracked satellites. The maximum bias

error is reduced by a factor of the number of satellites tracked. As a consequence of this,

however, the TrEC corrections become multipath varying, and the maximum expected

multipath error increases. This trade-off, however, is acceptable in many instances where

small mean errors are most desirable. Cross-channel smoothing may not be necessary if

more MPI correlators and/or a wider PCBw is available.

The addition of multiple MPI correlators can also significantly improve TrEC performance

by reducing the bias errors. Estimation-based algorithms may better estimate the location

of a single MPI point. In addition, redundant MPI correlators may be used to form TrEC

corrections at several different MPI points on a single correlation function. These

corrections may subsequently be averaged to form a single, improved correction estimate.

Both CCS and multicorrelator implementations may significantly improve TrEC

performance. Specifically, even under conservative assumptions for signal power and

multipath, these techniques may reduce the time required initially to locate the MPI point

and also reduce the maximum expected tracking errors due to multipath. Using TrEC, the

maximum (2-σ) initialization time for a narrowband receiver equipped with only one MPI

correlator pair per channel (in addition to the code tracking pair) is approximately 7.5

minutes. This bound decreases most rapidly as the number of MPI correlators are

increased. The maximum (2-σ) MP pseudorange error for this receiver configuration is 10

meters for a 6-channel receiver (using CCS). This decreases most rapidly with increasing

PCBw and number of active GPS (TrEC-enabled) channels. For example, 95% of the time,

a 16MHz PCBw receiver, equipped with three MPI correlators per channel would initialize
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in less than 50 sec, and have maximum tracking errors of one meter or less when tracking

only 6 satellites.

8.3.3 Tracking Error Compensator: Experimental Validation

TrEC was implemented on a conventional 12 channel narrowband receiver. The receiver

had a single correlator pair per channel, but was reconfigured to host two pairs per channel.

One pair in each channel performed convetional (DLL) code tracking. The other became

the MPI correlator pair.

Results from both a GPS signal generator and live GPS satellites validated TrEC’s superior

performance over a conventional DLL, carrier-smoothed code, and, in the instance of

extremely large multipath on actual GPS satellite signals, a (wideband) narrow correlator

receiver. The results indicated that TrEC is capable of providing corrections for multipath

in any regime—including ultra short-delay multipath. Tracking error comparisons

demonstrated TrEC was able to estimate multipath tracking errors at MP relative delays

well below 10 meters.

Analysis of the live GPS satellite data results (for Case 3, the most severe multipath

conditions) revealed that the initialization time and maximum pseudorange error bounds

are quite conservative. It showed that the effect of initialization time had negligible effect

on the steady-state performance of TrEC. (In general, this will always be the case since the

bounds assume the worst case uncertainty.) Also, the data showed that the mean-square

error (MSE) accuracy bound for the narrowband receiver overbounded the actual errors by

a minimum factor of (approximately) 2. In addition, it found the significantly less

conservative minimum MSE bound could more-accurately predict the true (worst-case)

TrEC performance.
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8.4 Multipath Mitigation Future Research

Introduction MPI concept and TrEC has opened the door to several interesting possibilities

and potential areas of research. This subsection describes six possible areas for future

research including:

• New MPI code properties or characteristics

• Additional or improved hardware implementations of TrEC

• Improved filtering and estimation algorithms

• Further experimental validation of TrEC performance and performance bounds

• Active control of signal tracking using the TrEC corrections

• Discovery and application of carrier phase MPI properties

MPI properties

The slope of the correlation plateaus is one multipath invariant property. However, others

may exist as well. The discovery of other, perhaps more-easily-obtainable MPI properties

may lead to faster initialization times, increased pseudorange, and, hence, position

accuracy.

Hardware Improvements

There is significant room for improvements in both initialization time and pseudorange

accuracy bounds. Since it is desirable to retain the MPI properties of TrEC as much as

possible, improving accuracy may entail curbing the use of cross-channel smoothing. Still,

the TrEC (implementation) biases must be kept as small as possible. Moreover, keeping

initialization times as short as possible, generally reduces the fidelity of the MPI point

(location) estimates, which may lead to degraded accuracy.
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Perhaps the most straightforward way to improve TrEC performance is to implement the

technique on a (high-end) receiver equipped with more sophisticated hardware. The most

ambitious of such receivers include software radio GPS receivers [Akos97]. With these, it

becomes possible to utilize arbitrary numbers of MPI region samples (i.e., correlators).

Properly implemented, this feature alone could provide the leverage necessary to achieve

near carrier phase level multipath performance, and sub-second initialization times.

Additionally, high-end receiver attributes might include a wider precorrelation bandwidth

and dual (or triple) frequency code/carrier tracking capability.

Improved Estimation Algorithms

Improved (loop-filter) estimation algorithms could assist in achieving faster, more robust

convergence to the MPI point. Additionally, using SNR, elevation angle, and other signal

observables in an adaptive estimator or Kalman filter may provide even more effective

TrEC corrections. This may be particularly useful when hardware is limited and when

CCS is necessary.

Experimental Validation

It may be desirable to experimentally validate some of the secondary claims made in this

thesis. First, TrEC analysis revealed that the MPI properties held not only for the multipath

parameters, but also the number of incident reflected signals. Second, the theoretical

accuracy bounds were found to be fairly conservative for the narrowband, single MPI

correlator case. Several other receiver configurations need to be examined to substantiate

that all these bounds are indeed conservative. Additionally, TrEC performance should be

directly compared to the best of the current wideband techniques (e.g., ∆∆ discriminators)

to substantiate the claim that TrEC is able to outperform those methods when implemented

using comparable receiver hardware.

TrEC-Aided DLL

A simple extension to the current TrEC implementation would be to use the TrEC

corrections to control the primary code tracking loop. Once performed, the nominal DLL
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carrier aiding equation (from Equation (2.14) for satellite, k) is simply modified by the

TrEC corrections according to Equation Section 8

( ) ( )1 ˆ( ) ( ) ( )k k k k
i i i i PCBwt t t bτ ρ−∆ = Φ − Φ + ∆ − (8.1)

In other words, this addition of TrEC corrections, minus the filter bias, may steer the DCO

of the primary DLL. This may reduce the maximum tracking excursions of the DLL due to

multipath or thermal noise. Accordingly, it may help further reduce the maximum

pseudorange errors expected to result from CCS. (Recall that CCS decreases the bias

errors on the TrEC-corrected pseudoranges at the expense of increased variances on these

ranges.) If properly designed, a “TrEC-assisted DLL” may also be less likely to lose lock

in high-multipath or high-interference environments.

Carrier Phase Multipath Invariance

A natural extension to the MPI concept applied to code multipath mitigation would be to

find a similar or complimentary property for the carrier phase. Although carrier phase

multipath is substantially smaller than code phase multipath, in many high-accuracy,

differential applications (e.g., attitude determination) this multipath remains a significant

source of error. Note that since the carrier cycles are not pseudorandom in nature, and have

an extremely short period, there is not direct analog between the code and carrier MPI

concepts.
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Appendix A:

Additional Tests Supported by SQM2b

Correlators

The 11 standard tests for SQM2b described in Chapter 4, Section 4.6 may be supplemented

by additional tests to improve steady state EWF detection performance. To this end, 35

new tests were developed. These include one additional delta test, 15 asymmetric ratio

tests, ten linear fit parameter tests, and nine parabolic fit parameter tests. This appendix

lists each of these in Section A.1. Section A.2 discusses results obtained from using the

tests together to improve the steady state SQM performance of SQM2b discussed in

Chapter 4.

A.1 Formulations of New Tests

The EWF detection tests are simple algebraic expressions of the correlator measurements.

They propose to detect EWF-induced distortions of the correlation peak in the presence of

nominal (ambient) noise and multipath. Recall from Section 4.1.2 of Chapter 4 that ∆-tests

are samples of the in-phase measurements of the correlation peak computed according

toEquation Section 1

261
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where ,early mI% , ,late mI% , and promptI% correspond to the filtered correlator values for (Early and

Late) correlator pair m, respectively. Similarly, ratio tests are given for all individual early

and late correlator values as
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⋅
(A.2)

The original 11 SQM2b tests for steady state EWF detection include the following tests:

• Two ∆-tests: ∆±0.075, ±0.05, and ∆±0.1, ±0.05

• Three average ratio tests (ratio of mean of Early and Late correlator values to

prompt): R±0.05av,P, R±0.075av,P, and R±0.075av,P

• Three negative ratio tests (ratio of Early correlator value to Prompt): R-0.05,P, R-

0.075,P, R-0.1,P

• Three positive ratio tests (ratio of Late correlator value to Prompt): R+0.05,P, R+0.075,P,

R+0.1,P

The SQM2b observables, however, may combine to compute arbitrary EWF detection

metrics. Provided the MDEs are computed as described in Section 4.2 of Chapter 4, and

those (test-specific) MDEs are sufficiently small relative to their respective EWF detection

output, these new tests may be used to improve the detection capability of SQM2b. Using

the SQM2b measurements, 35 new tests were created based on the ∆-test and ratio test

kernels.

Each of these additional tests are characterized as follows:

• One ∆-test:
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o 0.15,0.2∆

• 15 asymmetric ratio tests (Prompt correlator not used)

-0.1,-0.05 -0.1,-0.075 -0.05,-0.075

+0.1,+0.05 +0.1,+0.075 +0.05,+0.075

-0.1,+0.05 -0.1,+0.075 -0.1,+0.1

-0.075,+0.075 -0.075,+0.075 -0.075,+0.1

-0.05,+0.05 -0.05,+0.075 -0.05,+0.1

R R R

R R R

R R R

R R R

R R R

 
 
  
 
 
 
  

• 10 linear fit metrics (one linear fit—with five total parameters—on each side)

o ξ1, ξ2, ξ3, ξ4

o +0.05,PR̂ , +0.075,PR̂ , +0.1,PR̂ , -0.05,PR̂ , -0.075,PR̂ , -0.1,PR̂

ξ1, ξ2, ξ3, ξ4 are obtained by solving the following relation (using least-squares)

+0.05,P
1

+0.075,P
0

+0.1,P

0.05 1 R

0.075 1 R

0.1 1 R

ξ
ξ

  
     =    
       

(A.3)

and

-0.05,P
3

-0.075,P
4

-0.1,P

0.05 1 R

0.075 1 R

0.1 1 R

ξ
ξ

 − 
    − =    
    −   

(A.4)

+0.05,PR̂ , +0.075,PR̂ , +0.1,PR̂ , -0.05,PR̂ , -0.075,PR̂ , and -0.1,PR̂ are smoothed estimates of the time-

averaged, single-side ratios (the right-hand-side vectors in Equations (A.3) and (A.4)

above). These are given by
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• Nine parabolic fit metrics

o ξ5, ξ6, ξ7

o +0.05,PR
(

, +0.075,PR
(

, +0.1,PR
(

, -0.05,PR
(

, -0.075,PR
(

, -0.1,PR
(

ξ5, ξ6, ξ7 are obtained by solving the following relation (using least-squares)
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are smoothed estimates of the time-

averaged single-side ratios (the right-hand-side vectors in Equation (A.7) above). These

are given by
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A.2 Steady-State SQM Performance of SQM2b Using All Detection Tests

MDEs were found for each of these new tests using the methods defined in Chapter 4 for

these tests and the SU MDE data. (Note that these MDEs still presume a gaussian

distribution for the test statistics.) The results of applying all of these tests together (in

addition to the original 11 SQM2b ∆ and ratio tests) are summarized in the figures below.

Figure A-1 through A-24 plot the E-L and ∆∆ contour plots for both two and three monitor

receivers and elevation angles from 7.5° to 82.5° (in 15°-increments), resulting from TM

A, TM B, and TM C.

Figure A-25 through A-30 provide the MERR comparison plots for both receiver types.

Evident from these (∆∆, TM C) MERR comparison plots is the fact that the additional

detection tests significantly improve performance, but still do not eliminate the need for the

notch in the ∆∆ Region 2 design space. Note, however, that inspection of the contour plots

indicates that a significant reduction in the size of the notch is made possible by these tests.
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Figure A-1 E-L – TM C - 7.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)
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Figure A-3 E-L – TM C - 37.5°°°°- Two
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Figure A-4 ∆∆∆∆∆∆∆∆ – TM C - 7.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)
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Figure A-5 ∆∆∆∆∆∆∆∆ – TM C - 22.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)
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Figure A-7 E-L – TM C - 52.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)
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Figure A-8 E-L – TM C - 67.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)
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Figure A-9 E-L – TM C - 82.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)
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Figure A-10 ∆∆∆∆∆∆∆∆ – TM C - 52.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
2

4

6

8

10

12

14

16

18

20

22

24

Air Corre lator S pacing (chips )

D
ou

bl
e-

S
id

ed
A

ir
B

W
(M

H
z)

Tc*[0.1 0.15 0.2] - TMC-s qrt2-67.5deg-dd (100% MDEs ), P REs (fd:[7.3:0.1:13],s igma:[0.8:0.5:8.8],de lta:[-0.12:0.01:0.12])

0.
2

0.
2

0.
4

0 .
4

0.
6

0.
8

1
1.

2

Air Correlator Spacing (chips)

D
ou

bl
e-

Si
de

d
A

ir
P

C
B

w
(M

H
z)

Figure A-11 ∆∆∆∆∆∆∆∆ – TM C - 67.5°°°°- Two
Monitors (SQM2b, 11+35 Tests)
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Figure A-13 E-L – TM C - 7.5°°°°-
Three Monitors (SQM2b, 11+35
Tests)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
2

4

6

8

10

12

14

16

18

20

22

24

Air Correla tor S pac ing (chips )

D
ou

bl
e-

S
id

ed
A

ir
B

W
(M

H
z)

Tc*[0.1 0.15 0.2] - TMC-s qrt3-22.5deg (100% MDEs ), P REs (fd:[7.3:0.1:13],s igma:[0.8:0.5:8.8],de lta :[-0.12:0.01:0.12])

0.
2

0.
2

0.2

0.2

0.
2

0.2

0.2 0.2

0.
4

0.4

0.4

0.
4

0.
6

0.
60.

8

0.81

D
ou

bl
e-

Si
de

d
A

ir
P

C
B

w
(M

H
z)

Air Correlator Spacing (chips)

Figure A-14 E-L – TM C - 22.5°°°°-
Three Monitors (SQM2b, 11+35
Tests)
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Figure A-15 E-L – TM C - 37.5°°°°-
Three Monitors (SQM2b, 11+35
Tests)
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Figure A-16 ∆∆∆∆∆∆∆∆ – TM C - 7.5°°°°- Three
Monitors (SQM2b, 11+35 Tests)
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Figure A-17 ∆∆∆∆∆∆∆∆ – TM C - 22.5°°°°- Three
Monitors (SQM2b, 11+35 Tests)
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Figure A-18 ∆∆∆∆∆∆∆∆ – TM C - 37.5°°°°- Three
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Figure A-19 E-L – TM C - 52.5°°°°-
Three Monitors (SQM2b, 11+35
Tests)
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Figure A-20 E-L – TM C - 67.5°°°°-
Three Monitors (SQM2b, 11+35
Tests)
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Figure A-21 E-L – TM C - 82.5°°°°-
Three Monitors (SQM2b, 11+35
Tests)
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Figure A-22 ∆∆∆∆∆∆∆∆ – TM C - 52.5°°°°- Three
Monitors (SQM2b, 11+35 Tests)
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Figure A-23 ∆∆∆∆∆∆∆∆ – TM C - 67.5°°°°- Three
Monitors (SQM2b, 11+35 Tests)
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Figure A-24 ∆∆∆∆∆∆∆∆ – TM C - 82.5°°°°- Three
Monitors (SQM2b, 11+35 Tests)
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Figure A-25 E-L – TM A (SQM2b,
11+35 Tests)
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Figure A-26 E-L – TM B (SQM2b,
11+35 Tests)
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Figure A-27 E-L – TM C (SQM2b,
11+35 Tests)
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Figure A-28 ∆∆∆∆∆∆∆∆ – TM A (SQM2b,
11+35 Tests)
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Figure A-29 ∆∆∆∆∆∆∆∆ – TM B (SQM2b,
11+35 Tests)
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Figure A-30 ∆∆∆∆∆∆∆∆ – TM C (SQM2b,
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Appendix B:

Monitor Precorrelation Filter

Considerations for Improved SQM

Performance

Much of the LAAS SQM analysis assumed a 6th-order Butterworth precorrelation filter for

both the ground monitor receiver and the airborne user receiver. The group delay and

magnitude response analyses extended these results by including an FIR (zero-dTGd)

monitor (ground) filter and a varying magnitude response and group delay for the user

(airborne) filter. This implies that SQM2b has been validated for arbitrary airborne E-L

and ∆∆ configurations and filter implementations with group delay variations less than or

equal to 150ns. Accordingly, SQM2b has effectively validated two single ground filter

implementations—the 6th-order Butterworth and the 300-tap Hamming Window (FIR).

This appendix examines the effect of modifying the ground monitor filter characteristics to

achieve better EWF detection capabilities. This may be the best way to meet the more

stringent Category II and Category III precision approach requirements on MERR. Section

B.1 describes the filter characteristics of interest. Section B.2 proposes a new design to

detect more EWFs. Section B.3 demonstrates that performance of this new design—in

271
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tandem with the expected Multipath Limiting Antenna (MLA) technology—may help meet

GAD C MERR requirements.

B.1 Airborne and Monitor Precorrelation Filter Design Considerations

The user differential PREs are sensitive to airborne filter characteristics in the transition

band. (The transition band is the “roll-off” region between f3dB and a designated

“stopband” frequency where the magnitude response must be below some specified level.)

They are somewhat less sensitive to dTGd variations of the airborne precorrelation filters.

However, a monitor receiver’s detection capability may also be sensitive to variations in

front-end filter magnitude response and group delay in addition to magnitude response,

however. Intuitively, the dTGd should be kept as small as possible, so the EWF

distortions—normally largest at the correlation peak—do not move away from the monitor

correlator pairs. Recall that the monitor pairs (e.g., the SQM2b configuration) generally

reside at the peak of the correlation function.

0dB

-3dB

Best for
Tracking

Best for
Detection

Best for
Tracking

Best for
Detection

f3dB Frequency

Magnitude

Figure B-1 Best Precorrelation Filter Magnitude Responses for Robust EWF
Detection and Mitigation
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Figure B-1 qualitatively illustrates a “rule of thumb” for the best SQM monitor (and

airborne) filter magnitude responses. The “best” precorrelation filter for the monitor would

attenuate the EWF frequencies the least—yet still meet the LAAS interference requirement.

This ensures that the correlation peak will be maximally distorted by the EWF, and hence

more easily detected. Conversely, the airborne filter that results in the smallest PREs

should provide more attenuation of the EWF frequencies.

Note that these are “rules of thumb” only. Magnitude and group delay variations of the

monitor filter affect which EWFs the monitor can detect. They also affect the “quality” of

the differential pseudorange corrections sent to the airborne users. In order to design a

monitor filter more suited for SQM2b, this appendix more rigorously examines these

considerations coupled with those for the various airborne receiver configurations. (Note,

however, that filter implementation (i.e., manufacturing) tolerances could also become

critical in some cases. This section does not examine these sensitivity issues.)

B.2 A Better Monitor Filter Design

Ideally, a monitor filter would have linear phase (zero dTGd) and exactly meet the LAAS

interference requirement for magnitude response. The following analysis constructs an

SQM precorrelation filter with these goals in mind. Figure B-2 shows—in

postcorrelation—the suite of filters previously discussed in Section 4.6.3 of Chapter 4. The

FIR filter depicted there is the 300-tap Hamming window. Recall that the ground monitor

(and the differential correction reference) receiver implemented this filter to analyze user

dTGd variations. Beside this figure, Figure B-3 shows a (postcorrelation) 100-tap Hamming

window FIR filter response (compared only to the 6th-Order Butterworth response curve).
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The transition band magnitude response of this filter is quite different from that of the 300-

tap FIR. Below 13MHz—the maximum EWF frequency (fd) of TM C—it almost becomes

as large as the 6th-Order Butterworth curve. Also note that this design actually does violate

a small portion of the LAAS magnitude specification at and above 40MHz (below -100dB).

This relatively small violation does not affect the present analysis. However, in practice,

this filter would require additional design refinements (e.g., additional taps).

B.3 MERR Analysis Results: GAD C

Use of the relaxed-transition bandwidth FIR filter provides noticeable improvements in

EWF detection capabilities where it is most needed—at high elevation angles. Below,

Figure B-4 shows the result from the 35 additional detection tests (plus the original 11 of

Chapter 4) described in Appendix B for a ∆∆ correlator receiver subjected to TM C EWFs.

Note that the two and three maximum regional PREs (above approximately 40°) come

relatively close to the GAD B MERRs. By contrast, Figure B-5 shows the same plot for

the case where the ground monitor (and correction filters) has been replaced with the 100-

FIR filter. Observe that in this case the maximum regional PREs (for both two and three

monitor receivers) above 35° meet the GAD C MERR requirements.
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Low Elevation Angle MERRs and the Multipath Limiting Antenna (MLA)

The MLA provides effective mitigation for multipath incident from ground reflections. It

accomplishes this by utilizing a special high-gain (dipole) antenna directed at the horizon,

which has a sharp gain pattern cutoff for signals arriving from angels less than 0°. This

antenna is coupled to a second antenna (a helibowl antenna) that is trained on the sky. This

antenna provides high-gain for high elevation satellite signals. By knowing the

approximate location of the satellites, the receiver transitions between the signals processed

by each antenna, between approximately 35°-45°. These angles are, accordingly, the

“critical angles” for the MLA.

Assuming the MLA cannot provide any additional mitigation capability above 35°, Figure

B-5 indicates that the GAD C MERR requirements at high elevation angles can be met by

modifying the precorrelation filter characteristics as described above. Figure B-5 also

indirectly reveals the MDE reduction requirements on the MLA. To meet the Category II

and III requirements for SQM, in general, the MLA-improved MDEs must always be less

than or equal to the 35° SU MDEs. This means that the MLA must reduce the 5°-35°

MDEs by 70% or more.



276

Appendix C:

SQM for the Wide Area Augmentation

System

C.1 Introduction

Similar to the steady state SQM analysis performed for LAAS in Chapters 3 and 4, the

Wide Area Augmentation System (WAAS), too, requires SQM to guarantee user integrity

against the threat of EWFs. This appendix addresses the steady-state WAAS problem and

analysis methodology.

Section C.2 describes a pair of models that readily explain the observations that were made

at the time of the SV19 failure, and are computationally tractable. The first model has been

adopted by the International Civil Aviation Organization (ICAO) and is described in the

draft Standards and Recommended Practices (SARPS). Chapter 3 discussed this model in

detail. We call this first model the full ICAO model. The second model is a subset of the

first, but encloses the most likely subset or subspace of signal failures. It includes the

PRN19 failure and the surrounding neighborhood in the signal space. Consequently, we

call it the most likely model. Section 3.6 of Chapter 3 developed closed form expressions

for the anomalous correlation functions that result from either model. These have been used
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to greatly speed the calculations required by Sections C.3 through C.5. All figures are at

the end of this appendix.

Section C.3 calculates the worst pseudorange errors suffered by an airborne receiver that

conforms to the ICAO SARPS when no signal quality monitor is used by WAAS to detect

anomalous signals. This analysis subjects the victim avionics to all of the waveforms in the

most likely model. Such a conservative approach is warranted even though WAAS

contains a signal quality monitor, because the Phase I SQM is partially housed in Level D

software. Consequently, we take no safety credit for its function against the most likely

threats.

Section C.3 also plots the worst pseudorange errors against two key design parameters for

the avionics. It finds that these errors are acceptably small compared to the maximum

errors (MERRs) that an aircraft conducting an LNAV/VNAV approach can tolerate.

Specifically, the pseudorange errors that result from the most likely threats are all smaller

than 4 meters, and the remainder of the Phase I errors are always greater than 4.8 meters.

Section C.4 studies the performance of the Level D SQM against the full ICAO threat

model. This simple SQM compares the range measurements made by reference receivers

operating at two different locations on the correlation peak. One reference receiver uses a

correlator spacing of 0.1 and the other uses a correlator spacing of 0.15, and so they are

called the narrow and wide receivers respectively. Three narrow and three wide receivers

are contained in each WAAS reference station (WRS). Both receivers have double sided

pre-correlator bandwidths of approximately 16 MHz.

The performance of any SQM is sensitive to the nominal effects of noise, interference and

multipath. These ever-present effects will cause the test statistics to vary randomly and the

test threshold must be chosen so that the false alarm rate is acceptably small. We make no

attempt to derive these limits in this paper. Rather, we use the minimum detectable errors

(MDEs) that have been measured by [Akos00a] while analyzing the local area

augmentation system (LAAS). For rising satellites, we use a margin of 100% to account for

uncertainties in the actual WAAS reference measurements. For high satellites, we use no
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margin relative to the measurements of Akos, but we take no credit for the long averaging

times enabled by dual frequency carrier smoothing.

Section C.5 computes the aircraft pseudorange error due to the anomalies from the full

ICAO model that are not detected by our Level D SQM. The worst case errors are

calculated across the acceptable design parameters for the avionics. These errors are

tabulated and compared to the confidences dictated by the other error sources. The

comparison is favorable. Specifically, the largest pseudorange error due to an undetected

signal anomaly on a rising satellite is approximately 8 meters. At the same time, the

tolerable error is approximately 28 meters for low satellites, because the confidence placed

on the corrections for the ionosphere, satellite clock and satellite ephemeris is quite low.

For high elevation satellites, the largest pseudorange error is much smaller than the 4.8

meters minimum due to other Phase I error sources.

Section C.6 summarizes the results and presents several conclusions from this analysis.

The approach is summarized in Figure C-1, which shows the most likely threat model

interior to the full ICAO threat model. The avionics errors due to the most likely threats are

computed when no SQM is used. The avionics errors due to the full ICAO model are

computed with the benefit of the Level D SQM.

C.2 A Pair of Threat Models Based on the ICAO Model

In this section, we introduce our preferred threat models for the WAAS SQM

investigation—the full ICAO model and the most likely model. As described in Section C.1,

the full ICAO model is so named, because it has been adopted by the International Civil

Aviation Organization (ICAO) and is described in the draft Standards and Recommended

Practices (SARPS). The most likely model is a subset of the first, but encloses the most

likely subset or subspace of signal failures. It includes the PRN19 failure and the

surrounding neighborhood in the signal space.
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As described below, the full ICAO model includes the three Threat Models A, B and C as

described in Chapter 3. In contrast, the most likely model only includes Threat Models A

and C, and the parameter ranges for these are smaller than for the full ICAO model. Table

C-1 summarizes the relationships between these pieces.

Full ICAO Model Most Likely Model
Threat Model A:
Lead/Lag Only − ≤ ≤0 12 0 12. .∆ − ≤ ≤0 04 0 04. .∆

Threat Model B:
Amplitude Modulation

Only

∆ = 0

4 17

0 8 8 8

≤ ≤
≤ ≤

fd

. .σ
None

Threat Model C:
Lead/Lag Plus Amplitude

Modulation

− ≤ ≤
≤ ≤
≤ ≤

0 12 0 12

7 3 13

0 8 8 8

. .

.

. .

∆
fd

σ

− ≤ ≤
≤ ≤
≤ ≤

0 04 0 04

9 0 11 0

18 7 8

. .

. .

. .

∆
fd

σ
Table C-1 Summary of Threat Models and Parameters

C.2.1 Threat Model A: Lead/Lag Only

The proposed ranges for the TM A parameters are noted in Table C-1. Observe that the

most likely Threat Model A truncates the lead/lag parameter at ∆ > 0 04. , because the

actual PRN19 failure showed smaller leads and lags. Chapter 3 derives the correlation

function for Threat Model A.

C.2.2 Threat Model B: Amplitude Modulation Only

Table C-1 lists the allowable ranges for EWF parameters in Threat Model B. Note that

although PRN19 did exhibit amplitude modulation, the most likely threat model does not

include Threat Model B, because Threat Model C is a better description of the PRN19 data.

C.2.3 Threat Model C: Lead/Lag and Amplitude Modulation

This model includes all three parameters described above, again shown in Table C-1. The

most likely threat model C limits the lead/lag parameter to ∆ ≤ 0 04. , because the data for

PRN19 indicates that the magnitude of this parameter never grew larger than 0.03. It also
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limits the range for fd and s, because the PRN19 data could be modeled as ringing at fd=10

MHz with s in the indicated range.

C.2.4 Threat Model Summary

These proposed Threat Models are fairly simple with only three parameters. Indeed, all of

the threat waveforms can be envisaged as points within a cube that we will refer to as the

threat space or threat cube. Figure C-2 provides a geometrical summary of the full ICAO

threat model and the most likely threat model. Section C.3 computes the pseudorange

errors due to waveforms in the most likely threat model when no signal quality monitoring

is used. Section C.4 describes the SQM that resides in the Level D software, and shows

how to identify the waveforms within the full ICAO threat model that are detected by this

SQM. Section C.5 calculates the airborne errors due to the undetected points in the full

ICAO threat model.

C.3 Aircraft Pseudorange Errors Due to the Most Likely Threat Model

We now subject the aircraft receiver to the waveforms from our most likely threat subset.

We assume that the aircraft does not have the benefit of any signal quality monitoring on

the ground. In short, it is exposed to every point in the most likely Threat Model, because

the Phase I SQM does include some Level D software and so we should not assume that it

will protect against the most likely threats. The points in the most likely threat model A are

denoted ∆n n

NA

l q
=1

, where each element unambiguously identifies a signal with anomalous

lead or lag. The points in the most likely Threat Model C are denoted σ , ,fd n n

NC

∆b gn s
=1

,

where each triplet unambiguously identifies an anomalous signal. The aircraft pseudorange

error is computed for each point in these sets as defined in Equations (4.1) and (4.2) in

Chapter 4.

As analyzed for the (steady state) LAAS SQM analysis, this study models the pre-

correlator filter used by the ground system as a sixth order Butterworth filter with a

(double-sided) 3dB bandwidth of 8MHz. This is a close approximation to the filter used by
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the WAAS reference receiver. Also identical to the LAAS SQM investigations, the

bandwidth of the aircraft filter is allowed to vary within the constraints allowed by the

ICAO SARPS. The aircraft filter type is a sixth order Butterworth filter since, as shown in

Chapter 4, this aircraft filter is probably the worst case amongst those types that are

allowed by the SARPS.

The resulting aircraft pseudorange errors (maximum PRE contour plots) are plotted in

Figures C-3 though C-14. Again, the heavy lines are the boundaries on the airborne

correlator spacings and bandwidths that are allowed by the ICAO SARPS. Figure C-3

through C-5 are for the most likely Threat Model A when applied to avionics that use an

early-minus late discriminator. Figure C-6 through C-8 are for the same threat model

applied to avionics that use a double delta discriminator. The ICAO SARPS allow either

type of discriminator, but the allowable range of correlator spacings and bandwidths are not

the same for the two types. Notice that the heavy lines in Figure C-3 through C-5 are in

different places than the heavy lines for Figure C-6 through C-8. Figure C-9 through C-11

are for the E-L discriminator under the influence of the most likely TM C, and Figure C-12

through C-14 are for the double delta discriminator when subjected to the most likely TM

C.

Three reference correlator spacings are used in the figures. They are 0.1, 0.2 and 0.3. In

fact, the WAAS reference receiver includes a Multipath Estimating Delay Lock Loop

(MEDLL) that employs these spacings plus others. Rather than simulate the operation of

the MEDLL in the presence of these signal perturbations, we assume that the worst case

across spacings of 0.1, 0.2 and 0.3 will bound the true pseudorange error.

The results are summarized in Table C-2. The final column shows the maximum

pseudorange error across all the threat waveforms and all the allowable correlator spacings

and bandwidths. As shown, the pseudorange error never exceeds 4.0 meters when we

consider the worst case with respect to: Equation Section 3

• all the waveforms in the most likely Threat Model A
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• all the waveforms in the most likely Threat Model C

• all the air correlator spacings allowed by the SARPS

• all the airborne bandwidths allowed by the SARPS

• both discriminator types allowed by the SARPS.

Figure

Reference Spacing
(All reference

bandwidths are 8
MHz)

Most Likely
Threat Model

A or C

Avionics
Discriminator
(Early Minus

Late or Double
Delta)

Maximum
Avionics

Pseudorange
Error

(meters)
C-3 0.1 A E-L <0.5
C-4 0.2 A E-L <0.4
C-5 0.3 A E-L <0.6
C-6 0.1 A ∆∆ <0.3
C-7 0.2 A ∆∆ <0.4
C-8 0.3 A ∆∆ <0.6
C-9 0.1 C E-L <3.0
C-10 0.2 C E-L <3.0
C-11 0.3 C E-L <3.5
C-12 0.1 C ∆∆ <4.0
C-13 0.2 C ∆∆ <4.0
C-14 0.3 C ∆∆ <4.0

Table C-2 Summary of Pseudorange Errors When No Signal Quality Monitoring is
Used and the Threats are Drawn from the Most Likely Threat Model

The worst case pseudorange error of four meters means that no signal quality monitoring is

required to protect Phase I WAAS users from the effects of signal anomalies that distort the

correlation peak. The worst error due to signal anomalies will be dominated by other

factors. Specifically, the Phase I vertical protection level (VPL) includes the term

5 33
2

. σ σUDRE
2

UIVE+ Fb g (C.1)
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In this equation, σ UDRE
2 is the bounding variance due to errors in the satellite clock and

ephemeris corrections. Similarly, σ UIVE is the bounding standard deviation in the user’s

vertical error due to ionospheric delays after correction. F is the obliquity factor that maps

the vertical error into the slant error. Finally, the factor 5.33 multiplies this bounding

standard deviation out to the 10-7 level required for safety.

The quantity specified by (C.1) has been computed for 14 hours of data that was collected

from the prototype WAAS on June 7, 2000. The resulting histograms are plotted in Figure

C-15 over a coarse four by four grid of longitude and latitude within CONUS. This data set

reveals that the quantity (C.1) never drops below 4.8 meters. It should be noted that, the

true bound used by the avionics also includes terms due to local multipath, noise and

tropospheric effects. Consequently, our results are conservative.

C.4 Level D Signal Quality Monitoring (SQM)

C.4.1 Information Flow for Phase I SQM

Phase I SQM is summarized in Figure C-16. As shown, it utilizes measurements from all

three receiver types, i.e., wide (0.15 E-L), narrow (0.1 E-L) and the multipath estimating

delay lock loop (MEDLL). Each of these is referred to as WAAS Reference Equipmnent

(WRE). This data is used to develop statistics associated with differences in pseudorange

observed by each type of receiver. SQM processing is accomplished in two locations

within the WAAS architecture. The measurement statistics are computed at the reference

receiver while the view across receivers is performed at the WAAS Master Station (WMS)

in the WAAS Safety Processor (SP). (The SP is the only DO-178B Level B component in

WAAS; there is one SP in the WMS and one in the uplink station for the geostationary

satellite.)

WRE processing is conducted on a per satellite basis using pseudorange differences across

the different receiver types. MEDLL and wide pseudorange measurements are corrected

for inter-receiver/card biases (ICBias algorithm) prior to this processing. The WAAS

reference receiver SQM algorithm computes pairwise pseudorange differences (M-N, N-
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W, and M-W), edits these differences for outliers, and then processes them with a lag filter

with a time constant of 900 seconds. The outputs of this filter are smoothed pairwise

differences (WRE SV19 estimates) representing measurement biases across receiver types

at this WRE. The WRE SV19 estimates are then sent to the WMS via Rate Group 3 (i.e.,

every 30 seconds).

WMS receives Rate Group 3 data from all WREs in PID (Level D—in the Corrections

Processor (CP)), repackages the WRE SV19 estimates and forwards them to the Safety

Processor’s SQM. The SQM in the SP contains several processing criteria, such as the two

WRS in view rule, valid UDRE, and minimum number of WRE SV19 estimates pre/post

edit. If these criteria are satisfied, the monitor computes the mean and standard deviations

of all remaining WRE SV19 estimates from both the primary and secondary threads. This

mean estimate from each satellite/receiver type is then tested against a fixed threshold to

determine whether an anomalous signal exists. If so, the UDRE value is increased.

The SQM performs some fault detection by keeping track of the number of WRE SV19

estimates at a particular WRE that fails a threshold test. If the number of failures exceeds a

threshold, a message is sent via PID to fault the WRE. There is also additional SQM logic

for carrier phase processing at both the WRE and Safety Processor. For Phase I WAAS, it

is suggested that this carrier phase logic be ignored (or removed).

C.4.2 Tests Based on the Maximum Pseudorange Difference

The SQM tests described in this subsection only consider the wide-narrow pseudorange

differences. As such, our results are conservative, because the wide-MEDLL and narrow-

MEDLL measurements could reveal difficulties that the wide-narrow tests do not detect.

When the signal is nominal, the difference between the pseudorange measured using the

0.1 correlator spacing and the pseudorange from the 0.15 correlator spacing is denoted

∆τ µ τ τ

τ τ τ
τ

nom nom nom

nom nom nom

d d d d

d R d R d

nm
j

1 2 1 20 10 0 15 0 10 0 15

2 2 0

= = = = = − =

= + − − =

. , . . .

arg
~

/
~

/

b g b g b g

a f a f a fn s
(C.2)



285

In contrast, the ∆τ a d d1 20 10 0 15= =. , .b g are the pseudorange differences measured in real-

time while seeking an anomalous waveform. These test statistics are given by

∆τ τ τ

τ τ τ
τ

a a a

a a a

d d d d

d R d R d

1 2 1 20 10 0 15

2 2 0

, . .

arg
~

/
~

/

b g b g b g

a f a f a fn s

= = − =

= + − − =
(C.3)

In these equations, the subscripts nom and a continue to denote nominal and anomalous

correlation functions, respectively.

As described in the last subsection, Phase I SQM algorithms simply compare the

pseudorange difference to its nominal value. If this measured difference exceeds a specified

threshold, then the UDRE for that satellite is increased. In other words, the UDRE is

increased if

β τ τ= − ≥∆ ∆a nom0 1 0 15 0 1 0 15. , . . , .a f a f Tosp (C.4)

For the analysis described in this report, b is compared to the minimum detectable error

(MDE), which is not the test threshold itself. Rather, it is the minimum pseudorange error

that can be detected with the specified probability of missed detection given that the

threshold has been chosen to meet the false alarm rate when no anomalies are present.

The MDEs used in this study are developed in Table C-3 for two cases—a rising satellite

and a satellite at 45 degrees elevation. In both cases, the MDEs are small, because both

measurements are made on data from a common antenna and the samples are simultaneous.

Simultaneous measurements made on signals from a common antenna will cause most of

the error due to multipath to cancel. If the measurements used different antennas or were

not simultaneous, then the MDEs could be much larger.
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Satellites at 5°-10°
elevation (meters)

Satellites at 45°
elevation (meters)

sfield of b from ICAO field tests
(Akos, Phelts and Enge, 2000)

6 2 10 4. × − 2 1 10 4. × −

ssim of b from Honeywell
simulations (Brenner and Kline,

2000)
4 7 10 4. × − Not available

MDEfield=(KFFD+KMD)sfield 5 2 10 3. × − 7 10 3. × −

MDEsim=(KFFD+KMD)ssim 3 9 10 3. × − Not available
MDElow=2Max[MDEfield,MDEsim] 0 10 2. × − Not applicable

MDElow

4
0 5 10 2. × − Not applicable

MDEhigh=Max[MDEfield,MDEsim] Not applicable 7 10 3. × −

MDEhigh

20
Not applicable 3 8 10 4. × −

Table C-3 MDE(0.1,0.15) Development

The table gives the standard deviations of the test statistic, b, from actual measurements

made at Stanford University. For the rising satellite, it also gives the standard deviation

from simulations conducted by Honeywell. As shown, the simulations show similar

standard deviations to the real data. Moreover, many other field trials conducted at the time

of the ICAO SQM deliberations confirm that these standard deviations are approximately

correct.

The table multiplies sfield and ssim by KFFD+KMD. The multiplication by KFFD places the test

threshold well above the normal variation of the test statistic, so the false alarm rate will be

tolerable in the absence of any signal anomalies. The multiplication by KMD places the

minimum detectable error well above the test threshold to ensure that the probability of

missed detection is very low.

The minimum detectable error for low elevation satellites, MDElow, is twice the largest of

MDEfield and MDEsim. We multiply by two to account for the use of two separate receivers

by WAAS SQM. The ICAO data was based on a single receiver with multiple correlator

spacings per satellite. When one receiver is used, the nominal difference in the pseudorange

difference is unlikely to change with environment or age. With two receivers, the threshold

may have to be increased to account for such variations. Additionally, the thermal noise on
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the wide correlator will not be correlated with the thermal noise on the narrow correlator.

Thankfully, the thermal noise from both early correlators is strongly correlated with the

thermal noise of both late correlators. Recall that the narrow and wide correlator spacings

are 0.10 and 0.15, respectively.

The factor of two also accounts for WAAS reference sites that may be significantly noisier

than the sites used during the ICAO validation process. The RMS pseudorange errors from

the ICAO validation sites are well approximated by the ground accuracy designators

denoted as GAD B1 in Figure C-17. The WAAS pseudorange errors are shown in Figure

C-18. As shown, GAD B1 runs through the middle of the WAAS traces. Accordingly, we

feel that a factor of two is appropriate for rising satellites.

Finally, the MDE for rising satellites is divided by 2 to account for the averaging gain

across the two sets of receivers that must see any satellite used by Phase I WAAS.

The minimum detectable error for satellites at 45 degrees, MDEhigh, is equal to the

maximum of MDEfield and MDEsim. In this case, we do not multiply by two, because

WAAS measurements of high satellites have approximately the same noise as the

measurements used during ICAO validation. The ICAO measurements only used a time

constant of 100 seconds, whereas the WAAS measurements are smoothed for the entire

time that the satellite is in view. Thus, the analysis leveraged the advantage provided by

dual frequency carrier smoothing. Finally, the MDE for high elevation satellites is divided

by 20 to account for the averaging gain from the 20 receivers that certainly view a GPS

satellite at 45 degrees elevation.

All the waveforms in the full ICAO threat model are subject to the test given in Equation

(C.4). Those points that result in b>MDE are discarded. Those that result in b<MDE are

collected in two sets of undetected points denoted as follows

β α σ σ

β α σ σ

≤ ⇔ = RST
UVW

≤ ⇔ = RST
UVW

= = =

= = =

MDE

MDE

high high
HIGH

rise rise
RISE

A,U,high
B,U,high C,U,high

A,U,rise B,U,rise C,U,rise

∆ ∆

∆ ∆

n n

N

d n n

N

d n n

N

n n

N

d n n

N

d n n

N

f f

f f

l q b gn s b gn s

l q b gn s b gn s

1 1 1

1 1 1

, , , , ,

, , , , ,

(C.5)



288

Needless to say, the second set is larger than the first since it is more difficult to detect

anomalous signals on rising satellites. The impact of these two sets of undetected points on

the aircraft receiver performance is discussed in Section C.5.

C.5 Aircraft Pseudorange Errors Due to Undetected Threats Within the Full

ICAO Threat Model

We now subject the aircraft receiver to the set of undetected points given in Equation (C.5).

Like the analysis in Section C.3, these studies have also resulted in many PRE contour

plots of max ,
, ,σ

τ
fd

d BW
∆
∆ air airb g where the maximum error over the threat waveform parameters

σ , ,fd ∆b g is plotted versus the correlator spacing and bandwidth used by the avionics.

Rather than replicate all of these plots in this appendix, we summarize the results in Table

C-4 for rising satellites.

Early Minus Late Discriminator Double Delta Discriminator
dref=0.1 dref=0.2 dref=0.3 dref=0.1 dref=0.2 dref=0.3

Threat
Model A

2.2 2.5 3.0 8.0 8.0 8.8

Threat
Model B

5.0 4.2 5.5 7.0 8.0 9.0

Threat
Model C

3.8 3.9 4.1 8.0 8.2 8.3

Table C-4 Summary of Pseudorange Errors (in meters) for Rising Satellites. The
data assumes that Level D SQM is used and the waveforms are drawn from arise.

Phase I SQM is effective in detecting signal anomalies for rising satellites. Even though the

largest pseudorange error is larger than for that from the most likely threat model, the other

Phase I error sources are much larger. The histogram for Equation (C.1) is plotted in Figure

D-19 for the same 14 hour set of data that was used in Figure C-15. However, the data set

is limited to those satellites that have been in view for 20 minutes or less. This data set

reveals that the quantity (C.1) never drops below 27.1 meters, which certainly compares

favorably to the 9.0 meters shown in Table C-4.
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Phase I SQM is also effective in detecting signal anomalies for high elevation satellites. In

this case, it must protect the avionics from any threat that would cause a user pseudorange

error greater than 4.8 meters. The limited search here could not find an undetected

waveform that caused an error larger than 2 meters. Even though this search did not cover

all the possibilities in Table C-4, it did search the most troublesome cases. Specifically, it

analyzed the effect of the full ICAO Threat Models A, B and C on double delta

discriminators when the reference receiver was modeled as an early minus late

discriminator with a correlator spacing of 0.3 chips.

C.6 WAAS SQM Summary

This section summarizes the signal quality monitoring (SQM) strategy for Phase I of the

Wide Area Augmentation System (WAAS). In general, SQM detects anomalies in the

signals from the GPS (or GNSS) satellites. These anomalies do not cause the satellite signal

to be conspicuously in error, nor do they cause the signal to disappear altogether. Rather,

these anomalies are subtle and simply cause the correlation peak formed by the receiver to

be distorted.

Such distortion can result in position errors even when differential processing is used to

improve accuracy. Differential processing is used in the WAAS, where GPS measurements

at fixed reference receivers are used to improve the performance of airborne receivers. If

the reference receivers and the airborne receivers are identical, then the errors due to the

distorted correlation peak will more nearly cancel. However, if the receivers are dissimilar,

then the errors will not necessarily cancel. Specifically, errors will probably result if the

airborne receiver uses a different correlator spacing or pre-correlator filter than the

reference receiver. In this case, the errors are not completely removed by normal

differential processing. Even if the airborne receiver and the reference receivers are

identical, the errors due to the distorted signal will not always cancel, because of the

different multipath environments.

As mentioned previously, this type of signal anomaly occurred in 1993 on Space Vehicle

19 (SV19), and resulted in vertical positioning errors of 2 to 8 meters for differential GPS
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users that used SV19. The problem was alleviated when the GPS operators switched to

redundant components on the satellite.

Navigation integrity requires that WAAS provide an accurate estimate of its own

performance in real-time. This assessment is called a protection level (PL), and is

continuously compared to the alarm limit (AL) required for the operation. If the PL is

smaller than the AL, then the operation may proceed. If not, then the operation cannot be

initiated or must be aborted. The PL must overbound the true position error with high

probability. If the true error is greater than the protection level, then the pilot may attempt

an operation that is overly ambitious and unsafe. On the other hand, the PL cannot be too

conservative. If so, the intrinsic capability of the system is not being fully utilized and

operations may be needlessly aborted or avoided. Phase I WAAS is designed to enable

LNAV/VNAV, which has a vertical alarm limit (VAL) of 50 meters. It will also support

other modes of flight, but these have less stringent AL requirements.

This appendix developed a threat model from the sparse data that describes the degraded

signal from SV19. The threat model defines a set of signal distortions and contains two

pieces. As previously discussed, these are: The most likely threat, which contains the SV19

failure and its immediate neighborhood, and the full ICAO model, which contains a much

larger neighborhood around the SV19 failure. The full ICAO model is equal to the threat

model that is described in the Standards and Recommended Procedures (SARPS) to be

published by the International Civil Aviation Organization (ICAO).

Three main findings result from the development of these two EWF threat models. First,

no signal quality monitor (SQM) is required to protect Phase I WAAS users against the

most likely threats, because the resulting errors are dominated by other errors in the system.

Specifically, the pseudorange errors that result from the most likely threats are all smaller

than 4 meters, and the remainder of the Phase I errors are always greater than 4.8 meters.

Second, GLS—a landing type with more stringent requirements than LNAV/VNAV,

however less stringent than Category I—will require the Phase I SQM algorithm to be

replaced by an algorithm similar to the ones that have been designed for the Local Area
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Augmentation System (LAAS). This change is dictated by the reduction in the required

VAL from 50 to 20 meters. It will also require changes in the reference receiver hardware.

Third, the existing Phase I SQM algorithm is adequate to protect users against all threats in

the full ICAO model. When the satellite is rising, Phase I SQM limits the pseudo-range

errors suffered by the avionics to 9 meters. For rising satellites, the remainder of the Phase I

error budget always exceeds 27 meters. When the satellite is at high elevation angles, the

resulting errors are smaller than the 4.8 meters due to the other Phase I error sources.

The existing Phase I algorithm makes use of some Level D software, but should be retained

to provide protection against faults that are very different than any that have been observed.

To achieve best performance, the correlator spacing for the wide correlator receiver in the

WAAS reference receivers should be reduced from a spacing of 1.0 to 0.15.

Phase I SQM may not achieve the above stated performance due too the fact that this our

analysis is based on noise statistics from our prototype SQM that drew both wide and

narrow correlator spacings from one receiver. The Phase I receiver hardware cannot enable

such sampling and the two samples will need to come from two different receivers.

Fortunately, both receivers are connected to one antenna. As a result, the thermal noise

contribution to the measurement noise will increase, but the multipath contribution will not.

We feel that this is an acceptable risk for three reasons:

• Multipath is a much larger error source than noise.

• Our analysis includes margin to account for the larger thermal noise contribution.

• Phase I SQM is not required to protect against the most likely threats. These threats

required no SQM whatsoever.

• Phase I SQM will only operate until planned product improvements are

incorporated.



292

User Pseudorange Errors vs
Allowed User Parameters
• correlator spacing
• pre-correlator bandwidth
• pre-correlator filter type

full ICAO threat model

most likely threat space
surrounds SV 19 failure

Level D
Signal Quality
Monitor (SQM)

undetected
waveforms

User Pseudorange Errors vs
Allowed User Parameters
• correlator spacing
• pre-correlator bandwidth
• pre-correlator filter type

full ICAO threat model

most likely threat space
surrounds SV 19 failure

Level D
Signal Quality
Monitor (SQM)

undetected
waveforms

Figure C-1 Summary of SV-19 Threat Analysis
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Figure C-3 Maximum Pseudorange Error for the Avionics With an Early Minus
Late Discriminator Against Most Likely Threat Model A. No SQM is used and the
reference receiver has a correlator spacing of 0.1 chips and a bandwidth of 8 MHz.
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Figure C-4 Maximum Pseudorange Error for the Avionics With an Early Minus
Late Discriminator Against Most Likely Threat Model A. No SQM is used and the
reference receiver has a correlator spacing of 0.2 chips and a bandwidth of 8 MHz.
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Figure C-5 Maximum Pseudorange Error for the Avionics With an Early Minus
Late Discriminator Against Most Likely Threat Model A. No SQM is used and the
reference receiver has a correlator spacing of 0.3 chips and a bandwidth of 8 MHz.
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Figure C-6 Maximum Pseudorange Error for the Avionics With a Double Delta
Discriminator Against Most Likely Threat Model A. No SQM is used and the
reference receiver has a correlator spacing of 0.1 chips and a bandwidth of 8 MHz.
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Figure C-7 Maximum Pseudorange Error for the Avionics With a Double Delta
Discriminator Against Most Likely Threat Model A. No SQM is used and the
reference receiver has a correlator spacing of 0.2 chips and a bandwidth of 8 MHz.
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Figure C-9 Maximum Pseudorange Error for the Avionics With an Early Minus
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reference receiver has a correlator spacing of 0.1 chips and a bandwidth of 8 MHz.
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Figure C-11 Maximum Pseudorange Error for the Avionics With an Early Minus
Late Discriminator Against Most Likely Threat Model C. No SQM is used and the
reference receiver has a correlator spacing of 0.3 chips and a bandwidth of 8 MHz.
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Figure C-12 Maximum Pseudorange Error for the Avionics With a Double Delta
Discriminator Against Most Likely Threat Model C. No SQM is used and the
reference receiver has a correlator spacing of 0.1 chips and a bandwidth of 8 MHz.
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Figure C-13 Maximum Pseudorange Error for the Avionics With an Double Delta
Discriminator Against Most Likely Threat Model C. No SQM is used and the
reference receiver has a correlator spacing of 0.2 chips and a bandwidth of 8 MHz.
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Figure C-14 Maximum Pseudorange Error for the Avionics With an Double Delta
Discriminator Against Most Likely Threat Model C. No SQM is used and the
reference receiver has a correlator spacing of 0.3 chips and a bandwidth of 8 MHz.
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Figure C-15 Histograms of ( )22
UDRE UIVE5.33 Fσ σ+ for users with VPLs < 50m. Over 14

hours of data on June 7, 2000, the minimum value of this metric was 4.8.
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Figure C-16 Level D Signal Quality Monitoring
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Figure C-19 Histograms of ( )22
UDRE UIVE5.33 Fσ σ+ for Satellites in View Less Than 1200

Seconds. Over 14 hours on June 7, 2000, the min value of this metric was 27.1.
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Appendix D:

GPS Autocorrelations and Near-Peak

Sidelobes

Figure D-1 plots the normalized autocorrelation peaks corresponding to each of the 32

current GPS C/A code PRNs. (Note that not all are currently assigned to satellites). Each

peak is shown centered at a code offset of zero chips and the functions are plotted to ±4Tc

on either side of the peak. The following observations may be made about these functions:

• 8 of 32 (e.g., PRN4, PRN6, PRN10, etc.) have peak-adjacent sidelobes (PASLs).

• 7 of 32 (e.g., PRN7, PRN8, PRN15, etc.) have peak-flush sidelobes (PFSLs).

• 4 (PRN3, PRN20, PRN25, PRN27) have only a 1Tc-wide plateau adjacent to the

main peak.

• 5 (e.g., PRN2, PRN9, PRN11, etc.) have only a 2Tc-wide plateau adjacent to the

main peak. (As discussed in Section 5.3.1 of Chapter 5, this is the minimum for

traditional MPI assumptions to hold.)

• 8 (e.g., PRN1, PRN5, PRN12, etc.) have peak-adjacent plateau widths 3Tc wide or

more.

• All 32 have at least two (by symmetry) trapezoidal sidelobes (not shown in Figure

D-1).
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Figure D-1 Normalized Autocorrelation Peaks and Near-Peak Sidelobes for Current GPS PRNs
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