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Abstract

This thesis describes the theory and implementation of a high-performance navigation
system which combines GPS with Low Earth Orbit Satellites (LEOS). Our objective is
to rapidly acquire centimeter-level position, without placing constraints on the motion
of the navigated platform. When tracking the carrier phase of satellite downlinks,
the primary obstacle to accurate positioning is the resolution of cycle ambiguities,
which arise since phase can only be measured modulus 27. The rapid change in the
line-of-sight vectors from the receiver to the LEO signal sources, due to the orbital
motion of the LEOS, enables the robust resolution of these cycle ambiguities on the
GPS signals as well as parameters related to the cycle ambiguities on the LEO sig-
nals. These parameters, once identified, enable real-time centimeter-level differential
positioning of a user receiver several miles from a reference station. The technique
requires no specialized navigation electronics, such as atomic oscillators, on-board the
LEO satellites. As such, it can accommodate instabilities in the crystal oscillators on
the satellites, multiple beam configurations of satellite links, bent-pipe communica-
tion architectures, and TDMA downlinks. A set of techniques have been developed for
achieving centimeter-level navigation using pre-existent LEO transceiver hardware,
designed for low cost data communication. The issues addressed include synchro-
nization of the LEO and GPS hardware for errors below the centimeter level, precise

time-tagging of carrier-phase measurements without the use of hardware accumulators



and latches, an efficient data reduction algorithm for resolving cycle ambiguities while
accommodating different frequency-dependent phase-lags in the receiver front ends,
and the ability to scale the number of LEOS tracked, and the number of navigation
antennas used, in software. By a combination of experimentation and simulation,
we describe the system performance in terms of accuracy and integrity of naviga-
tion solutions. We also describe potential advantages provided by LEO satellites for

meter-level navigation in high-loss environments, or multipath-prone environments.
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Chapter 1

Introduction

1.I Overview of the Problem

Conventional satellite-based positioning techniques are based on the use of special
navigation signals transmitted from mulitiple navigational satellites. In the global
positioning system (GPS), for example, a constellation of GPS satellites transmit
L1 (1575MHz) and L2 (1227MHz) carrier signals modulated with C/A and P code
signals. By measuring the incident phase of these code signals, a user receiver can

determine its position to an accuracy of about 6 meters.

To determine the user position with higher accuracy, a differential technique can
be used. A reference receiver having a known position also tracks the satellite down-
links and calculates its position. The reference receiver then calculates a differential
correction by comparing its known position with the calculated position, and trans-
mits this correction to the user receiver. This differential correction suppresses errors
which are correlated in the user and reference measurements, such as ionospheric and
tropospheric delays, and satellite ephemeris errors. Assuming the user receiver is near

the reference station, the differential correction data can improve the accuracy of its

1



position estimate to approximately 1 meter.

Various proposed techniques provide positioning accuracy on the order of 1 centime-
ter. In addition to tracking code phase, these techniques also measure the incident
carrier phase of the signals from GPS navigational satellites. Typically, this car-
rier phase positioning technique uses differential carrier phase correction data from
a reference station in order to improve performance. There is, however, a difficulty
inherent to this technique since phase can only be measured modulus 2r. When
tracking a carrier signal of a navigational satellite transmission, one can precisely
measure the phase of the signal, but one cannot determine by direct measurement
how many complete integer cycles have elapsed between the times of signal emis-
sion and reception. The measured carrier signal thus has an inherent integer cycle
ambiguity which must be resolved in order to use the carrier phase measurements
for positioning. Consequently, much research in the art of satellite-based positioning
has focused on resolving these cycle ambiguities in carrier phase measurements from

satellite signals.

1.II Prior Research

MacDoran and Spitzmesser [42] describe a method for deriving pseudoranges to GPS
satellites by successively resolving integers for higher and higher signal frequencies
with measurements independent of the integers being resolved. The first measure-
ment resolves the number of C/A code cycles; these integers provide for independent
measurements to resolve the number of P code cycles, and so on for the L2 and L1
carrier cycles. This technique, however, assumes exact correlation between satellite

and user frequency standards (i.e., the user requires an atomic clock), and provides

2



no means of correcting for atmospheric distortions.

A similar technique, called dual-frequency wide-laning, involves multiplying and
filtering the L2 and L1 signals from a GPS satellite. This process produces a beat
signal of nominal wavelength 86 ¢m, which is longer than either that of the L1 signal
(19 cm) or the L2 signal (24 c¢m). Integer ambiguities are then resolved on this longer
wavelength signal. These dual frequency techniques still have inherently low integrity.
This is because there are typically many combinations of integer ambiguities which
will accommodate a given set of observations. With the noise inherent to wide-laning
range measurements, it is difficult to resolve the correct integer set without substantial
change in the line of site vector between the receiver and the satellites. Nonetheless,
these techniques are receiving more attention with the anticipated augmentation of
GPS to three civilian frequencies. This will, to some extent, improve the integrity of

wide-laning techniques [24].

Hatch [45] described a technique for resolving integer ambiguities using measure-
ments from redundant GPS satellites. Initial carrier-phase data is collected from the
minimum number of GPS satellites needed to resolve the relative position between
two antennas. From these measurements, a set of all possible integer combinations
is derived. Using carrier phase measurements from an additional GPS satellite, the
unlikely integer combinations are systematically eliminated. This technique is suited
to the context of attitude determination where both receivers use the same frequency
standard and the distance between the antennas is fixed. This approach, however, is
ill-adapted for positioning over large displacements, where the initial set of satellites
is four and the distance between the receivers is not known a priori - the technique
is then extremely susceptible to noise, and computationally intensive. Knight [12]

details an approach similar to that of Hatch, except that a more efficient technique is



derived for eliminating unlikely integer combinations from the feasible set. Knight’s

technique also assumes that the two receivers are on the same clock standard.

Counselman (7] discloses a technique for GPS positioning that does not resolve
integer cycle ambiguities but rather finds the baseline vector between two fixed an-
tennas by searching the space of possible baseline vectors. The antennas track the
GPS satellite signals for a period of roughly 30 minutes. The baseline is selected that
best accounts for the phase changes observed with the motion of the GPS satellites.
This technique, however, assumes that the baseline vector remains constant over the
course of all the measurements during the 30 minute interval, and is therefore only
suitable for surveying applications. Moreover, it also assumes that the clock offset

between user and reference receivers remains constant over the measurement interval.

A motion-based method for aircraft attitude determination has been described by
Cohen [10]. This method involves placing antennas on the aircraft wings and tail,
as well as a reference antenna on the fuselage. The integer ambiguities between the
antennas can be rapidly resolved as the changes in aircraft attitude alter the antenna
geometry relative to the GPS satellite locations. This approach, however, is limited
to attitude determination and is not suitable for precise absolute positioning of the

aircraft itself.

Current state-of-the art kinematic carrier phase GPS navigation systems for abso-
lute positioning have been described by Cohen (15, 17, 16, 14] and by Pervan (8, 5].
These systems achieve rapid resolution of cycle ambiguities using ground-based nav-
igational pseudo satellites (pseudolites) which transmit either an additional ranging
signal (Doppler Marker) or a signal in phase with one of the satellites (Synchrolites).

These techniques achieve robust resolution of cycle ambiguities due to the geometric



diversity provided by the pseudolites, or the rapid change in the line-of-site vectors
from the receiver to the signal sources. Consequently, the approach can only achieve
rapid, accurate positioning when the navigated platform moves nearby the ground-
based pseudolites. Besides placing these constraints on the motion of the user, the

ground-based infrastructure of pseudolites on which this technique depends is costly

to maintain.

Therefore, each of the existing techniques for satellite-based navigation suffers from
one or more of the following drawbacks: (a) it does not provide centimeter-level
accuracy, (b) it does not quickly resolve integer cycle ambiguities, (c) it is not suitable
for kinematic applications, (d) it provides only attitude information and does not
provide absolute position information, (e) it does not have high integrity, (f) it requires
the deployment and maintenance of substantial ground-based infrastructure, (g) its
performance is limited to users in a small geographical area near pseudolites, or (h)
it requires the user receiver and/or the reference receiver to have an expensive highly

stable oscillator.

In view of the above, it is a goal of this dissertation to describe a system for cen-
timeter-level kinematic positioning with rapid acquisition times and high integrity,
and which does not suffer from any of the drawbacks (a)-(h) listed above. In order to
obtain high-integrity estimation of integer cycle ambiguities, carrier-phase measure-
ments must be made for a time interval long enough that the direction vectors between
the user and the signal sources undergo substantial change. The time required to ac-
quire precise position can be considerably reduced by using the signals from low earth
orbit satellites (LEOS), which are not necessarily intended for navigational use. The
short orbital periods of these LEOS rapidly provide the required change in geometry

for resolution of cycle ambiguities with high reliability. In the preferred embodiment

wn



of the system, an initial estimate of the user position and clock offset is provided
by conventional code-phase differential GPS techniques. However the methodology
is not in general limited to augmenting GPS. In fact, with enough LEOS one can

achieve a stand-alone system independent of the Glotal Position System.



Chapter 2

System Overview

2. General System Concept

An overview of the joint GPS/LEO system {34. 35. 19, 33, 32] is presented in Figure
2.1. The user and reference receivers track the incident phase of the LEO and GPS

signals. In addition, the reference receives up-to-date ephemeris information from
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Figure 2.1: Architectural overview of the LEO concept
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the relevant satellites!. The reference information is conveyed to a control center
where the differential corrections, and other navigational aids, are computed. This
differential data is conveyed to the user receiver? via a satellite data channel, or
via terrestrial infrastructure. Thus far, only a terrestrial data connection has been
employed. By using reference code or carrier prediction techniques, the data channel
need be active in bursts, at most every 5 seconds, where each burst conveys under 1

Kbit of data.

For precision navigation, the receivers track the absolute carrier phase of the LEO
and GPS signal. The geometric diversity achieved primarily by the motion of the
LEOS enables the user receiver to resolve the integer cycle ambiguities on the GPS
satellite signals as well as parameters related to the cycle ambiguities on the LEO sig-
nals. and consequently to position itself with centimeter-level accuracy in the absence
of multipath. In most applications, however, centimeter-level accuracy is redundant,
and multipath dominates the noise equation. If the LEO is transmitting a Code-
Division-Multiple-Access (CDMA) signal, as in the case of Globalstar, that signal
can be used to position the user, even when GPS is not available, such as for high-
loss indoor environments. Ideally, a receiver would track at least 2 LEO satellites,
100% of the time. We will focus our attention on Orbcomm and Globalstar, which

are the only constellations currently in operation.

2.II Embodiment of the Precision Navigation Method

We describe below the steps involved in the general navigation technique. It will also

be clear from the ensuing description how these steps would be adjusted for a static

!Most LEOS have on-board GPS receivers - see table 8.1
?Or to the point, such as a cellular base-station, where user position is computed

8



user,

or an attitude determination problem where user and reference receivers are

driven by a common oscillator and are separated by a baseline of constant magnitude.

The reference and user receivers obtain up-to-date satellite ephemeris informa-

tion for both GPS and LEO satellites.

Both reference and user receiver measure the code phase delay on the signals
transmitted by the GPS satellites. This measurement is known as the raw

pseudorange.

Based on the code phase measurement, the user and reference correlate their

clocks to within 1 pusec of GPS time [41].

In a preferred embodiment, the reference receiver calculates differential correc-
tions for the code-phase measurements and conveys them to the user receiver
over a real-time communication link. The user receiver then positions itself
with meter-level accuracy relative to the reference receiver using the differen-

tially corrected code-phase measurements.

The user and reference receiver simultaneously track the absolute carrier phase

of GPS satellite signals and LEO satellite signals.

[f necessary, the reference receiver calibrates the LEO satellite oscillators using

the technique described in Section 6.I11.

The reference receiver conveys to the user its carrier phase measurements and

measurement correction data.

The user corrects for deterministic errors in the carrier phase measurement.
These are second order phase errors which are not compensated for in the dif-

ferential correction - see Sections 4.1, 6.I1, 6.III, 9.1
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o The user employs the data-reduction technique described in Section (4.II) to
identify the integer cycle ambiguities on the GPS satellites signals, and parame-
ters related to the integer cycle ambiguities on the LEOS signals. The technique
described also involves analyzing the integrity with which these parameters can

be computed. In this way, we protect for cases in which LEO/GPS geometry is

not sufficient for precise positioning.

¢ Once these parameters are identified, the user receiver can be positioned in

real-time, with centimeter-level accuracy relative to the reference receiver.

2.IIT Various Implementations of System Data Links

The methods by which data is transferred in the system are, of course, application

dependent. However, as part of the general overview, we will discuss some approaches

to realizing the primary data links.

2.IIILA The Link from Reference to User (LRU)

For a mobile user, the differential data link from reference to user is best implemented
with a real-time radio connection. For an attitude determination problem, the LRU
can be implemented with a real-time cable connection, and for static surveying ap-
plications, the LRU could be off-line. For the mobile user the most efficient LRU
implementation uses the same basic frequency and modulation scheme of either the
GPS signals, or the LEO satellite signals®. In this way, existing receiver front-end

hardware - as described later in Figure 3.1 - can be used for the LRU.

3This assumes that some multiple-access scheme such as CMDA, TDMA, FDMA facilitates the
additional data channel
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The radio LRU can be implemented by transmitting a signal directly to the user via
a reference station transmitter, or by using an existing LEO satellite data link. The
central function of the LRU, which determines the necessary data rates, is to convey
carrier phase measurements made at the reference station to the user. If the user
receiver knows the location of the reference station, it is able to accurately predict the
phase measurements that the reference receiver will make for up to several seconds®.
Consequently, the LRU needs to be active every few seconds, for bursts of roughly
10ms (assuming 9600 baud) over the duration of navigation. In addition to the carrier

phase information, the LRU can convey to the user the following information:

o The satellite ephemerides. This would be necessary for an implementation
where the ephemerides are not known to the user, and cannot be obtained

by a directly broadcast satellite data link.

e An estimate of the reference receiver’s clock offset. This can be used to correct

the differential measurement as described in Section 4.1.

¢ Differential corrections for code-phase measurement. In order to achieve an
initial differential position estimate which is accurate to within meters, the
reference would send to the user a set of corrections for the range measurements
to improve the code phase performance of GPS. The technique of deriving these

corrections is well understood [40].

e The position of the reference station antenna phase center. The user receiver
finds the centimeter-level position between its antenna and the reference re-

ceiver antenna. Therefore, the universal accuracy of the user’s derived position

The prediction interval could be as long as 3 seconds for centimeter-level performance when
Selective Availability (S/A) was active on the GPS signals. Without S/A, the prediction interval
will be considerably longer.

11



depends on the accuracy of the reference antenna position information. In ad-
dition, data reduction techniques which correct for deterministic errors caused
by certain LEO systems architectures, depend upon the user knowing the rough

location of the reference station antenna.

Status information on the satellites. The reference station can also send the user

information about the health and signal characteristics of each of the satellites

being tracked.

Error correction information. This information is employed by the user to min-
imize residual errors of differential phase measurement, or second order effects
which can be modeled deterministically, for example those due to ionospheric
and tropospheric delays, severe satellite oscillator instabilities, and Doppler
effects between a ground-up-link station and the satellite in a bent-pipe archi-

tecture.

2.III.LB Communicating the LEO Satellite Ephemerides

The navigation capability of the system hinges on the user knowing the location of

the LEO signal sources to reasonably high accuracy - see Section 8.IV. There are two

gencral approaches to obtaining the satellite position as a function of time. The first

approach uses a set of ephemeris parameters which characterize the satellite’s orbit,

and changes to that orbit over time. The canonical format for this information is the

Keplarian Two Line Elements (TLEs). Using orbit-prediction software, the location

of the satellite can be predicted several days into the future. The TLE format, and

the orbital prediction software written for our experimental work are briefly discussed

in Appendix B. TLEs can be updated daily over the Internet from Norad or other

12



tracking centers. For example, automatic down-loads can be arranged from sites
such as http://oigl.gsfc.nasa.gov. Although this technique was used in experiments
with the Transit satellites, the accuracy of the method is ill-suited to centimeter-level
navigation when user-reference baselines are longer than a few hundred meters. The
second approach, as used by the Navstar Satellites and the Orbcomm Satellites, is
the communication from the satellite in real-time of satellite positions, or a set of
parameters modeling the satellite position as a function of time, which are valid for
a single satellite pass. This preferred technique was applied in experiments with the

Orbcomm satellites, as detailed in Section 9.

Tracking
Station
Ly Ephemeris
Data Provider / Reference
SOCC | —#» =1-- \_  {Station

""" line connectio?l’b@_‘ User

Figure 2.2: Various approaches to communicating the LEO satellite position to the

user. Any sequence of arrows from the SOCC or tracking station to the user is a
viable approach.

Figure 2.2 displays the different mechanisms by which the satellite position or
ephemeris data may be conveyed to the user. Any sequence of arrows leading from
the satellite operations and control center (SOCC), or tracking station, to the user is
possible. The position sensing for the ephemeris data can be achieved either by posi-

tion sensors on the satellites - such as GPS receivers which are present on Orbcomm
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and Globalstar Satellites - or by a tracking station processing Doppler information
from ground receivers at surveyed locations to calculate the LEOS’ orbital parame-
ters. Whether the information is attained from the SOCC, or from a separate tracking
station. the data is conveyed to an ephemeris data provider which makes the infor-
mation accessible to the user. A simple implementation connects the reference to the
ephemeris provider via line modems over a regular land telephone line or using the In-
ternet backbone. Alternatively, the information can be obtained by the reference over
a LEO satellite data link, as we describe for Orbcomm in Section 9. The reference
would then convey this information to the user via the LRU. Another embodiment
has the LEO satellite broadcasting ephemeris data on a dedicated broadcast chan-
nel which is received by both the reference and the user. The techniques for deriving
cphemeris data from satellite position sensors, or from Doppler-tracking satellites, are

well understood, as are the implementations of these different methods for conveying

that information to the user.
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Chapter 3

Description of the LEO Navigation
Receiver

Before exploring hardware details, we will consider a generic architecture for the
combined GPS/LEQ navigation receiver. Figure 3.1 illustrates the block-wise com-
ponents for a reference or user receiver, assuming that transmissions are receivable
from the Navstar Constellation (V) as well as LEO constellations (L, Ls, L3). Only
one LEO constellation is necessary for the system, however three are assumed in this
diagram to illustrate the scalable nature of the concept. While the overall structure
of this receiver is fairly generic, the individual modules identified in Figure 3.1 can
be implemented in a variety of ways, depending on size, performance, and budgetary

constraints. We will touch upon some of these issues in the discussion that follows.

3. Antenna Subsystem

The antenna subsystem must be resonant at the downlink bands of each constellation
being tracked. In our description of the data reduction technique (Section 4.I), we

assume that this subsystem consists of a single antenna which is resonant at the
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Figure 3.1: Block architecture of a generic user or reference receiver, tracking GPS
and three LEO constellations

relevant frequencies and has phase centers for the respective bands which may be
treated as co-located (see for example [31], {55]). This assumption, however, is not
essential to the system. The design of such an antenna would present a substantial
challenge for frequency ranges from UHF to S-band. In fact, in order for a phase-

center to be stationary as satellites traverse the sky, the gain pattern of an antenna
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must be perfectly semi-hemispherical. The underlying model of a microstrip antenna,
based on a pair of resonant cavities at each end of the patch [4, 43], indicates why
such a gain pattern is infeasible. Although the errors resulting from phase-center drift
are not large for L1 band, the effect will cause errors > lem for UHF frequencies.
Consequently, this issue is significant for centimeter-level applications. In Section 9.1

we detail an experimental technique by which this effect is measured.

In situations where the orientations of the user and reference antenna subsystems
are substantially different, and where the phase centers are separated, or change
with satellite angle, the resultant phase effects need to be removed from the data.
Since the effects can be deterministically modeled, software can correct the carrier
phase measurements - see Equation (4.4) - to take this separation into account. This
involves either assuming an orientation of the antenna subsystem, or for attitude-
determination problems, iteratively making the correction based on the estimated
orientation of the vehicle on which the antenna subsystem is mounted. If the antenna
is symmetrically fed, as in Section 9.1, the effect may be modeled as a function of

elevation angle, 8, and not of azimuth angle, ¢, hence simplifying the correction.

The technique of correcting phase in software requires that the change in phase-
center with satellite elevation angle, 6, be deterministic'. In general, the phase center
of a patch antenna tends to drift in an unpredictable way as the higher-order modes of
the antenna are excited. Experimentally, it is found that these modes can be largely
suppressed by feeding an antenna symmetrically with multiple feeds, and maintaining

the perfect geometry (square or circular) of the patch.

Figure 3.2 illustrates the design of a stacked patch antenna, resonant at 400MHz

1%Vithin, of course, the limits of multipath, which is often the dominant effect.
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Figure 3.2: Stacked patch antenna design for tracking GPS together with a UHF
circularly polarized signal. The upper patch resonates at 1.575GHz, the lower at
100MHz. Notice that each patch is fed with a quadrature hybrid power combiner, and
quarter-wave impedance transformers are used to match 50 Chms to input impedance

of the patch edges. The phase centers for the two bands are relatively closely spaced
in this design.

and 1575MHZ. Notice that the upper patch (L1) uses the lower patch (UHF) as a
resonant ground plane. The antenna uses quarter-wave impedance transformers to
match the 50 Ohm line to the impedance seen at the edge of the patch, without
insetting the feed points and ruining the resonant cavity geometry. In addition, a
quarter-wave junction power splitter (combiner) is used since this shifts the relative

phase of the two signal path by 90° and enables circular polarization of the antenna.
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This antenna achieves relatively close spacing between the phase centers of the UHF
and L1 bands, so that the similar orientation assumption for the user and reference
antennas can be made. While this was constructed in the lab, it was not fabricated

for the experimental work due to budgetary constraints.

3.J1 Receiver Hardware

3.II. A Overview of Receiver Architecture

We will consider, in general terms, the signal path in our receiver if Figure 3.1 for
one of the LEO constellations, L1. The total signal amplification by the receiver is
on the order of 120dB, spread over gain at high, intermediate and low frequencies.
A crucial component which largely determines the receivers noise figure [29), is the
Low Noise Amplifier LNA at the antenna output. This should not have a noise figure
exceeding 3.0dB. The discussion that follows will indicate some noise figures which
were achieved experimentally. The LNA output is bandpass filtered and then down-
converted by mixing with a locally generated Radio Frequency (rf), f;5,,. Note that
all local oscillator signals, whether for mixing analogue signals or clocking digital
phase tracking hardware, are tied to a single crystal oscillator. An intermediate fre-
quency (if) bandpass filter (and amplifier) at the mixer output remove the unwanted
upper sideband. A microprocessor- controlled Automatic Gain Control (AGC) then
adjusts the magnitude of the signal to achieve optimal use of the available sampling
bits. There are situations where this adjustable gain is redundant. For example,
when a signal is hidden in bandpass noise of substantially larger power, such as arises
with spread spectrum modulation methods, the SNR forfeited by sampling with one

bit is roughly 1.96dB [26]. Alternatively, if the signal is sampled with 8 bits or more,
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the large dynamic range of the sampler typically renders the AGC redundant. A
common variation on this architecture is to place a low noise AGC at the input to

the r f bandpass filter to substitute for the LNA.

The if signal enters a mixing stage, followed by a filtering stage and a sampling
stage. The exact means of implementing the down-converting, filtering and sam-
pling the signal at the if stage varies substantially with the signal structure and
designer’s preference. Figures 3.3a and 3.3b illustrate two general architectures for
these processes. Both of these schemes would be possible for Binary-Phase-Shift-
Keyed (BPSK) and Quadrature-Phase-Shift-Keyed (QPSK) signals. In the scheme of
Figure 3.3a, only a single mixer and filter are used, and the sampling Section outputs
a single sample. Since the tracking assemblies vary substantially for different signal

structures, we will discuss these blocks in the context of particular satellite downlinks.

S— =k
R—=p
S A A
B e

Figure 3.3: Two generic if mixing, filtering, sampling architectures

3.I.LB Design of Receiver Hardware - MarkI: Transit

Figure 3.4 displays the Mark I hardware which was implemented for tracking the

Transit satellites of the old Navy Navigation Satellite System. Although the sys-
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Figure 3.4: Receiver hardware, Mark I, designed for Transit satellite downlink. Both
user and reference receivers are shown.

tem had been officially retired at the time of this research, the satellites were being
operated by the Department of Electrical Engineering at the University of Texas at
Austin, as part of an ionospheric research project. The downlink f.requencies used
by these satellites are similar to those used by a host of Little LEO constellations.
The band was allocated for mobile satellite services by the World Administrative Ra-
dio Conference in February 1992. Consequently, a long-term approach was adopted.
Much of the rf circuitry was designed at the component level, rather than using off-
the-shelf subsystems?, laying foundations for the construction of a pc-board receiver

that tracks commercial LEO systems. A discussion of this hardware design as well as

*This was also motivated by budgetary constraints.
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some salient details of the Transit downlink is placed in Appendix A. Discussion of

the pc-board design of the Mark [I hardware follows.

3.II.C Design of the Receiver Hardware - Mark II: Orbcomm

Applying the lessons of Mark I, the hardware for Orbcomm was re-designed to fit
onto a single pc-board, so that the joint GPS-LEO receiver could be co-located in a
single r f-shielded 20cm x 12¢m x 10cm box. Figure 3.5 shows the Mark II hardware
for tracking the 400 MHz UHF downlink of the Orbcomm satellites. The combined

GPS-LEO receiver, with the microprocessor on a separate board, is illustrated in

Figure 3.6.

Figure 3.7 illustrates the components for the r f amplification and mixing circuitry.
Note that this circuitry - shown at the bottom left of Figure 3.5 - is laid out to
achieve the shortest possible distance for all r f lines. The width of the r f strip-lines
is also set to achieve 50 impedance matching. Before being input to the MAN-1LN
amplifier (of noise figure 3.1dB and gain 28dB), the antenna output is amplified by an
LNA (of noise figure 2.2dB and gain 14dB), and then bandpass filtered to avoid noise
aliasing. The SM4T mixer has a noise figure of roughly 84B, and a conversion loss
of only 6.5dB, so long as the local oscillator input is adjusted to a power of 10dBm,
which is achieved by applying a power divider to the output of the VCO of Figure

3.8. The resultant noise figure for the receiver front end is 2.5dB.

The frequency generation for the receiver is achieved using a Mitel SP8852 Parallel
Load Synthesizer, the circuitry for which is illustrated in Figure 3.8. The frequency
plan for the Orbcomm receiver is plotted in Figure 3.9. The reference frequency,

frer. for the synthesis circuitry is sourced from the GPS receiver, and is buffered as
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Figure 3.5: Mark II - Receiver hardware for tracking GPS together with the Orbcomm
downlink. The board is designed for co-location with a GPS receiver in a single box.
The various Sections of the board include digital synchronization circuitry, high-
frequency filtering and amplification, intermediate frequency circuitry, signal mixing
section, programmable frequency synthesis circuitry, tunable low frequency gain and
filtering section

shown in Figure 3.10. The SP8852 is an integer-N synthesizer [29]; consequently the

svnthesized frequency is related to the reference frequency by

8M + A
fvco = —B—fREF (3.1)

where B is the reference divide ratio, and M, A4 determine the division ratio for
frco before the signal is input to the phase comparator. Obtaining a clean mixing

tone is a challenge with this scheme, since the output of the VCO is modulated
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Figure 3.6: A single user or reference receiver, which tracks the Orbcomm satellites
together with GPS. A Trimble Galileo II chipset is used for GPS segment. Notice
that the LEO microprocessor, a TMS320, is placed on a separate board, and is driven
by timing signals and interrupts generated by the digital synchronization hardware.

by the control voltage ripple of frequency lﬂgﬂ. If the sidebands carry too much
power. theyv will mix into the signal bands a host of interference signals which exist
close to 400MHz. The solutions are three-fold. Firstly, a combination of integers,
B. M and A are selected such that B is as small as possible, while preserving the
necessary accuracy of fy-cg. Secondly, the bandwidth of the synthesizer phase-locked-
loop (PLL) must be made as small as possible, while retaining robustness to audio-
frequency disturbance. The PLL analog control is implemented using the OP37 and
tuned using FC1, FC2 and FR1; roughly 20 KHz bandwidth was selected. Thirdly,
extensive capacitative coupling to ground is used to ensure that the signal entering the

phase comparator is decoupled from the output of the VCO. A plot of the resultant
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Figure 3.7: rf amplification, and mixing circuitry for the Orbcomm receiver

output of the VCO is shown in Figure 3.11.

Active filtering is combined with amplification for the intermediate frequency (Fig-
ure 3.13) and low-frequency (Figure 3.14) circuitry. The synthesizer was made pro-
grammable and the low-frequency circuitry tunable so that the receiver front end can
accommodate a host of signals generated by Little LEO constellations. Tuning is
also necessary to avoid interference signals which can disrupt acquisition of the of the
satellite signal as described in Section 7.II. F igure 3.12 illustrates the interference
signals output from the receiver front end, when the low-frequency filters are tuned

to a central frequency of 500kHz, and a 3dB bandwidth of 10kHz.

The digital synchronization circuitry of Figure 3.10 has three primary tasks
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Figure 3.9: Frequency plan for the Orbcomm receiver
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Figure 3.10: Digital synchronization circuitry for the Orbcomm receiver

e Buffering the timing pulses, and the reference clock signal from the GPS re-

ceiver,

* Generating interrupt signals for the microprocessor so that phase timing can be

synchronized - see Section 7.1.D.

o Generating clock signals to drive the hardware, all synchronized to the GPS

receiver clock.

A problem arises when the digital signals couple to other signals driving the receiver,
namely the lines driving the microprocessor interrupts, and the lines carrying low-
power r f signals. In the former case, noise on the line generates spurious interrupts; in

the latter case, r f interference couples with the digital signals and enters some of the
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Figure 3.11: Output of the frequency synthesis circuitry, generating a UHF mixing
signal

filtered bands shown in Figure 3.9. The primary solutions which were implemented

are:

Digital lines that source significant current must be coupled to ground with

large capacitors.

The interrupt signals are filtered using an RC network to eliminate high-frequency

disturbances.

Sensitive r f lines are laid out far from (and preferably perpendicular to) high

current signals.

rf lines are all enclosed within a Faraday cage formed using copper pour on
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Figure 3.12: Spectral plot of interference on the signal emerging from the front end,
with low-frequency filters tuned to 500kHz

the top and bottom layers of the 4-layer board. This also minimizes the effect

of ambient disturbance radiation on the receiver.

o Analog ground and digital ground are separate, and are joined only at one point

with a 1092 resistor.

3.ILLD Design of Receiver Hardware - Mark III: Globalstar

The front end built for a Globalstar receiver, which is capable of achieving centimeter-
level performance, is shown next to a cell-phone in Figure 3.15. Since our data
reduction technique (Section 4.II) determines the frequency-dependent phase lags

of the receiver front end in real time, there is no need for precisely calibrated rf
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Figure 3.13: Intermediate frequency amplification and filtering

Figure 3.14: Tunable low frequency amplification and filtering
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circuitry®. This front end uses only VLSI's designed for cell-phones which collectively
cost under $10. Details motivating this design cannot be disclosed due to proprietary
information relationships with Globalstar. However, in Appendix C, we estimate the

phase-tracking performance of a Globalstar navigation receiver.

Figure 3.15: Front end for a Globalstar navigation receiver

3.ILLE Digital Signal Processing

The digital signal processing shown in Figure 3.16 was implemented using an AS-
TRA SCM2001 Programmable Spread Spectrum Transceiver ASIC, administered by
firmware operating on a Texas Instruments TMS320 16 bit microprocessor. We se-

lected the ASTRA chip primarily for its ability to track Pseodo-random Noise (PN)

3We do require, however, that the phase lags of the front end vary at a much slower rate than
the typical satellite tracking interval
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codes of the type transmitted by the Globalstar satellites. However, in this sec-
tion, we focus on those settings relevant for tracking the Orbcomm satellites. The
A/D converters are driven by a sampling NCO which outputs an oversampling fre-
quency. f,, controlled by firmware. After sampling, the digital signal is mixed with the
sine/cosine outputs of a mixing NCO. Typically, this NCO is controlled by firmware
to close a phase-locked loop. However, in the case of a software PLL (Section 7.II)
this simply functions as a down-converter. The signal is filtered by an accumulator,
and then down-sampled by a decimation factor, D. In order to prevent overflow of
the correlators, the signal is down-shifted before being applied to the chip-matched
filter, CMF. The CMF filters the signal to a one-sided bandwidth of roughly half the
chipping rate!. The output of the CMF is then downsampled by 8 for inputting into
the early, late and prompt correlators. In the case of a CDMA signal, the correlators
implement a delay-locked loop. In the case of Orbcomm, the correlator codes are of
length L = 16. and are set to all ones. Consequently, they implement a low-pass
filter. with frequency response shown in Figure 3.17. The output of the correlators

are sampled by the microprocessor at the symbol rate, R.

Assume that the frequency of the signal emerging from the A/D converter is fi;. In
order to preserve the integrity of this signal, and due to the hardware construction,
certain restrictions apply to the selection of R, D and L, in relation to f;;. From the

operations in Figure 3.16, it can be seen that

fo=8RDL (3.2)

In order to avoid aliasing of disturbance signals, either the upper sideband output

*A similar filtering technique is applied to some spread spectrum signals to enhance noise char-
acteristics and decrease signal bandwidth
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Figure 3.17: Filtering implemented by an all-zero code for the Orbcomm signal

from the mixer should be less than half the down-sampling rate, in which case

2fiy < -;—SRL (3.3)
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or the upper sideband is filtered out by the D sample accumulator, in which case

2fi; > 8RL (3.4)

Lastly. due to the operation of the sampling NCO, the sampling rate cannot exceed

the clocking frequency

fo < feik (3.5)

Subject to these limitations, the parameters R, D and L can be freely determined
in firmware. Similarly, the phase-locked loop control law can be adjusted in firmware
based on the satellite being tracked. Since we use Doppler-aiding, a second order PLL
with a closed loop bandwidth of 10Hz is sufficient to track the incident phase with
sub-centimeter accuracy (Appendix C). The root locus design plot, and the closed
loop bode plot for the second-order PLL are shown in Figure 3.18. A lead-lag network

is used to improve transient response.

3.III Receiver Software

In this section. we provide a high-level overview of the different modules which are
necessary for a fully integrated precision navigation system. The algorithmic details
of navigation software will be discussed in later Sections. These modules can be
decomposed as illustrated in the block diagrams of Figure 3.19. Note that for the

prototype system used in the experimental work of Section 9, these operations were
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distributed among a GPS receiver microprocessor (M68340), a LEO receiver micro-
processor (TMS320), and a navigation processor (Intel Pentium II). In addition, not

all the modules mentioned were necessary for the experimental work.

1 - The initial acquisition algorithm performs a search routine to establish phase-
lock on satellite signals. This involves using the satellite ephemeris data, the GPS
signal structure data, the LEO signal structure data, possibly the location of ground
uplink stations, together with data from the tracking assemblies to control the track-
ing modules such that phase lock is established on the available satellite signals. A
detailed description of initial acquisition of the Orbcomm satellites for a firmware

tracking assembly is described in Section 7.II.

2 - The maintenance of phase-locked loops involves controlling the components
of the tracking assemblies so that phase lock is maintained on all relevant signals.
The microprocessor implements a control law for closing the phase-locked loops, and

possibly, delay-locked loops for each of the tracking modules in use.

3 - Interpreting and demodulating data from the satellite downlinks involves using

the data about the LEO and GPS signal structures to read and interpret the outputs

of the tracking modules.

1 - The carrier phase measurement routine is the process whereby carrier phase
data is read from the phase counters of each of the phase-counting assemblies and

interpreted to produce phase measurements that can be input into the data-reduction

routines.

5 - The code phase measuring and positioning routine is the process whereby code

phase data is read from the GPS tracking assembly, corrected using the differential
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corrections received from the reference and processed to obtain a meter-level position

estimate and clock offset estimate.

6 - The position calculation routine involves the correction of carrier phase mea-
surements as well as an estimation algorithm. The correction of carrier-phase mea-
surements is the process whereby carrier-phase data is corrected for deterministic
disturbances based on information received from the reference, satellite ephemeris
information, possibly the location of ground uplink stations and possibly error pre-
diction data. The nature of these corrections are discussed in Sections (4.1,6.1,6.11).
The estimation algorithm is the key process by which data is processed to identify the
integer cycle ambiguities for the GPS satellites as well as related parameters for the
LEO satellites, and to subsequently position the user with centimeter-level precision
relative to the reference receiver. The algorithm employs the satellite ephemeris infor-
mation, the GPS signal structure data, the LEO signal structure data, and possibly

the location of ground uplink stations.

7 - Receiver autonomous integrity monitoring may be used by the receiver to in-
dependently check the validity of the position solution using the satellite ephemeris

information. This technique is described in more detail in Section 8.1I1.

8 - A phase velocity measurement routine may be employed to enhance the pre-
cision of position estimation while reducing the required bandwidth of the LRU. By
estimating the phase velocity of the reference receiver, the user can predict the phase
data from the reference station for several seconds. Consequently, data burst rates

from the reference station may be as low as one every few seconds.

9 - Filtering position estimates involves applying to the position data a digital filter,

which takes into account known aspects of the user’s motion, such as bandwidth
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constraints, in order to generate more accurate, noise-free, position estimates. This
could also involve the use of Kalman-filtering techniques to combine the carrier-phase

position estimates with data obtained from other sensors such as accelerometers and

gVTOS.

We turn our attention now to the reference receiver of Figure 3.19b, to discuss

those routines which are not necessarily applicable for the user receiver.

5 - The LEO clock calibration routine is used to identify frequency offsets of the
LEO satellite oscillators. The algorithm makes use of the satellite ephemeris infor-
mation, the GPS signal structure data, the LEO signal structure data and possibly
the location of ground uplink transmitters to identify the frequency offset of the LEO
downlink due to the long-term instability of the satellite oscillator. The technique is

detailed in Section 6.111.

6 - The code phase measurements and differential correction calculation involve
reading the code phase measurements from the GPS tracking assembly and combining
this information with the known position data for the reference antenna, to calculate

differential corrections for the user.

7 - Transmitting data to the user is the process of coding and transmitting the

data destined for the user receiver in terms of the data communications protocol of

the LRU.
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Chapter 4

Precise Position Calculation

4.1 Details of the Differential Carrier Phase Mea-
surement

The scenarios in which centimeter-level positioning accuracy is required within roughly
one minute of system initialization include surveying, construction, precise control of
land vehicles, as well as high-integrity tasks such as attitude determination and au-
tomatic landing of aircraft. Similar data reduction techniques can be applied in all
cases, with simplifications in the context of a user receiver that is stationary in Earth-
Bused-Earth- Fized (EBEF) coordinates, or of a user receiver that is synchronized to
the same clock as the reference receiver. We will focus our attention on the more
general case of a mobile user receiver, which is driven by an oscillator that is distinct
from that of the reference receiver. The purpose of this section is to determine the
specifications on the hardware and firmware which synchronously measure the car-
rier phase of the incident satellite signals. The specifications are set such that all

deterministic errors in the system are below the centimeter-level.

We denote the nominal carrier frequency of the satellite downlink as w,. The phase
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of the satellite frequency synthesizer at time t, can be described:

Uy (ty) = wits + / " Awy(a)da (4.1)

where Aw,(t;) models the deviation from nominal frequency due to drift of the
crystal oscillator on board the satellite. We model this drift as a time-varying offset

in the satellite clock, 7,(t;) = i [ Aw(a)da. Consequently,

‘I’s(ts) = ws[ts + Ts(ts)] (42)

Similar clock offsets occur at the user and reference receivers. At true times ¢, and
t.. the user and reference receivers respectively record times ¢, +7,(t,) and ¢, +.(¢,).

Therefore, the phase output from the crystal oscillator of the user’s receiver at time

t, is

Ux(ty) = WX[tu + Tu(tu)] (4.3)

where wy is the nominal oscillator frequency. The frequency synthesizer of the re-
ceiver generates the r f and i f mixing signals by multiplying ¥ (t,) by factors a,; and
ay. respectively. We denote the phase of the satellite signal emerging from the user re-
ceiver's LNA at time ¢, as ¥, (¢,). The output of the first mixer after bandpass filter-
ing has phase W, (t,) = W,y (ts) — arjwy [ty + 74 (t,)]. We assume for simplicity of ex-
plar.lation that the scheme of Figure 3.3a is employed. Hence, the second mixer, after
filtering. generates a signal with phase Wy(t,) = W,y (t,) — (arf +ayp)wy [ty + Tu(t)]-

This phase is tracked by the phase-locked loop of the tracking module for satellite s,
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and is read from the corresponding phase counter by the microprocessor. Since the
nominal satellite frequency is w,, the nominal offset frequency of the signal tracked
by the PLL is w, = wys — (arf + aif)wx. The microprocessor differences the phase it
reads, W,(t,), with the phase component caused by this offset frequency, wp. Since the
microprocessor’s measure of time interval is directly affected by crystal instability, it
calculates this phase component as wq [ty + T4(t,)]- The resulting phase measurement

is

Bsu(ty) = wo [ty + Tul(ty)] — Yo(ty) — Nyp2m

= wy [ty + Tu(ty)) = Ysulty) = Nou2rm (4.4)

where we have included an integer cycle phase ambiguity, Ny, since the micro-
processor's initial phase measurement is modulus 27. Consider now the phase of the
incident satellite signal, ¥,,. The signal is affected by phase disturbances on the
satellite-to-user path, as well as frequency-dependent phase lags in the receiver. In
addition, the phase measured depends on the position of the satellite, r,, at the time
of transmission, rather than at the time of reception. Applying these factors to Equa-
tion (4.2), the phase of the signal from satellite s emerging from the LNA of the user

receiver at time ¢, is:

1 u (by — ... by — -
‘Ilsu(tu) = Ws [tu — —Dsu (tu - &__(u—))} + WeTs (tu - psu_(u____l) —Hsy — Mgy
C c c
(4.5)

where p,, is the frequency-dependent phase lag from the antenna phase-center to the

A/D sampling circuitry of the receiver. n,, Represents the error due to ionospheric
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and tropospheric delay as well as thermal noise and imperfect carrier-phase tracking
in the receiver. ng, Is actually time-varying, but we ignore this time dependence for
now. I[n order to represent the signal path length, we have denoted by p,,(t;) the
distance from user’s current position at time ¢, to the satellite position at transmission
time tg, psu(te) =| ru(ts) — re(to) |. Since we cannot know exactly the location from
where a satellite transmitted if we do not know ¢y, the precise calculation of t, requires

an infinite regression. However, one can make the simplifying approximation

1 su tu - 1
tu = —Dsu (tu - p_(—)) = tu - —psu(tu) (46)
Cc C

which generates a worst-case ranging error < 2 mm for satellites at 1400 km (the
Globalstar nominal orbital altitude). Therefore, from Equation 's (4.4) and (4.5) we

estimate the user's phase measurement at time ¢,

@ t t
oultu) = Zpa (tu - p—c(—)) +uw, [ru(tu) -7 (t.. - p—i))] = N2+ gy + M

(4.7)

The receiver assigns a timetag, ¢, to the measurement made at time t,. Since the
user receiver does not know true time t,, the timetag will be affected by the clock
offset of the receiver. The measurement must therefore be recast in terms of the
clock of the user’s receiver. If a user receiver makes code-phase measurements on the
GPS signals, the clock offset in the receiver, 7,(t,), can be estimated to within 1usec.
Once 7,(t,) has been estimated, two algorithmic approaches are possible. Firstly, one
can use this estimate to select the times at which phase data is read from the phase

counters in the receiver, so as to continually correct for the receiver’s clock offset. This
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clock steering technique limits the magnitude of the timetag error, |t —t,], to roughly
lusec. Secondly, one can use the estimate of 7,(¢,) to actively correct for any errors
which would arise in the differential phase measurement. Since these approaches are

conceptually very similar, we will describe the latter approach in more detail.

Assume the user receiver estimates its clock offset to be 7, using code-phase mea-
surements. We assume for now that 7, is time-independent since it need not be
continually updated. We define A7,(t,) = 7,(t,) — 7. For phase data read at true
time t,, the user receiver assigns a timetag, t = t, + A7, (ty) + Ty, where Ty, is a resid-
ual error in sampling time, distinct from the clock bias, resulting from the digital
logic’s imperfect precision in reading phase at the particular instant of time identified

by the microprocessor. Recasting the measurement in terms of timetag t:

@su(tu) = %psu (t - ATu(tu) - Tu - %psu (t - ATu(tu) - Tu))
+ WsTy (t - A'ru(tu) - Tu) - IV,uQTI’ + Hsu + gy

R (t _An(t) T, - %pm (t = Aru(ty) — T,,)) (4.8)

Since |A7,(t,) + T,] is of the order of a few usec, we may Taylor-expand to first

order in A7,(t,) + T, with negligible error in dropping the higher-order terms,

Osu(ty) = (4.9)
"_Jclpsu (t - L:.(‘Q) + wsTu(t) - %" :9.:2 [ATu(t) + Tu]

—w,Ty(t — p‘—‘;‘-ﬂ) — Ngu2T + gy + Ny

Note that for highly unstable oscillators, one might include in this expansion the
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terms —¢ 'sﬁ(—l[_&ru (t)+ T, and —w, 't' [AT,(t) + T,], which could be incorporated
into the estimation algorithm. However, these terms are negligible in most implemen-

tations of the system.

A similar approach to the reference receiver’s phase measurement yields the expan-

sion

Pr(tr) = (4.10)
Lpy, (t - &'c(ﬂ) + wyTr(t) - %Qﬂg—'}ﬂ[/_\rr(t) + T

~wyTs(t — L'c@) — N 27 + pgr + ngr

The reference receiver's phase measurement is timetagged with a time, ¢, and trans-
mitted (or otherwise communicated) to the user. The user matches the timetags on
the data and performs a single difference, which we now index with the timetag, ¢,

rather than a true time. The differential measurement is then

@s(t) = ‘Dsu( ) ¢sr(tr) (411)

c c c c
+ w, [T, (t - B—;l) - Ts (t - I—J;l)] + wy [ru(t) = 7 (t)]

_ “Js 67)311 [A + T ] ws apsr(t [A + Tr]

c

- (.’Vsu - IV_"-) 27 + ([l,u - ﬂsr) + (ns‘u - nsr)

We may rewrite the terms involving %’t& and 9% as
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sasr w,a,,t . N

c c ot 7l
+£us 6psr ) [T T] (ap;t(t) _ ap;;(t)) % [ATu(t) + Tu] (4'12)

or equivalently as

2 Pull) (1)~ mu(e) - 2 2l g
=t a”’“ T, - T.] + (apé;(t) - ap;;(t)) = [Ar () + T3] (4.13)

We will adopt the representation shown in Equation (4.12). It will be obvious from
the discussion how the issues we describe can be applied to the representation of
Equation (4.13). The first term in Equation (4.12) can lead to large errors and is
incorporated into the estimation strategy. The second term in Equation (4.12) can
be directly calculated, and subtracted from the differential measurement. If the user
and reference receivers are implemented with similar digital logic, the term |T, - T,|
can be made less than .1usec. Hence the third term can be ignored with distance-
equivalent errors < lmm. Now consider the fourth term. For a satellite at 1400km,
and a stationary user receiver 10km from the reference, the term (Q”jT't@ - Q%@) <
50m/s. To ensure that the fourth term produces a worst-case distance-equivalent
error < lmm we must have |A7,(t,) + T.| < 18usec, so that the term can be safely
ignored. If we consider the phase-reading scheme displayed in Figure C.1, the time
interval required to read all of the active phase-counters of all of the active phase
counter assemblies contributes to the magnitude of the differentially uncompensated

term |A7,(ty) + Ty|. Hence, for a static user, this time interval should be roughly
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< 18usec. However, for a mobile user receiver moving at, say, 250m/s, the term

(3”’7"“—) - %ﬂ) < 300m/s, and the time period should be roughly < 3usec.

The rate at which the estimate, 7,, needs to be updated so that ATy (t) remains
small depends on the stability of the receiver oscillator. For example, for a long-
term oscillator stability of 1 : 107, updates every 2 minutes and every 20 seconds are

sufficient for the static user and mobile user, respectively.

The terms in Equation (4.11) relating to the satellite clock offset can be expanded

to first order

c c

oy [r, (t - ﬂ) -1, (t - p’"(t))] ~ agft) 2 (Bur(t) = Puslt) (4.14)

For a satellite oscillator with long-term frequency stability of 1 : 106 we expect
sz(_f) to get as large as 1078 This could cause distance-equivalent errors as large as
lem. In Section 6.111, we describe a technique for calibrating the frequency offset of
the LEO satellite oscillator so that the first-order expansion of Equation (4.14) can

be calculated and subtracted out of the phase measurement.

Eliminating all terms from measurement Equation (4.11) which are either negli-

gible. or actively subtracted out of the measurement, the estimate of the resulting

measurement is

- Ws su Ws sr s, su
Os(t) = ";psu <t - £ c(t)) - %psr (t - _z(‘tl) + w; (1 - % pat(t)) [Tu(t) - Tr(t)]

= (Vo= Ng) 27 + (Hsu — Ksr) + (Ngu = nar) (415)

To clarify the estimation strategy, we redefine the components of this measurement
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as follows:

T(t) = mu(t) —7(t) (4.16)
Ny = Nu— N, (4'17)
He = Hsu = Hsr (4.18)

A
ng = 51-81: (Neu — Ngr) (4.19)

where ), is the nominal wavelength of the satellite carrier. Multiplying Equation

(4.13) by %; to convert phase to a distance measurement, we then have

4.I1 Estimation Strategy

If one attempts to estimate all of the integer components, {N,}, as well as user
position, r,(t), and clock biases, 7(t), the complete set of parameters would be al-
most unobservable. The resulting estimation matrix would be poorly conditioned
and highly susceptible to measurement noise, n,. Consequently, we select one of the
Navstar satellites, say Satellite 1, to be a reference satellite for differencing. We make
an initial approximation of the associated integer, Ny, using Equation (4.15), based
on our estimate of position and clock offset using code-phase measurements. Then,
we adjust the measurement

Js(t) = ys(t) + Nl (4.21)

47



and we redefine the parameters we seek to estimate as follows:

(4.22)

=t
———
L
S
I
-‘
—
[ 8
g
}
/.'\
=
|
2
|
I'—‘
~—

If| Ny =N, - &1 |< 200 cycles, the redefinition (4.22) leads to a maximum distance-
equivalent error of < 1mm for satellites at 1400km. For the Navstar satellites, the
new parameter, .V,, simply reduces to N, — N, since all GPS satellites are transmitting
similar frequencies. For the LEO satellites, however, the phase-delays do not cancel
and the parameters, N,, cannot be regarded as having integer values. However,
the difference between the parameters, N,, for LEOS of the same constellation will
be integer valued. For estimation techniques which exploit the integer nature of
cvele ambiguities parameters, we preserve this information by selecting one of the
LEO constant parameters, say Ns, as a real-valued parameter which accommodates
the unknown phase-lag terms. The N, parameters for the other LEOS of the same
constellation are then decomposed into a real-valued and integer-valued part. For
example. assuming satellite S — 1 is in the same LEO constellation as S, Ns_; —
N+ Ns_y where Ns_, € Z, N5 € R. For clarity, we will not assume this redefinition
occurs for the coming explanation, where we’ll assume either that only one LEO is
being tracked or that the parameters are all treated as real numbers. Special mention

will be made of some crucial algorithmic issues which come to bear when this is not

the case.

The measurement can now be approximated:

WD) = pu (t—”ﬂ@)—p,, (t—""(t’)

c C
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+ (1 - %alg‘t@) cF(t) — NyA, + 1y (4.23)

where ¥, is by definition 0.

The set of time-dependent parameters which we seek to estimate is
T =nlT .
O(t) = [ru(t)" c#(t)] (4.24)

We create an observation matriz for these parameters based on our estimates of

the line-of-sight vectors to the satellites

Po (t - E=0)" a5 i
hs(t) = ijm (t — p'_"c(.ﬂ) 1- -C-T (420)

For a current set of estimates, ©(t) and V,, we can construct an estimate of our

prediction error for satellite s:

Ays(t) = Psu (t - _—suﬁ) = Dsr (t - L(t))
¢ c

+ (1 - %a—”;t—(t)) cF(t) = Nyhs — §s(t) (4.26)

Estimation matrices and prediction errors for all visible satellites are stacked into

combined matrices,
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hy(t) Ay (t)
ha(t)

H(t) = AY(t) = Ayf(t)

| (4.27)
hs(t) Ays(t)

where S is the total number of satellites visible. The batch measurement equation,

involving measurements from t, through ty and the batch parameter update, A,
can then be expressed as

AY =HA6+V

(4.28)
with the matrix structures
A@(tl)
AO(ty)
AY(t) .
AY(t . .
AY = .( | o= AO(tx)
AY (ty) Af 2
! Aﬁ/s ]
H(t,) o0 -A
0 H(t;,) 0 -A
H= : . : (4.29)
0 H(ty) -A
where
[0 ... ... 0 ]
A O 0
A= A3 (4.30)
0
0 - As ]
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Note, in the case where LEO integer parameters, say for satellite S — 1, have been

decomposed into an integer and real part, as discussed above, A becomes:

o 0
A 0 0
Al ¥ N 0 (4.31)
0 -- 0
0 As—1 As
0 0 s

The disturbance matrix V contains errors due to each satellite’s measurement
noise n,(t) - which we may reasonably assume is uncorrelated with distribution
ng(t) ~ N(0.02,) - as well as ephemeris errors e,(t) due to imperfect knowledge
of the satellite’s position which affects calculation of p,, and p,,. Combining these
two noise sources, the disturbance matrix has the form:

ny(ty) +ei(ty) ]

ns(ti) '.i*es(t2)
V= | n(t) +eft) (4.32)

ns(t,) ';'es(te)

L B

[t should be noted that the matrix structures and parameters described above can
be altered if the user receiver is static relative to the reference receiver. This situation
pertains, for example, in surveying applications, or any problem where a vehicle can
remain stationary until good integer estimates are available. In such scenarios we
need only estimate the 3 coordinates of r,(¢;). Given an estimate of the initial
position, Ty(t;), our estimate of the position at time ¢, is simply G(t, — t;)f4(t,),

where G is a rotation about the z-axis in Earth-Centered Inertial (ECI) coordinates,
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which accounts for the earth’s rotation between time £, and t,!. To account for the

reduction in the number of parameters, we define for each time ¢ two separate stacked

observation matrices:

‘.’lu t_éhgﬁ
Plu t—gu# 1- léha‘;ﬁ.).
c
H\(t) = : Hy(t) = : (4.33)
po i) 1- g0
PSu g_é&%ﬂ
We then structure the batch estimation matrix, H, as
H,(t,) Hy(t,) 0 - -A
H,(t,)G(t, -t 0 H,(¢ 0 -A
_ 1(t2) .( 2 —t1) 2(5 1) | | (4.34)
H (ty)G(tv —-t1) 0 Hy(ty) -A

and the batch parameter update matrix, A®, as

AO = [Af,(t1) Aiy(ti) AR (8) cAF(L) ... cAF(ty) ANy ... ANGT  (4.35)

and we may proceed with a batch measurement equation as in (4.28) above.

The parameter solution to Equation 4.28 becomes well conditioned as satellites are
observed over a wide range of viewing angles. Sufficient conditioning can be achieved
far more rapidly due to the geometric diversity resulting from the motion of the LEOS.

This geometric diversity decreases the condition number of the estimation matrix H

'If all positions in the system are calculated in Earth-Centered Earth Fixed Co-ordinates, G can
simply be replaced by the identity matrix.
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Omaz(H)
Omin (H)

K(H) = (4.36)

where omin (H) and oq-(H) are the minimum and maximum singular values of H.
The condition number indicates the sensitivity of the parameter solution to distur-
bances V as well as to errors in the estimation matrix, dH. This concept can be
made more concrete by considering the || || norm of the parameter estimate errors
for a simple least-squares parameter solution. Imagine A®, is the parameter update

solution of the least-squares problem with the error sources JH and V removed:

AO, =arg on  |(H=H)A® - (AY - V)|, (4.37)

ER“AV+S-1

while A@,s is the actual least-squares solution found

AGLS — . - ,
A© arg o min |IHA® — AY]|, (4.38)

It can be shown {20] that if

ldH|lz [V} }
€ = max , <k(H 4.39
{ ], 1aY], [ < (4:39)
and
. IIHA® s — AY |2
sing3 = 4.40
1AYT, (440)
then
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1AOLs — AO,], < ex(H) (

(ST

cos2(ﬁ) + tan(ﬁ)n(H)) (4.41)

Equation (4.41) indicates how small x(H) should be for a given ¢ in order to achieve

a desired level of accuracy in the parameter estimates?.

Many different mathematical methods can yield a solution to the problem posed in
Equation (4.28). A method can be chosen depending on the processing power avail-
able in the receiver and the requirements of the specific application. Some different
approaches are discussed below. We begin by describing two canonical approaches
to the estimation problem which treat the integer parameters as real numbers. We
then describe a combined smoothing and integer search methodology that efficiently
resolves frequency-dependent phase lags as well as a set of integer parameters. Al-
though designed for the combined LEO-GPS architecture, the performance of the

latter algorithm suggests that it has application to a very wide range of cycle ambi-

guity resolution problems.

4.II1 Maximum Likelihood Update

We assume now that our estimated parameter set © is near enough the true param-
eter solution that there are negligible errors due to higher order terms incurred in

linearizing the measurement equation to derive (4.28). Based thereupon, we seek the

maximum likelihood update:

*This analysis does not require that V be serially uncorrelated, and is relevant to ephemeris and
multipath disturbance.
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A®y = arg . Prob {AY | Aé} (4.42)

This ML update requires knowledge of the measurement covariance matrix. Since
the ephemeris errors are strongly correlated, the covariance matrix, C = F {VVT},
has non-diagonal structure. Over the course of five minutes of tracking, one can

roughly model the satellite position generated from the ephemeris data as

ts(t) = r,(t) + Ar, (4.43)

where Ar, is a constant offset, modeling the difference between a satellite’s true
position and the position estimate based on the ephemeris data. We describe this

offset vector in terms of normally distributed components:

Ar, = [Az, Ay, Az|T, Az, Ay, Az, ~ N(0,0%) (4.44)

This error in the ephemeris data would result in an ephemeris disturbance (see

Equation (4.32) ):

es(t) = (Psu(t) = por(t)) — (Psult) — Pur(t)) (4.45)
Ar,(8)Tr,(t)
T ral) 149

where r,, = r,,—r,, and the approximation is achieved with a first-order expansion,
assuming that ||Ar,||s, |Armll2 € T, Tsr. Using this first-order approximation, we

find the second moment of the ephemeris disturbance statistics:
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T
E {e,(t1)es(t2)} = o? [%} = a2, (t1, t2)

Consequently, the batch covariance matrix C will have structure:

Cn+C.(t;)) C.t,ty) C.(t1,ta)
Ce(t21tl) Cn +Ce(t2) Ce(t'ZatS)

Ce(ta,tl) Ce(tSth) Cn +Ce(t3)

where

a2\ (ti ;) 0
Ce(tir t]) -
0 Uezs(tivtj)
o 0
C,=
0 ol

Given matrix C. the ML parameter update is:

2@y = (HTC™'H)” H'C-'aY

(4.47)

(4.48)

(4.49)

(4.51)

In essence, this iterative estimation strategy is the Gauss-Newton technique, where

we have pre-multiplied the batch estimation equation (4.28) by the whitening ma-

trix C~% to achieve the ML update. Since the measurements in Equation (4.23) are

only mildly nonlinear in r,, three iterations are typically sufficient to converge to

the experimental noise floor. This technique for solving the ML estimation problem

requires O(.V3) flops. Many techniques exist for reducing the computation time re-
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quired by exploiting the sparse structure of the measurement matrix H. One such

technique is outlined in Appendix D.
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Chapter 5

Solving the Maximum Likelihood
Problem with Integer Parameters

5.1 Formulating the Problem

All of the techniques discussed so far treat the integer parameters as real numbers
in the estimation strategy. In this section, we discuss a technique for solving the
maximum likelihood problem assuming an integer parameter set. For this technique,
we again assume that the off-diagonal terms of the batch covariance matrix in Equa-
tion (4.48), due primarily to ephemeris errors, are negligible. Assume for the time
being that our current parameter estimates are close to the ML solution, so that no
iteration is necessary and we drop the A notation. Consider the batch measurement

of Equation (4.28) rewritten as

Y=Ho+H.z+v (5.1)

where Hg and H., are the estimation matrices for the real and integer parameters

respectively, 6 is the matrix of real parameters, z is the ¢ x 1 matrix of integer
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parameters, and v is the disturbance matrix which has a normal distribution v ~
N(0.C). Recall, as discussed in Section 4.1, that for every additional constellation of
LEOS tracked, one of the bias parameters will go towards calibrating the frequency-
dependent phase-lags of the receiver, and will not have an integer nature. In addition,
one of the GPS bias parameters is assumed to be known. Consequently, if one LEO
constellation is used to augment GPS, and the total number of satellites tracked is
S. we will have ¢ = S — 2 integer parameters to estimate. Notice that § contains the

time-varying position and clock estimates, as well as the real-valued bias parameters.

Now. if we treat z as a vector of real parameters, and find the maximum-likelihood

batch solution, the expected values of the solution will be

and the covariance on the solution will be

Cou [ ‘z’ ] _ [ gﬁ ] C-![H, H.] (5.3)

Applying the block-matrix inverse formula, the estimate of the integer parameters

is found to be normally distributed according to: z ~ N(z,P.) where

_ -1
P, = |HTC™'H, - HTC~'H, (H{C"'Hy) IH{C-‘Hz] (5.4)

We can consider the least-squares solution z to be generated by z = z + u where

[l

u is the disturbance term. Define the whitening matrix G = P;?. The maximum

likelihood estimation problem can now be framed as
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2y = arg min, Gz - Gz|, (5.5)

5.I1 Information Smoothing

In practice, batch solutions to (5.1) are difficult to implement. Aside from computa-
tional issues, batch algorithms are difficult to administer when satellites are coming
in or out of view, or cycle slips occur, while data is being stacked for processing.
Information smoothing is preferable for its flexibility in dealing with such situations
as well as its computational efficiency. In essence, the information smoother passes

the linear Kalman filter forward and backward over the data before updating the

parameter set.

We describe the set of parameter updates as

Ax(t) = [ "\z

(t) -

i (5.6)
where Afi = [AV,... ANg]T. The parameters of Aii are treated as real numbers by
the smoothing routine, however, as per the discussion of Section 5.III, all save one are
integer valued. We assume, without loss of generality, that the real-valued parameter,
which accommodates the difference in phase lag between the LEO and GPS channels,

is ANs. We model the evolution of parameters between phase measurements as a

Markov process
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Ax(te) = Ax(te_;) + w(te) (5.7)
where
E{w(te)w(t)T} = Q(t)
= Jm [ Mo o] 53

This process is based upon the idea that the integers are constant for all phase
measurements and that no assumption is made about the user’s motion, nor about
the clock drift of the receiver, between measurements. We model the phase prediction

error of Equation (4.27) with a linear approximation:

Ay(te) = H(te) Ax(te) + v(tk) (5.9)
where
Oei(te)? + 02, 0
E{v(tk)v(tk)T} =R(tx) = : (5.10)
0 Ues(tk)2 + 0,2‘5

Denoting the covariance of our post-measurement estimate Ax(tx) as P(t), the

Kalman filtering equations for this system are [27]:

9

)
v

[

(P(te=1) + Q(te—1)) ™" + H(te)TR(tx) " "H () (5.11)
AX(te) = Ax(te-1) + P(te)H(t)"R(t) ™" (Ay(te) — Hte) A% (e-,))
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If phase-lock is attained on a new satellite s during parameter estimation, the initial
covariance of the parameter estimate AN, is very large; this can cause computational
difficulties. Consequently, we use instead an information form of the Kalman filter

({8], {47]) where we define an information matrix

5.12)

ot _ | Palte) Paa(te) 17 [ Sete) Senlte)
S(t) =Pt = | el e | = | sonene ]

and an information vector v(t;) = S(tx)Ax(tx). These definitions, together with the
disturbance model of Equation (5.9) allow us to considerably reduce the smoother
computationally. By taking the limit of ,, — oc, the update equations (3.11) simplify

as follows:

S(tk) = [g Pn((t)k)-‘ + H(te) TRt )H (L)
0 0
) [0 Sn(tk-1) = Son(tk-1)"So(te—1) ™" Son(te-1) + H(t) " R{t)H(t),
S(to) = 0 (5.13)

v(te) = S(te)AX(ti—1) + H{te)R(t) ™ (Ay(te) — H(tk) A% (te-1))

[0 0 [ AB(t) ]
| 0 Sn(te-1) — Son(te-1)"So(tk-1)""Sen(te-1) | | Afi(te)
+H(te)TR(te) "' Ay (te)

_ 0 ] + H()TR(t) " Ay (t),

| Va(tk-1) = Son(te-1)"So(te—1) ' va(te-1)
vits) = 0 (5.14)

In order to emulate the batch solution, the filter is passed forward and backward

over the data. For the backward pass, we simply interchange the t;_, and ¢t in
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Equation (5.13), and start with initial conditions S(ty) = 0 and v(ty) = 0. The

S(tx) and v(tx) from forward and backward passes are linearly combined

S(te) = S(te)" + S(t)® (5.15)

v(te) = v(te)" + v(ti)® (5.16)

and the parameter updates are then found according to A%(tx) = S(tx)~'v(tc). The

position and clock estimates, if desired, are updated according to

[i’(t_k)} _)[i'(tk) + A8(t) (5.17)

CTk

3.

Assuming the noise assumptions are accurate, it makes no difference which Ax(t)
in the sequence k = 1....V is used to update the constant parameters n. This is

born out in practice. It is simplest to take the parameter updates from the last

measurement epoch ¢y:

e

« 0+ Ai(ty) (5.18)

The smoothing and updating process is repeated until the elements of A%(tc) be-
come negligibly small. When this condition occurs, we check (as per Section 5.I1I)
to see if we may estimate the integers with acceptable integrity. If this is the case,
one final pass of the smoother is initiated to obtain the data necessary for the integer
search routine. For those parameters that are integer-valued, we seek to preserve
their integer nature in calculating the phase prediction error (Equation (4.26)) so

that this information can be exploited in an integer-search operation. Consequently,
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on the final smoothing pass, before calculating the phase prediction error of Equation

(4.26), the relevant parameters are rounded off:

After the final smoother pass, we find the covariance of the constant parameters

Po(ty) = (Salty) — Sen(tn) Sa(tn) ™ Son(t)) (5.20)

The covariance matrix for the integer-valued parameters, first described in Equation
(5.4) can be found from the relevant rows and columns of P: P < Py(tn),.g_5 .52
Similarly, the preliminary estimates of the integer parameters, as discussed above, are

obtained from the estimated bias updates of the final smoother pass

zZ= [Aﬁl(t‘v) e Aﬁs_z(t:v)] (3.21)

We now define G = P,

1
* and we are ready to search for the integer solution as per

Equation (5.5).

5.IIT Determining the Likelihood of Correct Cycle
Ambiguity Resolution

Given our noise assumptions, we may now compare the relative likelihood of two

integers vectors, say z; and 2z, according to
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Prob(z = z;)

Broste oy = =PIG(z2 = 2)I} - G (a1 ~ 2)I) (5.22)

However, instead of searching through a large set of integer vectors to find the
most likely combination, we would ideally like to establish a lower bound on the con-
fidence with which any particular vector of integers can be selected. This confidence
is independent of any particular estimate of the integers. When the confidence is
sufficiently high, we would like to perform an efficient integer search, considering as

few combinations as possible.

As a first step, define the random variable Z = Gz ,  ~ N(Gz,19%%). The

maximum-likelihood problem of Equation (5.5) now reads

Zae = arg_min, |2 - Gzll, (5.23)

The matrix G is termed the lattice generator [1]. It forms the basis of a lattice,
L(G) = {Gz |z € 2!} which is conceptually illustrated in Figure 5.1 for ¢ = 2.
For the lattice L(G). each integer point z; is associated with a Voronoi cell which
contains all the points z which are closer to Gz; than any other Gz,,j # i. The

Voronoi cell for z, is {z € R"™!|||z — Gz < ||z - Gz;||,j # i}.

Such a Voronoi cell is illustrated in the Figure 5.1. The confidence with which a
particular integer combination may be selected is found by integrating the probability
density function (pdf) of Z over the entire volume of a Voronoi cell. However, since the
Voronoi cell is defined by multiple hyperplanes, this integral is difficult to compute.
In order to make this computation tractable, we approximate a Voronoi cell with the

largest ball which can fit therein. All that we require to approximate the the pdf
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integral is the radius of this ball, which is illustrated in Figure 5.1 as gmzm.

Vareanoi
@l [

Figure 5.1: Lattice generated by the generator matrix G

Consider the set of columns which constitute the lattice generator, G = [g; ... g,].

We will describe the Gram-Schmidt orthogonalization of G as G* = [g; ... g;] where

R = - . -
gj_gj—z:l“g;”ggi’]- - q (O' )

[t can be shown (see Appendix E) that a lower bound on the value of dp;, can be

found according to:

Amin 2 min(|gil2; ll&3l2; - - - llg;ll2) (5.25)

Consider, as an example, the lattice points generated by the 2-D lattice generator
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0.47 0.62 -
B = l 0.62 ] » B2 = [ 110 } (5:26)

as shown in Figure 5.2. Since g, and g, are almost co-linear, the inequality dpm, >
\

of geometries encountered in satellite navigation. In order to compute a tighter lower

93| clearly provides a very poor lower bound. This situation is typical for the type
bound on d,n;, we would like the columns of {g;} to be as linearly independent as
possible. Stated differently, we would like to find a matrix, G, which generates exactly

the same lattice, but for which the columns {g;} are as orthogonal as possible.

The algorithm of Lenstra-Lenstra-Lovatz [1] provides a computationally efficient
technique for deriving a new lattice generator matrix G = GF where F is a unitary
matrix, and all its elements are integer-valued. As a result, G generates exactly the
same lattice points as G. However, the columns of G, {g;}, have some degree of

orthogonality, in the sense that

1

]
gi = zﬂjigi" By = 1 pl < 2

=1

i#] (5.27)

where {g;} are the columns of G*, the Gramm-Schmidt orthogonalization of G.

By maintaining some degree of linear independence among the columns {&:}
the LLL algorithm tightens the bound on dp;, which is obtained by the Gram-
Schmidt technique, dmin > min(||Ig;|1*. .. [|g;l|*). The feature is illustrated in Figure

5.2. Notice that the vectors g} and g} are almost orthogonal, with the result that

min(|

g% g:l1*) > min(igili* llg3ll®). As can be seen, a close bound on dpyy, is

established by |

]
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Figure 5.2: Lattice points, lattice generator vectors, and orthogonal basis vectors

Now, ||z — Gz||? is the sum of q independent normally distributed unit variance
random variables. Consequently, this cost has a x? distribution with ¢ degrees of
freedom. We denote by F\2(x?; ) the cumulative distribution function of a x? random
variable of ¢ d.o.f. Once we have a bound on dp;,, d, we can find a lower bound on

the probability of correct integer selection:

Prob{zy. =12} > Fpa (-i—?;q) (5.28)

This is computed by a lookup into a table describing F,2(x% ¢) and is computa-
tionally very cheap. Notice that as more measurements are taken over time, and the
geometric diversity improves, the magnitude of dp, will increase. Consequently, the

error involved in integrating the pdf of Z over a sphere of radius 413"* rather than over
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the Voronoi cell — 0. Hence, the lower bound on Prob{zys;, = z} becomes tight'.

5.1V An Efficient Integer Search Algorithm

We return now to the integer least-squares estimation problem of Equation (5.3).

Replacing G by G, the estimation problem can be reformulated as

Zy. = arg_min (z-2)'P7'(z - 2) (5.29)

where Z = G™'2, P = (GTG)~'. The maximum likelihood integer vector which
solves the previous formulation of Equation (5.5) can be found by the transformation

zy = Fzy. Notice that if P is diagonal, then the expression becomes

_ & (m = E)?
Zyp = arg min —_—

zeZax! =1 Py (3‘30)

in which case we can simply find the integers by rounding: Zj.; = [3]. Since G
is almost orthogonal. P is almost diagonal, and we can use the rounding of Z as an
initial suboptimal estimate of Zas;, Z.,. Since we have the lower bound 4“5"1 from
Equation (5.25), we know that if ||z — GZ,yl|2 < 4"*2"1 then Z,,, is the global minimum

2. Consequently, the algorithm we employ for attaining zy,,, is as follows:

e Perform the iterative smoothing technique described in Section 35.III

¢ Compute G, and 2 and set z = G3.

!For highly correlated noise, dpn will only increase with geometric diversity; the number of
nieasurements is immaterial. This effect can be accommodated by maintaining off-diagonal elements
in the batch correlation matrix, C, as discussed in Section 4.I1I.
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e Perforin the LLL on the columns of G to generate a unimodular matrix F and create
a new lattice generator matrix G = GF which is almost orthogonal.
o 2, — F[G™'2). If [|Z — GZou|l2 < %82 then zpr, = 24y and stop.
o1 ||Z — Gzgypll2 and Zgyp + Flzy
e while 1
e Search for an integral point within ellipsoid ||z — Gz}, < r.
If no such point exists zy; « FZ,,, and stop.
o Let Z,, be the integral point found in the previous step. r || Z = GZ,u ||s.
o If r < %ma then 2y + FZ,, and stop.

e end.

Note that when we search within the ellipsoid ||z — Gz||; < r we seek an integral
point as close to the center of the ellipsoid as possible. An efficient approach to

performing this search is discussed in the Appendix G [1].

Once the parameters {V,} are identified using any of the techniques discussed
above, they can be regarded as constant biases. The receiver uses these estimates in
Equation (4.26) to construct prediction error estimates with which to update position

estimates with centimeter-level precision in real time. One straightforward method

of doing this is

A§(t) = (H(t)"R(t) ™ H(tx)) ™ H(te)"R(t) ™ Ay (t) (5.:31)
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5.V Geometric Interpretation

Having completed a mathematical treatment of the parameter estimation algorithm,
this section presents a brief intuitive explanation for the benefits of the LEO signal.
Figure 5.3 describes a scenario where a user tracks a single LEO satellite, together
with two GPS satellites. For the sake of simplicity, the reference station is ignored,
the signals are free of noise, the user receiver clock has no offset from GPS time,
and the user as well as the GPS satellites are assumed to be stationary in EBEF
coordinates over the course of tracking. Based on the phase measurement of the
GPS signals, the user antenna phase center can be placed at any of the vertices of
the indicated lattice. The structure of this lattice is determined by the geometry
of the GPS satellites, as well as the wavelength of the GPS L1 signals. Since the
cyele ambiguity. or bias parameter, for the LEO is not initially known, all the user
can directly measure is the change in phase as the LEO moves from one position to
another. Each of these measurements place the user on a hyperboloid in space. After
several such measurements, the user may be placed at the interSection of all of these
hyperboloids. Notice that the user’s position estimate is infinitely sensitive on the
line perpendicular to the plane of the page. Nonetheless, the information from just a

single LEO is sufficient to resolve on which vertex of the lattice the user resides.
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Figure 5.3: Geometric interpretation of the boons of a LEO satellite signal
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Chapter 6

Accommodating some
Idiosyncratic Systems for
Navigation

6.1 Satellites with Multiple-Beam Downlinks

3dB down gt. stellite
of beem a fooqint T
3dB down pt.
of beemn b

~1800km
~5600km

A SNy X

receiver path through beam

Figure 6.1: Beam configuration on the S-band Globalstar downlink
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In Sections 4 and 4.II, it was assumed that each satellite footprint was constructed
with a single beam so that continuous carrier-phase data could be accumulated over
the duration of tracking. However, rather than transmit a single beam for the satel-
lite's footprint, as in the GPS case, some LEOS transmit multiple beams. As shown
in Figure 6.1 which roughly resembles the Globalstar downlink, each beam covers
a portion of the satellite footprint, which is nadir stabilized. We may assume that
cach beam is modulated differently, and has a phase offset relative to adjacent beams.
Imagine a receiver moves from beam a to beam b. There arises an interval of a few
seconds between reaching the 3dB-down point of beam b and the 3dB-down point
of beam a. During this interval, the receiver simultaneously tracks both beams. Be-
fore hand-over from beam a to beam b at time to, the receiver calculates the phase
difference between the two beams, @,(tg) — ¢5(to). The receiver then adds this dif-
ference to the phase measured on beam b at some later time t,. The resultant phase

measurement then becomes ¢,(to) + [¢s(t1) — da(to)], which is corrected for any offset

between the beams!.

6.I Compensating for the Effects of a Bent-pipe
Communication Payload

We have assumed in Section 4 that the signal arises onboard the satellite. However, for
a bent-pipe communication payload, the satellite actually downconverts and then re-
transmits signals received from ground-based uplink stations. This does not change
the conceptual approach, but simply requires that additional terms be taken into
account in the estimation strategy. An example of a bent-pipe system configuration

is illustrates in Figure 6.2. Consider the phase of the signal generated at the ground

This technique has not yet been implemented in practice.
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terminal:

Figure 6.2: System overview displaying bent pipe communication configuration

Wy(ty) = wy [ty + 74(t,)] (6.1)

We will ignore 7, since its effect on the differential phase measurement is negligible.
Using similar reasoning to that of Section 4.I, the phase of the uplink signal incident

at the satellite at time ¢, can be described:

Uolts) = w, (t, _ -i—pg,(t,)) vy (6.2)

where pys(t,) is the distance from the ground terminal to the satellite at time ¢,; the
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expression t, — %pg,(t,) describes the time at which the transmission was made; and
vys represents all the phase disturbances on the path from ground to satellite, which
will almost cancel out in the differential measurement. The satellite downconverter
mixes the incident signal with another at frequency wy, — w,. The phase of the down-

converted signal which the satellite transmits is then

Uy(ts) = ws [ts + Ts(ts)] - %pg,(t,) - ng,(t,) + Vgs (6.3)

The phase of the satellite signal output from the LNA of the user’s receiver at time

t, is then approximately

1 t
\Dsu(tu) = Ws (tu - Zpsu (tu - psu( u))) + Ug_, + Vgy

c

+ (ws = wy)s (t" - Ml) - g:'pgs (tu - M)

[ c

(6.4)

where v, contains all the phase disturbances on the satellite-to-user path. Conse-

quently, we find the user’s phase measurement corresponding to Equation (4.7)

‘ W ¢ ¢
Osu(tu) = (.u‘sTu(tu) -+ fpm (tu — W) + (wg _ ws)Ts (tu _ psu‘(: u))

psu(tu)

) -
+ "Cgpgs ( u - ) - Vgs = Vgy = .’V,,‘Qﬂ’ (60)

Similarly, the phase measurement made at the reference at time ¢, is
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l T tr sr tr
Osr(tr) = were(tr) + %Psr (tr _ B i )) + (wg — ws)Ts (tr _P ( ))

c

srite
+ %pg, (t, - #) ~ Vgs — Vsr — Ngp2m (6.6)

As discussed in Section 4.1, the user matches the tags on the measurements, and

performs the single difference:

¢’s(t) = (bsu(tu) - ¢sr(tr) (67)

Using a Taylor expansion and discarding all insignificant high-order terms, as in
Section 4.1, we can recast the measurement in terms of the assigned timetags. The

resultant representation of the measurement, corresponding to Equation (4.11) is:

X

Os(t) %psu (t - psu_(t)) - %psr (t - p’r—(t))

c

_ “is apsu [ATu + T ] + = Ys apsart( ) [AT,-(t) + Tr]

_ ? ap(_:;vt(t) [Aru(t) + Ty — AT(t) = Ty - % apgt(t) (ps..c(t) _ p,rc(t))

—  Vgy + Vg — Nyy2m + Ny 27

(6.8)

We will consider those terms in the expression which have been introduced by

the bent-pipe architecture and cause Equation (6.8) to differ from Equation (4.11).

Consider the terms
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(wg — ws) [r, (t - ”“T(t)) -7 (t - p"c(t))] (6.9)

involving the instabilities of the satellite oscillators. All that has changed from
Equation (4.11) is the multiplication factor, which is now (w, — w,) instead of —w;.

Therefore, the treatment of this term is similar to that of Equation (4.14).

Consider the terms in Equation (6.8) involving a—ggi. We rewrite these terms as:

‘u

w_gapw(t) [ru(t) = ()] + %apg-’(t) [7u = 7]

c Ot ot
w 8p ,(t) w ap _,(t) psu(t) psr(t)
- Z8Zeg9sv - - 285779 -

The second can be directly calculated if the position of the ground station and
the satellite ephemerides are known; hence it can be actively subtracted out of the
measurement. The third term can be ignored, using similar arguments to those of
Section 4.I. The fourth term is directly calculable if the receiver knows the satellite
cphemeris. the location of the ground uplink, and the rough position of the user
using code-phase measurements. Consequently, the fourth term is also calculated

and actively subtracted out of the differential measurement. Only the first term must

be directly estimated.

Eliminating all terms from Equation (6.8) which are either negligible, or actively

subtracted out, the estimate of the resulting measurement corresponding to Equation

(4.13) is
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N O R (=0

c

+ oy (1= 120 - e 28] (1) — (1)

— (Ngu = Ngp) 27 + (pgu — tsr) + (Rsu — Ngr) (6.11)

Following the steps outlined in Sections 4.I and 4.II, we find the measurement

approximation corresponding to Equation (4.23):

gs(t) = Dsu (t - ’uT(t)> = Dsr (t - E"Cﬁ) +

(1 - lal’:;t(‘) - ':’Lapgs(”) cF(t) = Ny + ng (6.12)

c wee O

The observation matrix for the time-varying parameters, corresponding to Equation

(4.23). becomes

.su t— Beult) ’ D
h,(t) = [P (t - 2=) = 100su(t) _ wy Opgs(t) (6.13)

Pea (t - P_&c!ﬂ) c ot w,e Ot

Similarly, the estimate of our prediction error, corresponding to Equation (4.26)

becomes

Ays(t) = Psu (t - 3%) = Psr (t .y "c(t)) (6.14)
(1 - Pedl) o Pull) ) cHt) = Ny - (1)

and we may proceed with the estimation as described in Section 4.I1I.
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6.III Unstable Oscillators: Calibrating the LEO
Oscillator using Navstar Satellites

In this section, we describe how the frequency offset, or clock offset rate of the LEO
oscillator can be calibrated using a GPS signal. This algorithm is only necessary
for oscillators that have long-term frequency instabilities, or offsets, on the order of
1 : 107. Some of the mathematical steps are closely related to those described in
detail above, so these stages have been left out of the explanation. The technique
described here has been designed to be implemented completely with software, and
requires no additional front-end hardware in the receiver. We will assume a bent-
pipe communication architecture for generality; the additional terms can simply be

dropped for simpler systems.

We can describe the phase measurements made for a bent-pipe LEO satellite L,

and a Navstar satellite V at the reference receiver as:

OLr(tr) =wy [t,- + T,-(t,-)] - ‘I’L,-(t,-) - Ny 2% (615)

Onr(ty) = wy [tr + Tr(tr)] = Unr(t:) = Nue2m (6.16)

In order to cancel out the error due to the receiver’s oscillator drift, the micropro-
cessor performs a weighted difference between the phase of the two satellite signals

to find a calibration phase

(bc(t,-) = ¢Lr(tr) - :—Z(bt‘ir(tr) (617)

The incident phase from each of the the satellites may be described:
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\IJL"(tT) = WL (tr - ':';'er (tr - p_ch(tr))) - ﬂpg[‘ (tr _ erc(tY'))

c

r(Lr
+ ((.UL - wg)TL (tr d pLT()> = MLy — Ny (618)

1 t pnr(t
\IINr(tr) = Wy (tr - Eer (tr - erT(r))> +WNTN (tr - &V#) — ENr — NNy

where the subscript g refers to the ground uplink station, discussed in Section 6.11.

The resultant expression for the weighted difference is found to be:

, ¢ w t w At
Oclty) = wrTy (t,. - p_Nr—(r)) - TLer (tr - PN_"C(L)) + TLer (tr - L_(_))

c .
Wy prr(ty) per(tr)
+ —= t, — + —wp)T [ty = —
~ PaL ( . (wg —wr)m { 8 .
Wi, Wwr, Wwr,
- -Verﬂ' + _-'/VNI'27r + fLr — —HNr + L — — NN, (619)
wy WN wN

The 2™, 3¢ and 4'* terms are directly calculated and subtracted from the mea-
surement by the reference receiver which knows the location of the ground uplink
station. as well as that of the LEO and Navstar satellite. After subtracting out these

terms, the calibration measurement becomes:

éc(tr) = (wy - wL)TL (tr - erc(tr)) +WLTN (tr - ph'rcﬂ)

w w w
- N 27+ —LNN,'Zvr + ULy — —L-uN,- +ng. — —LnN, (6.20)
WN Wy Wy

For the purpose of this calibration, we consider the LEO’s clock offset, 7., to be a

linear function of time as a result of a frequency offset in the satellite oscillator. Since
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the GPS clock is stable to 1: 10'3, we regard Ty as constant. The reference receiver

calculates the change in calibration phase Ag@, over an interval of roughly one second,

At. to find

~ (wp — wi) 2L (6.21)

from which %’{- can be calculated with good accuracy.

6.1V LEO Satellites using TDMA Downlinks

[t should be noted that the fundamental technique of augmenting GPS with LEOS
for geometric diversity is equally applicable to TDMA downlinks, where the LEO
satellite signals arrive in bursts of a few usec. The time from the start of one burst
to the start of the next is termed the scan period, T,. The time duration of each
burst is termed the receive time, T;. It has been demonstrated by Cohen [10] that
continuous carrier-phase tracking of GPS C/A code-type signals can be achieved with
high integrity for T, = 2 msec, and T, = 12 msec. Although LEOS signals show more
Doppler shift than GPS signals, it is well known in the art that a third order phase-
locked loop can be implemented to maintain a running estimate of phase ¢, phase rate
%f-. and phase acceleration %2‘—?. Hence, the changein phase due to satellite motion
can be estimated over T, to maintain phase lock. Two fundamental limitations on the
technique exist. The first concerns the stability of the satellite and receiver oscillators
required to guarantee that cycle slips do not occur between bursts. If A is the Allan

variance of the limiting oscillator over period T, we require
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Aw,T,
2r

<1 (6.22)

For example, for Ka band downlinks for which 4* ~ 30 GHz, and T, =~ 25 msec,
we require 4 « 1.3 x 1079, This is achievable with a good quartz oscillator [13], as is
shown in Figure 6.3 which displays the Allan variance for various types of oscillators.
The second limitation involves aliasing due to the dynamics of the receiver platform.
For T, = 25 msec, for example, the highest frequency component of the platform

dynamics should not exceed half of the corresponding sampling frequency, or 20H .

Stability Ranges of Various Frequency Sources
for 1 kiz Bandwidth

log P

Figure 6.3: The range of Allan Variance values for various time-keeping devices. QZ
= Quartz crystal, RB = Rubidium gas-cell, HM = active Hydrogen mazer, CS =
Cesium beam
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6.V Non-GPS Navigation Signals

In our discussion of the carrier-phase positioning algorithm, we have assumed that
LEOS are used to augment the Navstar GPS satellite fleet. It should be noted that

Navstar GPS satellites have utility to the extent that they provide:

¢ Additional carrier-phase signal sources, which ensure that the parameter-estimation

problem is over-determined.

o Code-phase navigation signals which allow for correlation of the user and ref-
crence receiver clocks to better than ~ lusec and also enable the receivers to

achieve initial position estimates accurate to the meter-level.

Other navigation satellites exist, and are planned, which could also fulfill both
of these functions. Such systems include Russia’s Glonass, WAAS, and Europe’s
proposed Satellite Civilian Navigation System which will include a LEO segment
with highly stable downlink frequencies. The technique of exploiting LEO satellites
for geometric diversity is equally applicable to these other navigation satellites. For
the general case of a mobile user, four such navigation signals should be available.
If another means is used to initially synchronize the reference and receiver clocks,

specialized code phase navigation signals become unnecessary.

The technique described in Section 4 can resolve integer cycle ambiguities on
carrier-phase signals for a mobile user as long as a total of five satellites are in view, at
least one of which should be LEO. The primary constraint on which satellite systems
can be used is the availability of signal sources. Ideally, to rapidly constrain all the

degrees of freedom in the positioning problem, two or more of these satellites should
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be in Low Earth Orbit.

6.VI Non-Differential Position Estimates

The essential technique of augmenting GPS with LEOS for geometric diversity is
equally applicable to the non-differential setting. To examine how a user receiver
might proceed with non-differential position estimation, consider the first-order ex-

pansion of the phase measurement in Equation (4.9)

outtd = Zpa 1= 220) o) - 220 7

ot
Dsu(t)

— weT(t -
¢

) - Ny 27 + Hsu + Mgy

Since there is no need to initially estimate and compensate for clock offset, 7, has
been dropped from the expression. The term “—:*Q%QT,, can be ignored with distance-
equivalent error of < 1mm for |T,| < 0.1usec and satellites at 1400 km. Consider now
7(t ~ ”—"C‘—‘-)) For highly stable satellite oscillators, such as atomic oscillators, the user
can be conveyed the necessary information to model the clock term. Alternatively,
a highly stable clock can be modeled linearly as 7,(t) = ,, + 7,,t. Using the clock-
calibration technique described in Section (6.I1I), the user may directly estimate
and subtract out the term (t — %ﬂ)m. Using Ionospheric/Tropospheric models
(see Parkinson {38]) and/or dual frequency ionospheric calibration, the user receiver
could estimate and largely subtract out the error terms n,,, leaving a residual An,,.

Converting the resultant estimate to distance-equivalent form,
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(6.23)

Using one of the Navstar satellites, say satellite 1, as a reference satellite for dif-

ferencing, we make similar redefinitions to those described in Section 4.I1

Jsultu) = ys(tu) + Ny

\/ Hsu CTso /\l Hiy
Ny = Ny - B — 2N, - M
: (l Y 27r+ )\,) /\,(11 211')
A ] u
'/:'u(tu) = Tu(tu) - ?l (Nlu - -'Vlu - l;—;r-) (624)

The measurement may then be described

Goalts) = pou (tu - M) + (1 _ 36”’“““)) Fults) = Ao Npu + Ange (625
¢ c Ot

One may then proceed with a similar estimation strategy to that described in

Section -.II. with the positioning accuracy depending primarily on the magnitude of

Ang, as well as ephemeris errors.
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Chapter 7

Phase Measurement Firmware

In this section, we describe the technique by which phase is accumulated and measured
for the LEO satellite downlinks. The two techniques which will be discussed are

designed to to achieve the following objectives:

o The time-tagging of the phase measurements must be precise to 100nS in order

to achieve distance-equivalent errors less than 1mm!.

o The instant of phase measurement must be synchronized with the GPS sampling
instant. Any delay between the phase-sampling instant of the GPS receiver
and the LEO receiver must remain constant to within 100 nS over the course

of tracking the LEO, so that distance-equivalent errors less than 1 mm are

maintained.

e The phase-tracking assembly should be implemented without the need for ad-
ditional hardware, such as phase accumulators or registers which need to be

strobed by signals synchronized to the GPS hardware.

! This error is independent of the baseline - see Section 4.I.
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The latter requirement is unusual, and is motivated by the desire that the centimeter-
level navigation system should operate on pre-built receiver hardware (such as a
portable phone device). While changes to the microprocessor firmware are relatively
cost-efficient and easily implemented, changes to device hardware can require con-
siderable additional investment. In addition, as more processing is performed in
firmware, rather than hardware, the size, cost and power consumption of receivers

goes down.

7.1 Implementing an Open Loop NCO

sym_rdy kg
Internpts DB e ABozx
GPS epoch
Y U N Y 3A 7 number
gps-mrkoT T
e Thare
cnies_[ [
signal . -
. 2
£

Figure 7.1: Interrupts which drive the open loop model of the NCO implemented in
firmware

The first technique involves implementing a firmware model of the hardware NCO,
which is driven by the same commands that are uploaded to the hardware NCO.
Consider the operation of the LEO NCO, described in Figure 7.2. The phase of
the NCO is incremented by A¢ every -;; seconds, where the oversampling frequency

fo=Lx R x D x 8 as described in Section 3.ILE. The phase output by the NCO,
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Figure 7.2: Block structure of a generic hardware NCO

as shown in the figure, is modulus 232, consequently 2%? corresponds to 27 in the

sine/cosine lookup table. The microprocessor is driven by four signals:

e symbol ready (sym-rdy) - From the LEO correlator hardware discussed in Sec-

tion 3.II.C.

e millisecond marker (ms mrk) - This is a digital clock signal, of 50% duty cycle,

the leading edge of which marks milliseconds, synchronized to GPS time.

e pulse per second (pps)- This signal is also synchronous to GPS time. This is

used to align the initial sampling times of the LEO and GPS receivers.

o Clock signal (clk) - This signal is tied to the oscillator of the GPS receiver. The
timing standard used by the LEO microprocessor, as well as by the 32 bit phase
accumulator, must be synchronized to this signal. The simplest solution (which
we ultimately adopted) is to drive all the LEO hardware using the clk signal

of frequency fux. The microprocessor counter used for phase time-tagging is

clocked at [ﬂ,}*
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In this description, we focus attention on the sym-rdy and the ms-mrk signals,
around which the phase-measurement routine revolves. The sym-rdy marker is a
strobe generated by the LEO hardware at the frequency of ﬁ, indicating that an
output of the LEO accumulator is available. sym-rdy generates an interrupt which
initiates an iteration of the phase-locked-loop control law, at the end of which a new

Ao value is uploaded to the 32-bit counter. The time at which this adjustment occurs,

measured according to the clk signal, is clk,q;.

The phase measurement in the GPS receiver is associated with the leading edge
of the ms-mrk signal. In the LEO receiver, the ms-mrk leading edge initiates an
interrupt. which records the current time, clke,,, and measures the change in oscillator
phase since the last epoch. Consider the time-line of interrupts as shown in Figure
7.1. where we have assumed that # > 1 ms. The labels clkjgg, clkcurr, Adigse and

Aocurr are assigned assuming the phase increment is being calculated at the 2ms

marker.

At each ms-mrk interrupt, the calculation of phase for the open-loop NCO proceeds

as follows:

If clkyg > clhiase

Ocurr = Blast + (Clkadj - Clklast)A¢la3t + (Clkcurr - Clkadj)A¢mrr (71)

else

¢mrr = ¢last + (Clkcurr - Clklast)A(bcurr (72)
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7.1.A Accuracy of the Open Loop NCO

[t is not intuitive that an open-loop NCO can maintain a measure of the actual phase
which remains accurate enough for centimeter-level navigation. It can be clearly
shown (and has been experimentally verified) that this is in fact achievable. Using
far = 23.36 MHz, time-tagging can be performed to a precision of roughly 0.14S.
Consider the case, illustrated in Figure 7.1 at 2ms, where the leading edge of the
timing signal occurs just after clk.,,, is recorded. Since this leading edge will be
included in the phase measurement at 3ms, the fractional cycle missed in measuring
the current millisecond will be included in the subsequent measurements. Hence
errors errors due to time-tagging precision are not cumulative. Consequently, the
accumulated timing pulses counted over several ms-mrk interrupts will be accurate
to within 2 cycles of fx. However, since the A¢ are constantly changing, inaccuracy
will arise if each A¢ is not applied for the correct period of time. Since the phase
acceleration of the LEO downlink doesn't exceed 60 Hz/sec, for the pathological case,
this phase error would be 0.06 Hz/ms x fgzms = 5 x 10 Scycles/ms or 10~3cycles

after tracking phase for 4 minutes. This error is well below the system noise floor.

7.1.B Numerical Precision

The primary error affecting accuracy of the open-loop NCO is quantization noise. The
numerical precision with which the calculations of Equations (7.1, 7.2) are performed
can result in considerable quantization errors for 32-bit floating point processors. For
example, consider an fospee: Of roughly 500kHz - see Section 3.1I.C - tracked for
only 10sec, accumulating a phase of 5 x 10® cycles. Assume now that 24 bits are

used for the floating-point mantissa, as is the case for the TMS320 microprocessor.
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The quantization error can be modeled as a random variable of uniform distribution
between —0.3 and 0.3 cycles, which is added at each phase accumulation of Equation
(7.1, 7.2). This numerical precision issue is resolved using extra 32-bit words, and

purely integer multiplication in the receiver assembly code as illustrated in Figure

7.3
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Figure 7.3: Sequence of steps used to avoid quantization noise for the open loop NCO
model

The register Aclk stores the number of cycles between ms-mrk interrupts, which
requires 14 bits. The register A¢ stores the increment made to the counter upon
each leading edge of the oversampling clock, f,. A¢ requires 29 bits. We initialize
a register A@yq, which stores the lower 16 bits of A¢, and A¢,,, which contains the

upper 13 bits of Ad, down-shifted. We then perform the integer multiplications:

Tlow = A(D(W,AC”C
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Tupp = AuppAclk (7.3)

The upper 16 bits of r,,, are moved to the lower 16 bits of Rypp, the lower 16

bits of ryp, are moved to bits 16-31 of Rie,. The accumulation of the phase is then

performed

Blow = Blow + Riow + Tiow (7.4)

and the any carry is stored in ¢. Then,

¢upp=¢upp+Rupp+C ( .

-1
Ut
g

Olow NOW stores the fractional component of the phase (2%? corresponds to 27), @ypp
stores the number of complete cycles. Note that these phase measurements need to
be scaled by é‘}k, the number of cycles of the oversampling clock for each cycle of the

timing signal. in order to obtain the true phase measurement.

7.1.C Resolving Interrupt Timing Issues

Since the ms-mrk service routine and the sym-rdy routine each operate on variables
that are changed by the other routine, it is important that the respective interrupts
not occur in the midst of crucial operations. The simplest approach is to disable
all interrupts while a particular interrupt service routine is running. The result is
displayed in Figure 7.4. In this case, the hardware generating the sym-rdy marker is
driven by a different clock from that generating the ms marker. Consequently, the
markers slide relative to one another. clk,g; is set at the end of the sym-rdy service

routine. clkiyq and clke,, are set at the beginning of the ms-mrk service routine. The
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Figure 7.4: Illustrating the complexities of multiple firmware interrupts: a plot of
crucial timing signals

large horizontal segment of the curve clkqg — clkiqs arises since the ms-mrk leading
edge arrives soon after the sym-rdy marker, while the sym-rdy service routine is still
operating. Since the ms-mrk service routine is only executed once the sym-rdy routine
has exited, clkqg — clkisse remains constant. The step of roughly 200 cycles at ~ 65
seconds occurs when the ms-mrk interrupt occurs before the sym-rdy interrupt, so
that the sym-rdy routine is executed only when the ms routine has exited. Since each
ms-mrk needs to be precisely time-tagged, and a delay of the sym-rdy disturbs the
PLL control law, this situation is unacceptable. The solution is to re-enable all other
interrupts at the start of each service routine, but to disable interrupts when certain
crucial operations are underway. In our implementation, there are three such crucial

Sections of code, they are:

e The sequence of commands in which variables are combined to update the phase
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as per Equations (7.1,7.2).

o The commands which record clk,s; and upload the new A¢ to the hardware

NCO.

e The commands which record clk.,,, and associate it with the current Ag.

7.1.D Hardware for Driving the TMS 320 Interrupts

If any ms-mrk interrupt is either missed, or double-counted by the microprocessor, the
effect on the phase measurement is catastrophic. Consequently, a noise-free, precise
interrupt signal needs to be generated by hardware. The TMS320 will register one
interrupt if the relevant pin is held low for one or two falling edges of an internal clock,
which operates at a frequency of &2“1 If the pin is held low for more than two falling
edges multiple interrupts may be recorded, again with catastrophic effects on phase
tracking. In order to generate the correct pulse at each rising edge of the ms signal,
which has a 50% duty cycle, the hardware of Figure 7.5 was used. Note that the
digital circuitry must be implemented with high-speed bipolar hardware in order to
realize the correct pulse shape and duration. This circuitry has been implemented as

part of the synchronization circuitry for the receiver pc-board, as discussed in Section

3.11.C.

Note that the delay from the instant of the ms-mrk leading edge to the recording
of clker in the microprocessor is composed of the digital delay in generating the
ms-mrk interrupt pulse, as well as the firmware delay in initializing the interrupt
service routine. So long as this delay remains constant over the course of tracking, it
is incorporated into the frequency-dependent phase-lag estimated for the LEQ front

end - see Section 4.II. The only variable delay is that between the leading edge of
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the ms-mark and the next leading edge of the clock signal, indicated as Aclk in the

figure. The hardware maintains this delay below 100nS.

ms latch Tacch ‘:D D
marker I ms
B Q1 Q2 interngt

12

B LT L L L
gps-mrk_J
0 |
Q2 |

gps-mrk
intermpr

Figure 7.5: Segment of synchronization hardware for generating the millisecond in-
terrupt signal

7.J1 Implementing the Phase Tracking Assembly
in Firmware

While the previous approach is computationally cheap, the primary disadvantage is
that the system is not scalable, i.e., a dedicated hardware NCO is necessary for each
satellite being tracked. In order to surmount this problem, we have developed a
system which implements the entire phase tracking assembly in firmware. The block
diagram of Figure 7.6 describes the operation of the software Phase-Locked-Loop
(PLL). The description provided here is for the TMS320 Microprocessor operating at
a clock speed fuqr = 23.36 M Hz, and with the assumption of a maximum if signal

bandwidth of 15kHz. It will be clear from the description how the relevant parameters
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Figure 7.6: Design of a software PLL for tracking multiple Orbcomm satellites

would change for a different hardware and signal configuration. The mixing NCO
discussed in Section 3.IL.LE mixes the incoming signal at a constant frequency 1kHz
below the lowest expected spectral component of the incoming signal. The correlator
codes (see Section 3.ILE) filter out the upper sideband of the mixed signal. The
correlator outputs, illustrated as Icor and Qcorr in Figure 7.6, are sampled at a
symbol rate of 30kHz. The three segments of each channel’s PLL, which are clocked
at 30kHz, and for which code needs to be very efficient are the software NCO, the

mixing, and the filtering of the mixed signal.

The NCO is implemented using a cosine lookup table, the filter is implemented us-

ing a direct-form II [37] implementation of a 2004 z Butterworth lowpass filter. The
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rate of phase accumulation by the NCO is determined by 3 inputs: the Doppler-aiding
parameters, the frequency offset estimated by the carrier refinement algorithm, and
the output of the PLL control law. The Doppler-aiding parameters are the coefficients
of a third-order polynomial model of the Doppler-shifted frequency as a function of
time. This model is derived from the ephemeris prediction software described in Sec-
tion B. The Doppler-aiding parameters determine the initial frequency of the NCO,
which is typically accurate to 100Hz. The bandwidth of the digital filter must be
large enough to accommodate the initial NCO frequency error, but small enough to
filter out the signals of other satellites. In this system, the filter is implemented as
a third order Butterworth with one-sided passband of 100Hz. The firmware imple-
menting the mixers, filters and NCO for the two channels executes each iteration in
250 cycles of fe. Two more channels can be added without exceeding the processing
capabilities of the TMS320 microprocessor. The output of the filters is sampled at a
rate of LK Hz. Since the bandwidth of the PLL is roughly 10Hz, the NCO frequency
must be refined before the PLL control law can be closed. This refinement is imple-
mented by means of a 128-point FFT 2 of the filtered, downsampled signal, followed
by a quadratic interpolation to identify the residual carrier offset. Once the carrier is
refined. the phase-offset is sensed with a Costas Discriminator. The AGC is used to
achieve unity magnitude for the signal entering the discriminator. Details of the AGC
have been left off the diagram for clarity. The gain of the AGC is initially established

by averaging over several filtered in-phase {/,} and quadrature {Q;,} samples:

N
N-1712 2
z:j=0 Ifk—j +ka-j

gaing =

(7.6)

Thereafter. the gain is adjusted according to the magnitude of the AGC in-phase,

*This has a resolution of roughly 4Hz.
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{lage}» and quadrature, {Q,4,}, outputs. These measurements are filtered to a

bandwidth of roughly 7Hz by a logarithmic filter:

gaing = gaink_, (1 = (Logep + Qager — 1) 0.01) (7.7)

The 30kHz segment of the PLL is driven by the sym-rdy interrupts, the 1kHz
segment is driven by the ms-mrk interrupts. In order to avoid memory conflicts, as
discussed above, the phase computation is performed only in the sym-rdy interrupt
routine. The ms-mrk interrupt routine records a timestamp clk.,,,, and the phase

associated with that timestamp is found by interpolation.
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Chapter 8

Calibrating System Performance

8.1 Overview of current and future LEO constel-
lations

Table 8.1 summarizes pertinent technical information for some of the primary LEO

constellations under construction, or in orbit !. Additional high bandwidth LEO

fleets, mostly operating in Ku-band, are planned for launch in the next few vears but

will not be explicitly discussed here.

Il Globalstar | Iridium | Orbcomm | ECCO | FAISAT | LEO One
Altitude(km) || 1400 780 820 2035 1000 950
Positioning GPS tracking | GPS unknown | GPS GPS
Satellites 48 66 35 45 32 48
Downlink S band L band | VHF,UHF | S band | VHF,UHF { VHF ,UHF
Nav Signals 2 1 1 2 1 1
Multiple CDMA TDMA | TDMA CDMA | TDMA FDMA
Access FDMA | FDMA
Inclination (°) || 52 86.4 45,70,108 | 0, 62 83, 51 30

Table 8.1: Six of the Big LEO Constellations. The number of visible satellites (Nav
Signals) is computed over the CONUS for elevations above 10°

!Information presented is only that which is available in the public domain. This information is
not necessarily up-to-date.
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FAISAT, operated by Final Analysis Inc., is geared towards the wireless messag-
ing and remote Internet access markets. They have established partnerships with
Raytheon, General Dynamics and L-3 Communications, and are planning to begin
operation in 2002. LEO One, operated by dBX Corporation, is pursuing the market
of nearh real-time short messaging. They have established partnerships with Daim-
lerChrysler and Lockheed Martin, and expect to be operational by 2003. ECCO is
designed for satellite telephony and is operated by Constellation Communications,
with substantial investment from Orbital Sciences Corporation. The company plans
to have 10 operational satellites in equatorial orbit which will begin operation in 2002.
These will purportedly be joined by an additional 35 satellites for global coverage at
a later date. Orbcomm, operated by Orbital Sciences Corporation and Teleglobe, is
geared towards the low data rate messaging market. Their satellites have been in
continuous operation since 1998. Iridium, which was pursuing the global mobile tele-
phony market, began operation in 1999, but filed Chapter 11 and ended commercial
service in August 2000. However, in October 2000, Boeing has emerged as a poten-
tial new operator of the Iridium Satellites. Globalstar is geared towards the global
portable telephony and data markets. They began service in 2000. Additional LEO
fleets planned for launch in the next few years include Alcatel’'s Skybridge, MCI'’s
Ellipso, and Eagle River Investment’s ICO and Teledesic 2. Of these constellations,

only Orbcomm and Globalstar are currently in operation.

In order for a LEO constellation to rapidly resolve cycle ambiguities with integrity

for a mobile user, the following criteria should be fulfilled:

o There should always be one satellite at reasonably high elevation angle available

for tracking. Ideally two or more LEO satellites should be continually available.

*Teledesic is very likely to be vapor-ware.
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o A carrier signal should be traceable for a time period of a few minutes.
e The position of the satellites should be known to good accuracy.

o The SNR ratios should be sufficient for accurate carrier phase estimation.

All of these criteria are fulfilled by the Globalstar Constellation. Carrier phase
from one satellite can be tracked for several minutes at a time. In addition, the GPS

sensors onboard the satellites enable position estimation to better than 20 meters rms

[48).

8.I1 Satellite Availability

Fractional Avalability
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Figure 8.1: Availability study for the Globalstar satellites using Norad TLE’s
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Figure 8.2: Availability study for the Orbcomm satellites using Norad TLE's

Figure 8.1 indicates the fraction of time that one, two, three and four Globalstar
satellites are visible above a 10° mask angle. Note that this plot ignores the fact that a
satellite may sometimes not be illuminated by a Gateway. This effect depends strongly
on longitude and will have a slight impact on signal availability. Note that there are
on average two satellites available above 10° elevation over the continental United
States. For comparison, we have also included an availability study (Figure 8.2) for the
Orbcomm satellites, which is currently the only other operational LEO Constellation
- see Table 8.1. Although there are 35 Orbcomm satellites in orbit, the arrangement
of this constellation is considerably suboptimal for coverage of the CONUS. The final
availability analysis (Figure 8.3) is shown for the combined Orbcomm and Globalstar
fleets. Notice that for this system, four LEO satellites are available, almost 100% of

the time, at an elevation greater than 10°. All availability studies were conducted
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Orbcomm and Globalstar
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Figure 8.3: Availability study for the Globalstar and Orbcomm satellites using Norad
TLE's

using Norad TLE'’s and projecting the satellite ephemerides for several days.

8.II1 Integrity with RAIM

In all availability and performance analyses, we assume that the LEOS are func-
tional. and that no cycle slips occur over the tracking duration. For high-integrity
applications, this assumption cannot be made, and position solutions would be in-
dependently validated via receiver autonomous integrity monitoring (RAIM) [39]. In
essence, the RAIM algorithm checks if the residual of the least-squares solution at
each epoch ¢, || AY(¢t) — H(t)AO(t) ||, is greater than some threshold T. T is set to

meet a continuity requirement, i.e., not to exceed the allowed number of false alarms
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of system malfunction caused by regular measurement noise. For a given acceptable
error radius a, we can only guarantee that RAIM will alert us to position errors
[| u(t) — ry(t) ||> a using the threshold T for given satellite geometries. Figure 8.4
addresses the availability of such geometries with respect to latitude 3 to alert for
radial errors of 1.1m while allowing a continuity risk of 2 x 107 per 15 sec. * We as-
sume that GPS is augmented only with the Globalstar Constellation. A conservative

phase noise variance of 1.4 ¢m, and phase sampling rate of 5 Hz are assumed.
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Figure 8.4: Availability of RAIM geometries for GPS alone, and GPS augmented
with Globalstar

3There is a weaker dependence on longitude - these results were for 122.17° West.
1The requirements for category III automatic aircraft landing are less stringent: A 95% vertical

error of 2.2 ft and a continuity risk of 2 x 1078 per 15 sec. The stringent specifications were chosen
to illustrate the performance improvement.
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8.1V Primary Error Sources for Precise Naviga-
tion

This section gauges those additional sources of error which cannot be directly esti-
mated by the data reduction algorithm of Section 4.I. We provide only enough detail

to roughly calibrate the sources of error.

8.IV.A Receiver Phase-Tracking Errors

A discussion of the performance of a Globalstar receiver is in Appendix C. We
will gauge the phase tracking error using Equation (C.9), since the filtering of the
Globalstar inner PN sequences does not have a substantial effect on the phase tracking
performance. It is prudent, for most implementations of the system, to select a narrow
phase-locked loop bandwidth B, = 10 Hz. This By, enables a second-order phase-
locked loop with damping ratio ¢ = 0.7 to track phase acceleration of 100.27rad/ sec?
with an error < 0.1rad. For a receiver noise figure of roughly 3 dB, the nominal
Globalstar transmission achieves % = 37.5 dB-Hz. At B, = 10 Hz, we expect a

1 — o phase error due to thermal noise of roughly 0.12 rad.

8.IV.B Ionospheric Errors

The distance-equivalent group delay due to the ionosphere can be as large 20m at
1575MHz [38]. However, if a differential carrier-phase measurement is taken as in
Equation (4.11), and the user and reference are within 10km, the resultant error is
governed by local irregularities in the ionospheric structure, which delay the signal

to the user and reference station by different amounts. For S-band transmissions,
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and a user-reference separation of d km, we estimate the resultant phase error as a
normally distributed random process of zero mean and variance A\?4.4 x 10~%d rad®,
where \ is the wavelength in centimeters. This leads to 1 — ¢ phase deviations on
S-band signals of 0.25 rad and 0.57 rad for distances of 1km and 5km respectively.
The corresponding GPS deviations are 0.44 rad and 0.99 rad respectively. Appendix

H justifies these estimates in more detail.

8.IV.C Tropospheric Errors

Without any form of differential correction, the delays caused by the troposphere at
a satellite elevation of 10° are roughly 14m. With differential measurement, and a
baseline separation of d < 10km, the remaining tropospheric delay can be roughly

modeled as a normal distribution ~ N(0 ¢m, (0.1d)? cm?) where d is in kilometers.

8.IV.D Ephemeris Errors

Assume we have ephemeris information for a satellite at altitude r, that is incorrect by
Ar,. For a user and reference station separated by distance d km, the worst possible
ephemeris error in calculating (4.26) is 4—';37"-1 [38, 40]. Since the Globalstar satellites
have GPS position sensors, it is reasonable to assume that after collecting data for
several orbits of a satellite, the ephemeris can be estimated to within 20meters rms
[48]. Consequently, for the Globalstar satellites, we expect the variance of ephemeris
errors discussed in Section 4. to be bounded by 1.5cm and 7.2cm for d of 1km and
5km respectively. The ephemerides of the GPS satellites are known to within roughly
10 meters rms; the resulting ephemeris errors are bounded by 0.05cm and 0.25cm

respectively. A more precise measure of the error covariance matrix discussed in
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Section 4.I was found by Monte-Carlo simulation.

8.IV.E Multipath Errors

Multipath errors arise when a signal travels over multiple paths from satellite to
receiver. Signals that are reflected will be delayed relative to the direct incident signal.
While the analysis of multipath for code-phase navigation can be fairly involved
(Section 10.II), the analysis for the carrier-phase effect is reasonably straightforward.
Namely. the combination of two coherent sinusoids will produce a new sinusoid of a
different phase. Studies of the effects of carrier-phase multipath have been conducted
for attitude-determination problems [18, 30, 15] and a conservative estimate for the
errors on L1 (19 cm wavelength) are 0.5cm. We will also use this as a conservative
bound on the errors induced at S-band (12 cm wavelength). Although multipath
phase errors tend to be correlated, these errors are still below the noise floor for the
simulation. where the predominant correlated errors arise from residual ephemeris
errors, which are greater than multipath errors by a factor of 3 and 14 times for
baselines of 1 and 3 km respectively. Of course, in severe multipath environments,
the induced error can be larger than 5cm. Rather than trying to gauge the most
severe effects of multipath as part of the simulation, which we assume is for an
outdoor user in a benign environment, we have presented a separate section as part
of the experimental work, in which we attempt to gauge the effects of multipath on

carrier phase experimentally.
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8.V Expected performance of a System Using only
the Globalstar Constellation

In this section, we discuss a Monte-Carlo simulation which indicates the expected
performance of a system augmenting GPS with only the Globalstar Satellites. Sepa-
rate simulations are conducted for separations between user and reference station of
lkm and 5km. The simulations are all conducted assuming the user is in Palo Alto,

California, and is capable of seeing satellites above 10° elevation®.

8.V.A Method for Simulations with the Globalstar Constel-
lation

With each simulation, the experimental setup was varied in the following ways:

e The user was oriented randomly with respect to the reference station, at a

distance of either 1km or 5 km.

e Normally distributed, zero-mean random variables were added to the orbital el-
ements of each satellite, consistent with the predicted accuracy of the ephemeris

knowledge discussed in Section 8.IV.

o Clock variations for the user and reference receivers were modeled as sequences
Ty = b + (h * u), where the bias b is a uniformly distributed random variable
between —10uS and 10uS, u is a sampled random process ~ N(0,1), and h is
a first-order lowpass Butterworth filter with a cutoff at 10~'° Hz and a gain of

1uS.

SCommensurate results can be obtained all over the CONUS, where the probability of viewing
two Globalstar satellites above 10°, assuming no satellite failures, is 100% - see Figure 8.1.
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For both reference and user receivers, a pair of frequency-dependent phase lags
were selected - one for the Globalstar satellites and one for Navstar. The phase

lags were uniformly distributed random variables, ranging from [0; 2r).

Phase errors were added to the user-reference phase difference of (4.11) for each
satellite. The 1 — o variances for GPS and Globalstar were consistent with the

combined effect of errors discussed in Section 8.IV. 6

The assumed time of each experiment was varied, sequentially sampling the

interval of 12 hours, or one period of the Navstar Satellites.

The user is ascribed velocity in a random direction. In order to gauge the
performance for different baselines, it was assumed that the user’s motion was
relatively slow, so that the user-reference separation was roughly constant over

the course of tracking.

8.V.B Results for a Mobile User

Figure 8.5 displays the 1-o deviation of radial position errors as a function of tracking

time for a mobile user. Note that the parameter estimates were found using Equation

(4.51) where the integers are treated as real numbers, and no integer search techniques

are employed. Each point corresponds to the mean error deviation averaged over 200

simulations.

Figure 8.6a displays the empirical probability distribution of integer errors for a

baseline of 1km, assuming a tracking time of 4 minutes. We assume here that the

mobile user does not round the integer estimates off, but rather uses the best least-

8 Although these noise components are colored at high sample rates, no attempt was made to
color them for the sample rate of 1Hz since aliasing corrupts the spectral density function.
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Figure 8.5: Average standard deviation in radial position errors for a mobile user, at
dkm and lkm from the reference station, respectively.

square estimate at the time of position determination. Figure 8.6b displays the posi-
tioning errors for the last 10 seconds of tracking. Figures 8.7a and 8.7b display the

same information for a 5 km baseline.

For scenarios where centimeter-level solutions are sought rapidly, Figure 8.7 should
not be misinterpreted as an indication of the probability for selecting the correct in-
teger. Solving the least-squares problem and then rounding generates significantly
higher error probabilities than integer-search techniques. Figure 8.8 displays the evo-
lution of the lower bound on the probability of selecting the correct set of integers
for the Navstar satellites in view over the tracking period. Each point in this figure
represents the worst case for 200 simulations. This lower probability bound is calcu-
lated according to the technique discussed in Section 5.III. If the ephemeris errors
are the dominant error source, as is the case for this simulation, then once the inte-

gers are correctly identified, a user may rely completely on GPS measurements where
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Figure 8.6: a - Estimated probability distribution of integer errors. b - 3-D plot of
positioning errors for the last 10 seconds of tracking. Both plots are for baseline
displacements of 1 km and a tracking time of 4 minutes.
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Figure 8.7: a - Estimated probability distribution of integer errors. b - 3-D plot of
errors in positioning for last 10 seconds. Both plots are for baseline displacements of
5km and a tracking time of 4 minutes.

cphemeris errors are negligible. Since the measurement errors for each satellite are

roughly distributed as ~ N(0,02,), the positioning error deviation for a static user

decreases roughly as o 7‘—; where N is the number of measurements taken on each

satellite.
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Chapter 9

Experimental Setup and Results

9.1 Antenna Setup and Calibration

Figures 9.1a and 9.1a illustrate the fabricated Orbcomm antennas used to collect
experimental data for Section 9. This antenna is constructed from a three layer
board. The top view (a) illustrates the quarter wave transformer striplines discussed
in Section 3.I: the bottom view (b) illustrates the junction power splitter, together
with a matching stub that was added to improve the the match at 400.1 MHz. The

ground plane is in the center of this three-layer board.

In order to calibrate the phase errors due to motion of the antenna phase center
with satellite elevation, the UHF antenna was rotated relative to a signal source and
the change in phase recorded. The setup was similar to that which we describe in
Section 9.IV. except that the multipath environment is benign. Figure 9.2 illustrates
the measured phase, the phase correction for the mechanical swiveling of the antenna
(assuming the phase center is one centimeter above the surface of the patch), and the
resultant antenna phase. Notice that the corrected phase deviates over the [0°; 807)

interval by roughly 5° or about lem. Since the user and reference antennas have the
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Figure 9.1: Right-hand circularly polarized antennas for the Orbcomm downlink at
100.1MHz. a) Top view - showing quarter wave impedance transformers. b) Bottom
view - showing power-combining network.

same orientation for the results of Section 9.III, this phase deviation is differentially

corrected.
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Figure 9.2: Antenna phase calibration by rotation through 80°
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9.I1 Overview of the Hardware Setup
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Figure 9.3: Experimental setup

Figure 9.3 provides a schematic overview of the hardware involved in this experi-
ment. We'll track the sequence of data flow through this system. While the memory
and computation for this system is distributed over multiple processors, the ultimate

objective is a single processor for a user, and a single processor for the reference

terminal, as described in Section 3.IIL

The first step is the prediction of LEO satellite locations. Keplarian TLE’s are

downloaded over the Internet from the Norad Tracking Station to the Pentium II
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350 MHz Laptop running Windows 98 O/S. Orbit prediction software (Appendix B)
is run on the laptop in Matlab. This software identifies which Orbcomm satellite is
at the highest elevation, and generates a fourth-order polynomial - Doppler aiding
coefficients - modeling the expected Doppler on the satellites as a function of time.
This polynomial, as well as the expected satellites acquisition time, is downloaded,
via the file server, to the Pentium 133MHz desktop processor, running Linux 5.1 O/S.
The Doppler aiding coefficients are uploaded, via the FlexPort 4 Serial connector card,
to the TMS320 microprocessors operating the user and reference Orbcomm receiver.
In addition to the Doppler aiding parameters, the Orbcomm receivers also downloads
a series of parameters to administer the operation of the TMS 320 and the Sirius

ASTR2001 hardware (Section 3.IL.E):

[IR filter parameters for the software PLL

e parameters administering the PLL control law

¢ data symbol rates for the satellite downlink

¢ nominal fi; entering A/D samplers

o digital gain for [ and Q channels

e gains for the DLL and PLL control

o downshift factor to prevent overflow of the correlators
¢ decimation factor for the accumulators

¢ cdma codes/symbol matching parameters

¢ modulation flag, indicating whether BPSK, QPSK or modulation-free
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e frequency error bound, indicating greatest possible frequency offset after acqui-

sition before signaling a false lock

Upon the user striking a key on the desktop keyboard, the processor issues a com-
mand to both user and reference receivers to initiate acquisition and tracking of the
Orbcomm satellite at the specified Doppler - see Section 7.I1I. Thereafter, the desktop
processor will scan the three serial ports, and single parallel port respectively con-
nected to the user LEQ, reference LEO, user GPS and reference GPS receivers. The

data packets received from the Trimble receivers include the following information:

GPS millisecond time stamp

o satellite identifier for each satellite being tracked

¢ estimated SNR for each satellite

o flags indicating phase validity and possibility of cycle slips
e cycle slip counters

o GPS code phase, and code phase Doppler measurements

o carrier phase Doppler

e raw carrier phase measurements, and carrier phase projected to GPS-synchronized

timing pulses
o satellite almanac data

e other receiver and satellite status data
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The data packets are decoded and parsed by the Pentium processor to generate
a file of satellite positions, a file of code-phase measurements, and a file of carrier-
phase measurements adjusted to correlate with the GPS-synchronized timing pulses -
see Section 7.1.D. Similarly, a data file is generated for phase measurements from the
Orbcomm receiver, correlating with the GPS-synchronized timing pulses - see Section
7.II. These timing pulses are also aligned with a slower timing pulse, of rate 1Hz.
Upon receiving this timing interrupt, the Orbcomm receivers will transmit a marker
over the serial port, so that the phase measurements from user and reference receivers

can be aligned by the Pentium processors.

While the Pentium processor administers the navigation receivers, the laptop re-
ceives data from a Stellar EL-2000 Data Communicator which tracks the 137 MHz
downlink of the Orbcomm satellites. On this data link, the satellites transmit a host
of telemetry information, together with the position of the satellites as reported by
their on-board GPS receivers. The data packets from the EL-2000 are uploaded to
the Laptop using the the Enhanced Orbcomm Serial Interface Spec 1999. The data
packets are parsed using the Stellar Satellite Stelcomm software, operating on the
laptop. The GPS-based satellite position data is saved to a file. Using a simple curve
fitting technique, this position data is used to update the Orbcomm satellite position

estimates obtained from the Norad TLEs.

The satellite position data for the GPS satellites, as well as the user and reference
phase measurement files, are then accessed by the Pentium II laptop via the Ethernet.
The laptop implements the data reduction algorithms discussed in Section 4.I and
applies the smoothing technique discussed in Section 4.II. After completing the the
smoothing routine, the algorithm of Section 5.III is used to estimate the probability

with which integer ambiguities can be determined. Thereafter, the integer search
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routine is implemented.

9.III Results for Tracking a Single Orbcomm Satel-
lite in Conjunction with GPS
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Figure 9.4: Evolution in the lower bound on the probability of selecting the correct
set of integers cycle ambiguities. Probability is plotted using the GPS signals alone,
as well as for the GPS signals combined with a single Orbcomm satellite signal. The
performance enhancement is considerable.

Figures 9.4, 9.5, 9.6 display experimental results for four separate over-passes of

single Orbcomm satellites. These passes have been labeled a — d. Notice that each
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Figure 9.5: Maximum-likelihood integers estimates over 60 seconds of tracking GPS
satellites together with a single Orbcomm satellite. Notice that in all cases, the cycle
ambiguities are resolved well within one minute.

of the LEO passes were almost directly overhead. This type of pass is, of course,
atypical. The evolution of the lower bound of selecting the correct integer illustrates
the performance improvement that is achieved with the additional geometry provided
by the LEO satellite. Notice that in all cases, cycle ambiguities are resolved in well

under one minute, and the resulting position errors fit within a the volume of a

tennis-ball.
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Figure 9.6: Position errors after resolving the cycle ambiguities on GPS and a param-

eter related to the cycle ambiguity on an Orbcomm satellite. Notice that position
errors fit roughly within the size of a golf-ball.

9.IV  Calibrating the Effects of Multipath on Car-
rier Phase Accuracy

The results described above were for stationary antennas, with large ground planes,

in a benign multipath environment. In this section, as a note of caution, we will

experimentally analyze the phase disturbance caused by multipath on a UHF signal.

The experimental setup is illustrated in Figure 9.7. A 400 MHz tone signal is trans-
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mitted out of an omni-directional antenna into the patch antenna displayed in Figure
9.1. The separation between the two antennas is maintained by a rigid wooden beam,
so that the path length doesn’t change as the environment alters. The patch antenna
is then rotated through a series of angles from 0° to 80°, and the phase of the trans-
mission coefficient is measured on the network analyzer. The beam was moved to ten
different multipath-prone environments and for each, the phase of the transmission
coefficient over a range of antenna angles was determined. The results are illustrated
in Figure 9.8. The mean and standard deviation for the data are also shown. The
results used to calibrate the antenna (in a multipath-free environment) are also shown
and have been centered at 0° for 0° of rotation. Notice that the outer errors relative
to this standard are on the order of 40°. For UHF, this corresponds to a distance-
equivalent error of 8.33cm. Based thereupon, we expect, in this environment, errors

on the order of 2.12ecm and 1.33cm for L1 and S-band respectively.

antenns
pmech *
.-"'
S
_\ﬁ‘ Las = N
"""""" wooden beam
a snidirectioal
© ntter-drk
sLaTe
s Rt lm
Fard plare S

Figure 9.7: Setup for calibrating the effects of multipath on a 400 MHz UHF signal
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Figure 9.8: Measurement of the incident phase on the Orbcomm UHF patch antenna
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Chapter 10

The Use of LEOS in Disadvantaged
Environments

10.I Background

In this section we briefly explore other applications of LEOs besides those of centimeter-
level carrier-phase outdoor navigation. We will focus primarily on Globalstar, which
is a CDMA system, and can as such be used to enhance the performance of GPS for
code-phase navigation. We describe the considerable advantages provided by these
satellites in lossy environments, or multipath-prone environments. Techniques are de-
scribed which use Globalstar as a stand-alone system to satisfy the FCC’s E911 phase

[T performance requirements when GPS signals are not trackable, such as indoors.

10.I.A Characterizing the Problem

Figures 10.1 and 10.2 [54, 52, 51|, taken from NASA/JPL studies, characterize the
indoor effects on L-band (GPS) and S-band (Globalstar) signals. The attenuation

on signals within each building is measured relative to the signal power outside, with
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a direct line of site to the signal source. Figure 10.2 illustrates the dependence of
attenuation on frequency. This data was taken in a farmhouse, which displayed the
strongest negative trend, shown as a solid line. In general - as shown by Figure 10.1
- there is no clear trend, however there is considerable fine structure with respect
to frequency', due to interference from multipath indoors. From fig 10.1, we see
that 95% of the S-band signal energy shows less than 30dB of attenuation, in most

buildings. Hence, we adopt 30dB of attenuation as our performance objective.

Co-Polarized Recestion T Non-Outfer Max_Mn
10 0O o%.5%
0 Medan

—

Signal Level Relative to
Copolarized Cloar Path (dB)
=

=]

Commons R Famhouse  House Motel Sore

Frequency Band and Location

Figure 10.1: Attenuation of L-band and S-band signals in a range of indoor settings

Figure 10.3 describes the fraction of signal energy for which the delay caused by
multipath is less than a certain time. Data was taken in a room, a metal shack and

the foyer of a large building [53]. For example, consider the foyer of the large building.

'This fine structure will translate to considerable power variations as the antenna is shifted
spatially.
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Figure 10.2: Dependence of attenuation on frequency in a farmhouse

The graph indicates that roughly 95% of the signal energy is delayed by less than
100ns.

10.I.B Integrating Attenuated Signals

The SNR of an incident signal is enhanced in inverse proportion to the bandwidth
of the DLL filter, or similarly, the post-correlation integration time. There are four

fundamental limitations, however, on how long a satellite signal may be integrated:

¢ Data. All techniques for integrating a signal longer than one data symbol period
bear a substantial noise penalty. In the case of GPS, which has a 50Hz data
rate, the best solution is to feed-forward the GPS data by some other real-time

data channel so that a receiver may post-correct the GPS data bit flips. This
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Figure 10.3: Cumulative distribution function of signal energy vs delay

can be achieved, for example, by installing a network of servers at cellular base
stations to transmit the additional information [36]. In the case of LEOS this
problem can be entirely circumvented, since there are signals which are either

of known modulation, or are unmodulated.

o Oscillator Stability. Whatever the receiver implementation, the PLL control
cannot be updated for the duration that a signal is being integrated. Hence, it
is necessary that the local oscillator not drift out of phase by more than 7 during
the integration period. This short-term stability of an oscillator is governed by
Allan Variance [13] - see Figure 6.3. A quartz oscillator has an Allan Variance
of better than 107'% over periods of 1 second [13], which would accommodate

an integration period of roughly 200 msec at S-band.

o Ephemeris. A receiver must predict carrier Doppler rate in order to maintain
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lock on a severely attenuated satellite signal. Although a tracking loop may
employ a carrier-refinement algorithm [33] to identity a Doppler offset, the
Doppler rate estimate cannot be updated over the period of integration. If we
don’t know exactly where the satellite is, we cannot correctly accommodate
the change in Doppler over the course of the integration. For the Globalstar

satellite altitudes, the ephemeris should be know to within 10 km for 200 msec

of integration.

Platform Dynamics. Of course, if the platform is accelerating, this will effect
the incident signal phase. The acceleration should be less than -7%: where T

is the integration time, or roughly 3m/sec? for S-band at 200msec integration

time.

It is straightforward to show that an integration period of 200ms applied to the

Globalstar signal can achieve a signal-to-noise ratio greater than 10dB, for signals

suffering up to 30dB of attenuation.

10.I1 Multipath Mitigation using Bandwidth

10.II.LA The Effect of Bandwidth

We perform a conservative analysis to calibrate the effects of multipath on navigation

error. given the bandwidth of a signal. We begin by considering the effects of multi-

path for the C/A code GPS signal. Based on the data of Figure 10.3, a conservative

model assumes the multipath signal has 10dB less power than the direct signal, and

is delayed by 100nsec. The effect of this signal is illustrated in Figure 10.4.

133



Power 1048 down, 30m pathiength, C/A multipath error of .016 chipg = 4.8 m

1.4 ~T T L T

N

o
o
T

corelator outpul
o
™
T

04

0.2+

Figure 10.4: Effect of multipath on C/A code correlator, for infinite pre-correlation
bandwidth, multipath power down 10dB and delay of 100nsec

The figure describes the output of a correlator which combines the incident GPS
C/A code with a locally generated spreading sequence. The pre-correlation bandwidth
is assumed to be infinite. The correlator output for a signal without multi-path is
svmmetrical around 0. The correlator output for the multipath signal is also shown.
When the correlator locks onto the combined signal, using an early-late correlator
spacing of .1 chips [49, 3] the induced error is .016 chips, or 4.8 meters. Now, consider

a wide bandwidith signal of the form
y(t) = Di(t)Ca(t)cos ((w + wo)t + do(t))
+Dgi (t)Cop(t)sin ((w + wo)t + do(t))
+D,‘2(t)C,‘2(t)COS ((w - wo)t + ¢0(t))

+Dga(t)Coa(t)sin ((w — wo)t + do(t)) (10.1)

This signal is similar to the proposed Split Spectrum for modernizing GPS (22, 23,
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Figure 10.5: Autocorrelation function for the baseband signal derived from y(t),

assuming that wy = %2,

2], but it is generalized in that different spreading codes are used for both I and Q,
as well as upper and lower sidebands. We assume that upper and lower sidebands
arrive at the receiver with similar phase shifts, ¢o(t). This will restrict wq so as to
limit differential ionospheric delay on the upper and lower sidebands. Assume that
all codes have a chipping rate, T, a normalized auto-correlation function, R(r), and
that the cross-correlation energy for different codes is negligible. We may convert to
a baseband signal by mixing with 2cos (w(t) + ¢o(t)) and lowpass filtering. If T;, the
integration time of the correlator, is an integer multiple of i—’;, the autocorrelation
function for the baseband signal simplifies to R,(7) = R(7)cos(wer). An example
of such an autocorrelation function is illustrated in Figure 10.5 where we assume

that the codes C(t) have been filtered to a one-sided bandwidth of 1/T Hz and that

~8

o5y}

As before, we model multipath as a signal, m(t), with a delay of § = 100ns.
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Assuming % = 1MHz, the correlation for this delayed signal would be symmetrical
around the vertical line at .1 chips, indicated in Figure 10.5. The combined correlation
function for the direct signal, y(¢), and multipath signal, m(t), would then be R, (r)+
aR,(t — 8) where a = % Notice we have assumed that m(t) is perfectly in
phase with y(t). This is conservative since an out-of-phase m(t) would in general

cause less distortion of the correlation function. To find the multipath-induced error,

assume equality of the early and late correlator outputs:

~ §) (10.2)

Perform a first-order expansion of this equality with respect to 7, and solve for 7,
using the fact that R, is symmetrical around 0, to obtain the pseudorange error due
to m(t):

R, (~4-3) - aR, (4-4)

L = k (10.3)
RO R @) +aR -0 - R (19

[f m(t) is substantially delayed, the curvature of Ry at —4, R”(—§) will be negligible.
So, for d << 1, we can approximate R’ (g —6) =R (—g - 6). 2 Ford << 1, we
may expand Equation (10.3) to first order in d, to find

_ —aR,(-0)

Te = R’y'(O) (10.4)

As expected, the numerator is proportional to the magnitude of m(t), and the slope

of R at the delayed time . From Fourier Analysis [37), it is straightforward to show

*This assertion is reasonable, given the conservatism of the analysis. Distortion of the correlation
function caused by m(t) will be most severe when the slope, R'(—4) is maximal. In this case, R"(—-4)
would be minimal.

136



that the denominator is related to the square of the signal's Gabor Bandwidth:

=S,
RO =50 (103)

where S, is the power spectral density of y(t), and the denominator arises since
R, is normalized such that R,(0) = 1. Clearly, the worst-case multipath effect is
minimized by a signal with larger Gabor bandwidth. Applying Equation (10.4) to
the hypothetical signal of Equation (10.1), and assuming a delay § = 100nsec = 0.17,

we find 7, decreases with increasing wy:
Te = i% (10.6)

10.II.LB  Tracking Wide Bandwidth Signals

We will briefly describe techniques for tracking wide bandwidth signals, applied to
the signal structure of Equation (10.1). The first approach, described in Figure
10.6 can be implemented in hardware, and is geared towards real-time positioning.
The receiver is based on the idea that each of the codes C(t) can be independently
tracked. Precision is provided by the PLL that tracks the splitting signal which has
frequency wy. The DLL tracks the slower codes C(t), and is used to resolve the
correct correlation peak from all those present due to the cos(wer) term in Ry(7) -
see Figure 10.5. Note in Figure 10.6 that at the output of the code mixers, we show
only those terms which will pass through the lowpass filters. Note also, for the sake
of clarity, that we have not illustrated early and late correlators which are necessary

for an early-minus-late power discriminator in the DLL.

The most thorough approach for multipath mitigation is to sample an entire au-

tocorrelation function, rather than to use only early and late samples. In the case
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Figure 10.6: Hardware architecture to track the signal of Equation (10.1)

that position can be computed with a couple of seconds delay, such as in E911 ap-
plications. the best approach is to use a software receiver, which samples a sequence
of the downconverted signal, and then processes this using a DSP. The following al-
gorithm describes how the complete autocorrelation function can be generated, in a
software receiver, based on samples of a signal y(t). Let w;, be the nominal offset of

the sampled incident signal, and let wysyee be the largest possible offset frequency,

due to Doppler shift and oscillator frequency drift.

o Rma: =0
e Create a complex wide-bandwidth code signal
Yeade(t) = (Cir(t) + Cia(t)) cos(wot) +

(Car(t) = Cpa(t)) sinfwot) + j (Car(t) + Cga(t)) cos(wit)
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+7 (Cia(t) — Car(t)) sin(wot), t=1(0 ... T}
e Compute F(ycoqe)® where F is the Fourier-transform
operator, and * is the conjugation operator.
o FOr w = Win — Woffset : Win — Wojfser StEP 2T—"
e Create complex mixing signal
Ymiz(t) = cos(wt) + jsin(wt),t=1{0 ... Tj
e Combine the incident and mixing signals
Yeomn(t) = Y(t)ymiz(t)
e Compute R(7) = F™' (F(Yeode)" F (Yeoms(t)))
o If maz, | R(7) |> Rmaz,
Rraz < maz: | R(7) |, Rtore(T) = R(7)

e Next w

Upon exit, Ryore(7) will store the correlation between y(t) and the complex code,
for however many code periods are represented in the integration time T;. Ryore(T)
may be further refined by searching over smaller steps of w. The initial step size for
w must be less then half the Nyquist rate "’T—"’ Many derivatives of this theme are
possible. In addition, the extension to tracking a signal with more than two multiple

split signal sidebands is obvious.

10.III Hypothetical DOP and Navigation Error in
Stand-alone System

At 30dB of attenuation, it is difficult to measure pseudorange from a GPS signal.

This is not necessarily the case for a Globalstar signal, which can be integrated for
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200msec. We will briefly consider the performance of a system, indoors, for which
only the Globalstar signals are available. Multipath error dominates the noise equa-
tion. Based on the preceding analysis, and the hypothesis that wideband signals - of
bandwidth roughly 10 MHz - can be used, the pseudorange error due to multipath

can be modelled with a 1 — & deviation of 0.5 meters.

Monte-Carlo simulations were conducted to estimate the Geometric Dilution of
Precision for the system, as a function of tracking interval. Figure 10.7 shows HDOP
and VDOP separately. The rapid reduction in the DOP is due to the rapid angu-
lar velocity of the GSTR satellites. For each tracking interval, a histogram shows
the probability distribution of DOPs which results from tracking Globalstar satellites
over that interval. Two pseudorange measurements are assumed for each visible satel-
lite: one at the initiation of tracking, and one at the end of the tracking interval. For
example. consider the histograms for the 10 second interval. For a wide range of satel-
lite geometries, a pseudo-range measurement is simulated from all visible satellites at
time 0 scconds. and then again at time 10 seconds. As such, each satellite generates
the same information as two spatially separated satellites®. Since only one estimate
of the receiver clock bias is made, the technique requires a stable quartz oscillator
(sec Figure 6.3), with Allan Variance better than 3.107!! over intervals of roughly 50
seconds®. Based on GDOP, and an estimate of pseudoranging error discussed above,
we can estimate the associated position errors. Figure 10.8 illustrates the horizontal

position error histograms (left) and vertical position error histograms, as a function

of tracking interval.

*We assume that the multipath errors are uncorrelated at the beginning and end of the tracking
interval, and as above, we do not account for the fact the satellites may sometimes not be illuminated
by a Gateway.

This stability could also be obtained from a signal arising from a cellular base station in E911-
tvpe applications
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Figure 10.7: Evolution of Globalstar HDOP and VDOP with tracking interval
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Figure 10.8: Evolution of positioning error with tracking interval, using Globalstar
as a stand-alone signal

10.IV Directional Beamforming for Mobile Plat-
forms

An effective method for enhancing the SNR as well as minimizing the effects for

multipath is to employ a directional antenna. Two standard techniques for creating

141




a directional antenna are the use of a parabolic reflector, and the use of a phased
antenna array. In the case of moving platforms, such as cars and heavy equipment
for agriculture, construction and mining, a dish antenna would be impracticle both
because of it’s size, and it’s inability to track satellites as the line of site changes.
Consequently, in this section, we will focus on a beamforming technique, using a
phased array antenna. The technique involves digitally combining the signal from
multiple antennas so that a beam is formed in the direction of a satellite. The digital
combinatorial weights are optimized so that the array antenna has maximal gain in
the direction of the satellite, and minimal gain in other directions. Since beamforming
may be implemented in a microprocessor, a separate beam can be implemented to
track each of the available satellites. This technique can enable an order of magnitude
higher data rates from satellite signals. It also facilitates robust lock on attenuated

signals, and substantially limits the effects of multipath.

Figure 10.9: Array of antennas on the roof of an auto
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Figure 10.9 illustrates 3 antennas, with phase centers at positions p;, p; and p3 re-
spectively. We have described how, by resolving integer cycle ambiguities on satellite
signals, the baseline between a user and reference antenna can be precisely deter-
mined. Applying a similar technique to the antennas of Figure 10.9 the baselines ry,,
ro3 and ry3 can be precisely determined®. In addition, the location of the platform
can be determined, using code-phase GPS alone, to a precision of a few tens of me-
ters. This attitude and location information, combined with a knowledge of satellite
ephemerides, can be used to determine the incident vector k of a satellite signal.

From the coordinates established in Figure 10.9:

k = [sinfcos¢ sinfsing — cosf)]” (10.7)

We can describe the electric field of an incident wave as E(r, t) = Ee/,"r-wt) g
sume that this wave is incident at multiple antennas 1... N, and each antenna output
is separately filtered, downconverted and sampled in the receiver front end. Assume
that the automatic gain control adjusts all inputs to unity magnitude. Consequently,

the sampled signal from antenna n would be:

vn(k) = /K Pr=wt) (10.8)

In the microprocessor, a weighted combination of the antenna outputs is formed:

N
y(k) = Y wava(k) (10.9)
n=1

SThe technique is simpler as applied to these antennas since both reference and user receivers are
driven by the same clock and the magnitude of the baseline is known
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where wy, is a complex weight for antenna n. Our task is to maximize | y(k) | for
k = k¢, the direction of the satellite being tracked. In addition, we want to keep
| y(k) | as small as possible for all k which deviate from ki, by more than a, as
shown in Figure 10.9. a Characterizes the width of the beam we are trying to form.
Let D constitute the discretized set of k which lie outside the beam, as shown in the
figure by a ball, with a missing cone of vertex angle 2a. For economy of notation,

we'll lump all the v,, n=1...N and w,, n=1... N into matrices:

R(w)  jS(w)
W= ; : =W, + JW; (10.10)
R(wy) S (wn)

R(vi(k))  7S(ui(k))
v(k) = : : = v, + jv; (10.11)
R(un(k)) jS(vn(k))

The optimization objectives may now be represented as

Y(kiar) =1 (10.12)
mine Y | y(k) |? (10.13)
keD
which translate to
ve(l)T —vi(l)T | [w, ] _
{v,-(k)f v || w | =} (10.14)
k

Wi
(10.15)

T owT ] [Vr(k)vr(k)T+Vi(k)V-'(k)T vi(k)v, (k)T — v, (k)vi(k)” ] [Wr ]
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Clearly, the beamforming problem posed may be framed as a quadratic program

min, x’ Hx
st.aTx=0b

(10.16)

Using the method of Lagrange multipliers, it is straightforward to show that the

solution to this problem is:

x=H'a(a”H'a)"'b (10.17)

The beamforming problem may also be solved in the robust sense, where rather
than minimizing the [ — 2 norm of y(k) over all k € D, we minimize the maximum
value of the signal: mazy | y(k) |, k € D. This can be framed as a quadratically

constrained quadratic program which is straightforward to solve using constrained

optimization methods.

min t
st.yk)<t, keD

y(kier) =1 . (10.18)

The calculation of weights on each antenna input, for each satellite, has to be
repeated to accommodate changes in the orientation of the platform, and the position

of LEO satellites. A rate of 5Hz would suffice. In order to accommodate these rates
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without substantial additional computation, a lookup table could be used to generate
weights for a particular bin of satellites look angles. Notice also that each of the
antennas shown in Figure 10.9 could be replaced by an array of smaller antennas, or
a compound patch, as shown in Figure 10.10 to which exactly the same methodology

could be applied.

Figure 10.10: An array of small patch antennas used for higher-directivity beamform-
ing

X

Figure 10.11: A phased array of three compound patch antennas placed on an auto-
mobile

The figures below illustrate the performance that can be achieved using various
antenna setups. Figure 10.11 assumes that antennas are placed on the trunk of an

automobile, with two patches close to the axis around which the trunk opens, and
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Figure 10.12: A phased array of six patch antennas places on an automobile

one at the rear. Figure 10.12 assumes that six antennas are placed on an automobile,
four on the trunk and two on the roof. In both cases, each of the patches consist
of four smaller antennas as shown in Figure 10.10. The optimization technique of
Equation (10.17) was applied to each configuration in order to generate a vertically
oriented beam of beam-width roughly 30°. The results for the configuration of Figure
10.11 are displayed in Figures 10.13 and 10.14. Figure 10.13 is a polar plot of the
resultant gain of the phased-array antenna, for ¢ = 0, and 6 € [0;2x]. Figure 10.14
is a plot of the antenna gain, as a function of look angles 8, ¢ for 6, ¢ € [0;2n]. The
directional gain of this array is 12.3dB. Figure 10.15 and 10.16 are similar plots for

the configuration of Figure 10.12. The directional gain for this array is 14.84B.
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Figure 10.14: Gain as a function of look angles for the antenna array of Figure 10.11
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Chapter 11

Summary of Contributions

This dissertation spans a wide range of issues. Consequently, we summarize here
the contributions of this research. We hope that these provide a solid foundation to

realizing the ultimate navigation architecture proposed in Section 2.I.

o Concept Verification: Demonstrated that rapid acquisition of centimeter-level
position can be achieved using signals of LEO satellites, designed for non-

navigational applications.

o Design and construction of a joint GPS-LEO navigation receiver for cm-level

navigation. Components include
— Digital hardware to synchronize GPS and LEO circuitry so that phase
time-tagging errors are below the centimeter level

- A joint GPS-LEO antenna subsystem where deterministic phase-center

separation or drift can be compensated for in software

— Design of a single pc-board LEO receiver, combining synchronization hard-

ware with r f electronics, that can be co-located with a GPS receiver in a
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single shielded box.

~ Firmware for achieving precise integrated phase measurements using inex-
pensive data communication receiver hardware, by implementing an open-

loop model of the hardware NCO.

— Firmware for performing precise integrated phase measurements on a scal-
able number of satellites, and with a scalable number of antennas, by

implementing the entire signal acquisition and phase-locking operations

on the microprocessor.

o Development of a data reduction technique to achieve precision navigation in a

joint GPS-LEO satellite system. Techniques include

l

Accommodating frequency-dependent phase lags for each of the different

constellations tracked

Accommodating the effects long-term oscillator instabilities on the satellite

oscillators

Ameliorating the effects of LEO satellites ephemeris errors

— Accommodating the effects of a bent pipe communication architecture

Obtaining seamless carrier-phase information using multiple beams in the

satellite downlink

— Obtaining seamless carrier-phase information for TDMA signals

e Development of navigation software for rapid acquisition of centimeter-level
position. The technique assumes that frequency-dependent phase-lags are com-
parable for satellites of the same constellation, and that these are constant over

the course of a few minutes of tracking. No assumptions about user motion, or
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oscillator stability are made. The information smoother component generates
estimates of the probability of correct integer resolution, almost in real time.
The integer-search component is made efficient by a reduction of the lattice

generator matrix based on the Lenstra-Lenstra-Lovatz algorithm.

e Calibration of integrated system performance by Monte-Carlo simulation. This

includes
— Estimating the navigation accuracy, and the lower bound on the probabil-
ity of correct integer detection, for a joint GPS-Globalstar system.

— Generating an error model for the joint LEQ-GPS satellite system, using

ionospheric phase-screen theory to gauge residual ionospheric errors after

differential correction.

— Availability studies for Orbcomm, Globalstar, and a combined GPS-Orbcomm-

Globalstar system.
- Estimating availability of RAIM geometries for a joint GPS-Globalstar

system.

e Analyzed techniques by which LEOS can enhance meter-level navigation in
high-attenuating, and multipath-prone environments. The techniques include
= Minimization of multipath effects using high-bandwidth LEO signals

— Extending integration times to accommodate signal attenuation, and using

LEO geometry for position determinations independent of GPS

— Combining platform attitude with convex optimization of weights for a

phased-array antenna in order to boost antenna gain.
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Appendix A

Appendix: Hardware and Signal
Structure for the Transit Satellites

[[ Oscar 29 | Oscar 27 | Oscar 32 | Oscar 23 | Oscar 25 | Oscar 31
Alt (km) 1175 1063 1274 1016 1163 1160
Freq (MHz) || 399.968 | 399.968 | 399.968 | 399.968 | 399.968 | 399.942
Inclin (deg) || 90.335 90.329 90.362 90.369 89.804 89.803

Table A.1: Basic specifications of the six operational Transit satellites

Six Transit satellites were in operation at the time of this research, and their basic
specifications are listed in table A.1. Figures A.la and A.2a illustrate the high-
frequency and intermediate-frequency hardware used to track the downlink of these
satellites. Rather than exploring in detail the hardware for tracking these satellites,

we briefly discuss the key issues affecting the design.

AI rf And if hardware

The low-noise amplifier and front-end filter 6] of Figure A.l1a were laid out using
copper-tape microstrip circuitry. The amplifier consisted of two cascoding Toshiba

NTE10 transistors, with fr = 5GHz, designed for low noise UHF amplifiers. The
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noise figure for this amplifier was measured at roughly 3.6dB, which is high and
largely due to the suboptimal choice of components for the biasing circuitry and the
emitter circuitry for the input transistor [29]. These decisions were made in order
to achieve stability, and good 302 matches at the amplifier input and output. The
bandpass filter consists of a cascaded high-pass and low-pass filter, each designed
to achieve 30f) input/output impedance matches. The insertion loss of this filter is
roughly 5dB. due to imperfections in the microstrip layout. The gain response of the

circuit in figure A.la is plotted in figure A.1b.
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Figure A.1: Circuit design (a) and frequency response (b) of UHF amplifier and
band-pass filter for Transit

Figure A.2a illustrates the design of the intermediate frequency amplifier, with gain
of roughly 50dB. The op-amps employed were the AD849, with a gain- bandwidth
product of roughly 400M Hz. The input network is chosen in order to achieve stability,
high gain. a low-frequency roll-of, and a 50Q match at IF. The placement of the
resonant tank, between the two feedback-stabilized op-amps, was found to be a robust
configuration, which effectively isolated the amplifier characteristics from variations

in the source and load impedances. The two resistors, respectively at the output of the
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Figure A.2: Circuit design (a) and frequency response (b) of an intermediate-
frequency amplifier, operating at 12.6MHz and providing gain of 50dB.

first op-amp and at the input of the second op-amp, with the resonant tank between

them. could be adjusted to determine the peaking of the i f amplifier’s response, which

is plotted in Figure A.2b.

A.II Signal Structure and Tracking

Figure A.3: Symbols used to modulate phase of the Transit UHF downlink

The modulation on the UHF Transit downlink is designed such that the phase
deviations above and below 0° average to 0, irrespective of the data modulation. In

order to achieve this, the symbols used to modulate phase are illustrated in Figure
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A.3. These symbols are concatenated in order to represent a data 0 = —+ or a data

1 = +—. The resultant signal, which has data rate 200H z, may be modeled as:

y(t) = Acos (wt + (t) + 60°d(t)) (A1)

where d(t) € {-1,0,1}. The downconverted Transit signal, emerging from the
receiver front end, is plotted in figure A.4. Ideally, the approach to locking onto such
a signal involves a digital phase rotation which eliminates the 60°d(t) modulation [44].
However, the digital hardware - see Section 3.ILE - was designed for BPSK/QPSK
signals, and consequently performed in-phase and quadrature mixing, followed by a
Costas phase discriminator. Given the signal structure described above, the in-phase

and quadrature signals input to the Costas discriminator would be

i(t) = lCOS(¢>(t)) - ﬁd(t)sin(d’(t))

2 2
0t = Ssin(o) + Ltjos(ott) (A2

As phase-lock is established, ¢(t) — 0, i(t) — % and ¢(t) — ?d(t). Despite the
residual data present on g(t), phase lock can still be maintained by oversampling the
symbols (i.e. assuming a symbol rate higher than the actual rate) and filtering out
the data using a narrcw-bandwidth PLL. Figure A.5 illustrates the results of such an
approach applied to the Transit signal. In this experiment, the i(t) and g(t) symbols
were sampled at a rate of 70H z, and a symbol rate of 4kH z was assumed. Although
lock is maintained on the signal, the phase disturbance resulting from the data is too
high to meet the centimeter-level performance requirements. The ideal solution to
this problem is to employ the software receiver described in Section 7.II to implement
a matched filter for the symbols of Figure A.3 and the necessary phase rotation to

accommodate 60°d(t) modulation.
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Figure A.4: Downconverted Signal of the Transit Satellites

a

Figure A.5: In-phase (a) and Quadrature (b) symbols input to a Costas Discriminator,
used to track the Transit Satellites
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Appendix B

Positioning with Keplarian TLEs

We discuss here the prediction of satellite location using Keplarian Two Line Ele-
ments. Below is a sample TLE for an Orbcomm satellite, which was obtained from

http://celestrak.com/Norad/elements

ORBCOMM FM 1
1235450 95017A 00117.13183812 .00003740 00000-0 10052-2 0 5896
2 23545 69.9753 136.0441 0011334 344.6897 15.3895 14.48757109267363

Orbit prediction software uses these parameters to predict the location of a satellite
at some point in time by propagating the orbit around the Earth, using a classical
gravity model. The elements which are used by the software, and their column loca-

tion in each line, are described below

Line 1:

19-20 Julian year for the data epoch (last two digits of year)

21-32 Julian day for the data epoch (including fractional portion of the day)
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34-43 First time-derivative of the mean motion
43-52 Second time-derivative of mean motion (decimal point assumed)

54-61 Drag term (decimal point assumed)

Line 2:

09-16 Inclination [deg]

18-25 Right ascension of the ascending node [deg]
27-33 Eccentricity (decimal point assumed)

35-42 Argument of perigee [deg]

44-51 Mean anomaly [deg]

53-63 Mean motion [Revolutions per day]

The procedure for obtaining Earth-Based-Earth-Fixed (EBEF) coordinates from
Keplarian TLE's is well-detailed in (50} and will not be fully described here. We will
only outline a design decision regarding the precision with which a satellite’s orbit
is propagated. The use of a spherically symmetric gravitational field for propagating
satellite orbits will not achieve precision better than a few kilometers if the data epoch
is more than a few hours old. The propagation model can be made more accurate by
including higher-order spherical harmonics in the Earth’s gravitational model. These
higher-order terms have a more substantial effect the lower the satellite’s orbital
altitude. For our experiments, we used a second-order gravity model, which accounts
for the oblateness of the Earth, and involves the following corrections to the ephemeris

parameters computed.
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3 1, 12— 35in(ipeg)?
Aumd = —Jguérfa ;—._(2—d) (tU'I’,day - tepoch.day) (Bl)
2 (1-e?)
3. 1, _z1c08(irq
AWrad = "_J2ﬂ}"rza ;'L,,% (tUT.day - tepoch,day) (BQ)
2 (1-¢?)
3 2 1 _ g . . o 2
Amrad = _mradJ2 (E) __2'8'12(&;‘_)' (B3)
2 a (1-e?)?

where u,q is the argument of perigee in radians, w.q is the longitude of the as-
cending node in radians, m,. is the mean motion of the satellite in radiaus, a is the
semi-major axis in meters, i,,q is the orbital inclination in radians, e is eccentricity
of the orbit, tyr4ay is the universal time in days, tepoch days is the Universal Time at
which the TLE’s were generated, J; = 1.08263 x 1073 is the Earth dynamic form fac-
3

tor. r, = 6.378140 x 10° m is the earth equatorial radius, and p = 2.986005 x 1042

is the Earth’s gravity constant.
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Appendix C

Tracking the Globalstar Pilot
Signal
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Figure C.1: Correlator assembly for the Globalstar pilot signal

The hardware designed to track the pilot signal of the Globalstar satellites has
quadrature mixing at if, as described in Figure 3.3. Figure C.1 describes the archi-
tecture for a tracking assembly which is preceded by the scheme of Figure 3.3b. The

thick black lines in Figure C.1 represent digitized I and Q samples. The incoming sam-
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ples are latched and input to S tracking modules, where S is the maximum number of
signals from a particular satellite constellation that one seeks to track. Each tracking
module tracks one satellite downlink signal by means of a phase-locked loop. Many
different techniques for implementing the tracking modules are known. Our system,
implemented on the Sirius Astra chipset, employs a numerically controlled oscillator
in the phase-locked loop. We will analyze the phase-tracking behavior with reference

to the pilot signal in the Globalstar downlink, which has a modulation scheme

s(t) = %D(t)C,(t)cos(wt-i-(p(t))
A

Z5D(BCa(t)sin (wt + 9(t)) + n(t) (C.1)

where D(t) refers to the outer data sequence modulated on both the in-phase and
quadrature signals. C;(t) and Cq(t) are respectively the in-phase and quadrature
spreading sequences. n(t) Represents thermal input noise, which is assumed to be
normally distributed, of zero mean and of uniform spectral density N,. This signal is

constructed according to the modulation block diagram of Figure C.2.

The tracking module designed for the signal structure of Equation (C.1) is illus-
trated in Figure C.3. Ignoring the effect of front-end gains equally applied to signal
and noise, the in-phase and quadrature digital signal entering the tracking module

can be described:

A
I = EDkC,kcos(gbk) + Ing

A
Qe = ﬁDkCchos(‘bk)'*'an
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Figure C.3: Tracking module for the Globalstar pilot signal

M B,
2

E{ln} = E{Qu}= (C2)

where B, is the pre-correlation signal bandwidth, determined by the filters. The
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upper sideband emerging from the carrier mixers has frequency ~ 2f; and is rejected
bv the accumulator which has effective bandwidth %, where T is the period of the

inner codes Cy(t) and Cq(t). Consequently, we consider only the lower sideband of

the mixer outputs:

A
Iy = ﬁDkCIkCOS(‘ﬁk = &rk) + Iink

A
Qi = 7—§DkCQkCOS(¢k — brk) + Qi
NoB.
E{Ilgnk} = E{ ?nk} ~ 02 (CS)

Each of these signals is then mixed with a prompt inner code and a tracking inner
code. which consists of the difference between early and late code replicas, separated

by some number of chips, d, where d < 2. The prompt accumulator outputs can be

described:

A A
Iy = 7—§R(Ti)DikZ=:lCOS(¢k = @rk) + Ion
A &
Qxu = ER(Ti)Di kgl sin(dk — drk) + Qani
MN,
E {122711} = E {ng} = 2Tc0 (04)

where R(7;) is the cross-correlation between the incoming code and the generated
code for a time misalignment of ;. R(7) = 1 once code-lock is achieved. For an
inner code period, T, and sample rate f,, the summation is typically over M = T f,
samples. This number may be varied to accommodate code Doppler. Assume that

over one correlation period, T, the NCO suffers a constant frequency error, Af; < %,
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and a constant phase error, A¢;. We can then treat the summation in Equation (C.4)

as a continuous integral, and find

E{lLi} = %Disinc(QwAfiT)cos(AqSi)

E{Qx} = %Disinc(%r/_\f,-T) sin(Ad;) (C.5)

For an assumed orbital altitude of 1400 km and transmissions in the S-band, we
expect a maximum phase acceleration due to Doppler of ~ 100.27 rad/s?. For T =
1 ms, we expect sinc(2rA f;) > 0.97 so the factor can be safely dropped. The samples
are input to the microprocessor which estimates the phase error and implements a loop
filter to achieve desired phase-lock loop performance. Since the signal of Equation
(C.1) has a common outer data sequence on the in-phase and quadrature components,

a simple Costas Loop discriminator approximates the phase error by multiplying the

samples.

00; = IiQu
AM?
E{éei} = ——ad (C.6)

From Equation (C.6), we see that the gain of the discriminator is K = -"z—é"— In

addition, the variance of the discriminator output can be computed

T3s E{5:Q%} - E* {1uQu}
K21V0 No
= ot (1 37)

(C.7)
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By monitoring the signal amplitudes of the correlator outputs, and varying the loop
control accordingly, a specific phase-lock loop transfer function, H, is maintained by
the microprocessor. Generally, in selecting the bandwidth of the loop, a tradeoff must
be made between rejecting thermal noise on the one hand, and tracking performance
on the other. For loop transfer function H, the NCO phase error, which we cannot

directly estimate by the technique described in Section (4.II), has variance

Sa0) 1 o
2 el 2
o g, | B P s
I [ .
+ = /w Solw) |1 - H(jw) [2 dw (C.8)

where 5,(0) is the power spectral density near the origin of the thermal noise. The
expression assumes that the loop bandwidth, B, a Ziwfo“’ | H(jw) |* dw, is much
smaller than B,.. Since the correlator bandwidth, %, is also much less than B,, we
can safely approximate S,(0) = To2,. From Equation (C.7), the phase error variance

in Equation (C.8) becomes

(C.9)

2N,B N,
2 0L 0
Oy e (1 + )

- AT

This thermal noise variance is not heavily dependent on there being the same data
sequence, {D,}, on in-phase and quadrature signal components. For example, for a
CDMA signal with QPSK data modulation, we would use a fourth-power loop, rather
than the Costas Loop. It has been shown by Lindsey [46] that thermal noise variance

could then be approximated: M};@L [1 +3.8 (%ﬂf) +7.6 (%%)2 +8 (%’91—.)3] .

A phase-counter keeps track of the absolute phase of the NCO locked to each signal.
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The phase measurement of the phase counter contains both a fractional and an integer
component, where each integer refers to a full 27 phase cycle. There are multiple
different means by which the microprocessor can read the phase of the phase counters.
Whichever method is employed, for each reading epoch, the time from reading the first
phase counter tracking a signal to the last phase counter tracking a signal should span
an interval less than a few usec in order to cause errors below the experimental noise
floor. This specification is made concrete in Section 4.I. One method of satisfying
this specification is illustrated in Figure C.1. In this configuration, a single latch
signal is used to latch the phase of each of the counters in all of the phase-counting
assemblies simultaneously. The latched data can then be read sequentially from each
of the relevant latches. Phase reading epochs, in which the phase data for all of the
signals being tracked is read, occur at frequencies roughly between 1 and 100 Hz,

depending on the requirements of the specific navigation application.
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Appendix D

Batch Solution via Choletsky
Factorization

In order to preserve sparseness, we ignore the off-diagonal terms of the batch covari-
ance matrix of Equation (4.48), to obtain a diagonal matrix C!. We may pre-multiply
the batch measurement equation by the diagonal scaling matrix (C) E and then solve
the least-squares problem. Since (C)-% does not change the block structure of H,
we will not explicitly show the pre-multiplication by (C)_%, or equivalently assume
that C is simply the identity, Ins. We may then solve the least-squares problem of

Equation (4.38) by solving

HTHA® = HTAY (D.1)

The matrix A = HTH has the block structure

1Of course, this is not ideal when ephemeris errors are the dominant error sources. However,
when baselines between user and reference are only a few miles, and LEQS transmit their position

based on real-time GPS position unaffected by S/A, the ephemeris errors are below the experimental
noise floor.
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T Ay 0 e e Apnar

0 Ag 0 o ANyt

: 0 Az Az ni (D.2)
L Aviit Ansi2 Anviia o0 AngpiNgr

where the submatrices {A;;}, i < N+ 1 are 4 x 4, {Ay4,;} are (S—1) x 4 and
Aviive is (§—1) x (S —1). We seek a lower triangular matrix, L, such that

LLT = A, with structure

L, 0 - 0
0 Ly 0 0
L=| o - : (D.3)
: ‘ LN,N
L Lyv+iy Lasrz -+ Ly Lyviiver |

where the submatrices {L;;}, 1 < .V + 1 are 4 x 4 lower triangular, {Ly,;;} are
(S-1) x4 and Ly+yn4+1 15 (S — 1) x (S - 1) lower triangular. This matrix can
be found via Choletsky Block Factorization (see [20]), which is achieved with the

following algorithm:

e forj=1,NV+1

) fori=75N+1

. S=A,; - Tio\ LisLT,

o ifi=j

. compute by Choletsky factorization L;; s.t. L;;LT; =S
) else
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. solve Ly ;LT, = 8 for L;;

. end
° end
e end

Once L is found, A® can be found by block back-substitution.
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Appendix E

Lower Bound on the Separation of
Lattice Vertices

Consider a vertex point in the lattice generated by G

v =

k

=1

From the Gramm-Schmidt orthogonalization, we have that

J
g = 2} 1ji; (E.2)
where
T o*
g] gi .
l‘ ji — . gi (E'3)
" gl

The only term in the expression of Equation (E.1) involving column g} is ziucg}-

Consequently, we may recast this expression as:

k

v=)_ z;g; where z; = z (E4)
=1
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Therefore,

k
1l = M2 1si N > lzeli®l 71 > | gkl
J=l1

However.

lgill® > min(llgul®, lgall. . . 11gq11%)

and the proof is complete.
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Appendix F

The Algorithm of
Lenstra-Lenstra-Lovatz

Given a lattice L = LG with G = (g, - - - g}, the Lenstra-Lenstra-Lovatz algorithm

obtains a reduced basis for the lattice as follows:

e Perform a Gram-Schmidt orthogonalization on the vectors {g;},i=1...q
i.e. compute vectors {g;},i =1:--q recursively:
Te;
=8~ z;_l 'J_“! J=1l...q
) {g;}i = 1--.q will form an orthogonal basis for the space spanned by G.
Clearly, any vector g; can be formed from a linear combination of the vectors {g}
8 = i M8, i = ﬁ—,,';, =1...j-Lp;=1
e For j=1---q,and given j, fori =1---j — 1, replace g; by g; — {1 i|g;
¢ Repeat the Gram-Schmidt orthogonalization on the new set {g;}, i=1...q
o [f there a subscript j violating ||g},, + u¢+1);8} /I > 3llg;l|* then
interchange g; and g;;; and return to the first step. Otherwise, stop.

G =g - -8, is the reduced generator matrix for the lattice L.
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Appendix G

Searching for an Integral Point
Inside an Ellipsoid

We describe hear an approach to searching for an integral point, z, within the ellipsoid

set {z € Z9*!|||y — Gz|| < r}. Consider the case that G is a lower-triangular matrix,

gql gqq

In this case, the inequality ||y — Gz||; < r expands to

(11— guz)® + (Y1 — gaz1 — gno22)* + - (Yqg = G121 — -+~ gqqzq)2 <rt (G.2)

From the first term,

n+r

[yl 1< <]
an

-r
gu1

| (G.3)

From the second term
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(ni — 9121 — 92232)2 < r2— (11 — 91121)

Y — g2 — \/r2 - (- 92121)2] << Lyx—gzm-\/mj (G.4)

g22 - g22

2

[

So, in general, we have

where

l, = ti =T

u, = ti +r;
i-1

o= Y~ g5z i=1-q
i=l

r1=1

. 2
t
r2, = ri- (y,-—Zgijz,-) i=1...¢q-1 (G.6)
j=1
Consequently, the search can be efficiently performed as follows:

e find the unitary matrix I’ such that I'G is lower triangular
e make the redefinitions y - I'y, G - I'G
efori=1---¢

if l; > u; no such integral point exists. stop.

= et

e end.
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By finding points as close to the center of the ellipsoid as possible, we are able in

general to find smaller values for ||y — Gz||; at each iteration. For more details, see

[1]
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Appendix H

Estimating the Effects of
Ionospheric Irregularity

incid%nt wave

scattered wave
e

= ~

Figure H.1: Ionospheric phase-screen model

One may estimate the non-deterministic components of ionospheric error using
tonospheric phase-screen theory [28]. This model is illustrated in Figure (H.1). Con-
sider a signal, originating from oo, which is incident on the ionosphere at point p.
The emerging waveform is described by the baseband equivalent uy(p, t) = Age~/9®P4),
The irregularity slab is considered to act as a thin screen, which changes the phase

of the emerging waveform by the amount
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8(p) = -Ar. [ °L AN(p.2,t) dz (H.1)

where r, is the classical electron radius, AN(p, z,t) is the deviation in average
electron content, A is the wavelength and L is the length of the slab. The temporal
phase variations caused by turbulence, or the time dependence of AN, have been
studied in multiple Geostationary satellite beacon experiments [28]. While the effects
vary considerably with time of day, and solar cycle, in all cases the PSD of phase
scintillations has negligible content at high frequencies. For user and reference station
clocks correlated to within 20uSec, it is evident that the temporal variation of AN is
a negligible error source, so the ¢t dependence can be dropped. The spatial variations,
however, are crucial. In order to quantify the spatial effects, one must make an
empirically guided assumption about the fractional deviations in electron content
%ﬁp) It is reasonably assumed [9] that over the slab thickness L, ‘\—N\-(,;hl is a
Gaussian random field of zero mean. Multiple satellite probe measurements [25], [11]
have examined this issue. All suggest that, over a range of roughly 70m to 7km and
assuming isotropic irregularities, the three-dimensional spatial power spectral density
of é—}f—)ﬂl has a power-law dependence: Q_%_: (k) = $ox™ where a can range roughly

between 2 and 4 [9, 11].

To find the effect of these irregularities on the signal uo(p) as it propagates down-
wards, the field can be computed using Kirchoff’s diffraction formula [28]. Under the

forward scattering assumption', the Fresnel diffraction results in:

) jkAgN? [-i(etp)+£lp-p")] g2 9
u(p. 2) = 2z // P (H.2)

!Forward scattering assumes that the wave is scattered into a small angular cone centered around
the direction of propagation.
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where k£ is the scalar wave vector. Applying to this propagation law the assump-
tion of a Gaussian distribution in phase, it can be shown [28], that for small phase
fluctuations, the power spectral density of phase deviations for receivers placed at z

is:

2
K.z

— 9 \2r2cos?
¢, (kL) =2w)°ricos (Qk

) L®ay (k1,0) (H.3)

Assigning a precise formulation for L(b% (k1,0) is difficult since the ionospheric
irregularities vary substantially with time of day and solar activity [21]. However,
to err on the side of conservatism, we match our model to data for high scintillation
activity at k; = 270.2 rad.km~! and assume a rolloff of & = 2 for larger ;. The

factor cos? (—;,7), which leads to diffraction nulls at specific altitudes, was dropped.

The resultant power spectral density, for k), € [0.47; 00)rad.km™! is

=332
&, (kL) ~ 2—8"—:20—A- rad.km (H.4)
L

for A in cm. If we assume, again conservatively, that all the phase variations at the
position of the user and reference station are uncorrelated, then we can estimate the
variance in ionospherically-induced phase differences for a user and reference station

separated by horizontal distance d km.

E{(cup} = / i M dr, (H.5)

T Kl
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