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Abstract 

The use of Global Positioning System (GPS) and upcoming Global Navigation Satellite 

System (GNSS) signals for Geostationary Orbit (GEO) and Highly Elliptical Orbit 

(HEO) space missions has special design challenges. Such missions are at an altitude 

above the altitude of the GNSS constellations. Consequently, the signals reaching an 

onboard receiver originate from GNSS satellites on the opposite side of Earth. The 

received signals are 10 to 100 times weaker with limited satellite spatial diversity.  

GNSS signal reception at GEO and beyond is dependent on accurately modelling the side 

lobes of the GNSS satellite transmit antenna array. Starting with the GPS Block III 

satellites, the GPS Interface Control Document (ICD) provides specifications on the gain 

characteristics of the main lobe of the transmit antenna array. There is no information in 

the literature that describes the side lobes of the transmit antenna pattern. Pictures of 

antennas onboard the Galileo Full Operational Capability (FOC) satellites indicates a 

transmit array of 28 patch antennas. No information can be found in the literature that 

characterizes the gain pattern for the Galileo FOC transmit antenna array. In this 

dissertation, GPS Block III and Galileo FOC transmit array main and side lobe gain 

patterns have been reversed engineered using computational electromagnetics. Using the 

reverse engineered transmit antenna gain patterns, satellite visibility and accuracy is 

evaluated onboard a GEO satellite using a combined GPS plus Galileo satellite 

constellation. Traditional ground-based satellite laser ranging has accuracy in the 

kilometer class. Leveraging both the main lobe and side lobes of a combined GPS plus 

Galileo constellation can result in at least two orders of improvement compared to 

ground-based approaches. Persistent autonomous RMS 3-D positioning accuracies of 9 – 

15 m can be achieved at GEO.   

Specular multipath resulting from the body structure and solar arrays is the dominant 

error source onboard Low Earth Orbit (LEO) satellites. In particular, solar panel induced 

specular reflections onboard the International Space Station (ISS) can cause up to 50m in 
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GPS positioning error. Conventional multipath mitigation strategies are insufficient 

overcome this problem. In this work, a novel implementation of adaptive digital 

beamforming and predictive antenna nulling is demonstrated to overcome multipath. 

Using live sky data, a 4x decrease in positioning errors is achieved using a simple four 

element antenna array.  

A combined GPS + Galileo system is chosen to leverage the common L1 signal which 

will be transmitted by both constellations. Given the rather weak signal reception at GEO 

and beyond, custom signal acquisition algorithms are required. Such implementation 

cannot be found in commercial GNSS receivers. A real-time L1 C/A receiver with 

adaptive digital beamforming has been developed. The receiver has been implemented on 

the Xilinx Virtex-5QV rad-hard FPGA. To overcome the need for an external co-

processor, a dual core LEON3 processor has also been implemented within the same 

FPGA. Receiver performance and design methodologies adopted in its implementation 

are discussed in this thesis. 
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Chapter 1  

Introduction 

In his article titled “Retooling the Global Positioning System” published in the magazine 

Scientific American, Prof. Per Enge envisioned an exponential increase in civilian usage 

of Global Navigation Satellite Systems (GNSS) over the next decade [Enge, 2004]. The 

initial Navstar Global Positioning System (GPS) was intended as a military-usage only 

satellite positioning system, with a few thousand military GPS receivers expected to be 

fielded globally. Cellular smartphones with built-in GNSS receivers have led to a 

proliferation of GNSS users and applications. By the year 2022, the global GNSS chipset 

market is expected to be worth $5.22 billion, with a Compounded Annual Growth Rate 

(CAGR) of 7.9% expected between 2016 and 2022 [MarketsandMarkets, 2017].  

In contrast, space missions that utilize GNSS signals have been gaining traction at a 

much slower pace. GNSS signal reception and receiver implementation challenges have 

limited its adoption for space missions. GNSS transmit antennas are primarily designed 

for Earth coverage. Residual signal energy not blocked by Earth can be received at 

Geostationary (GEO) and higher orbital altitudes. This residual signal energy is contained 

in the side lobes of the transmit antenna radiation pattern. There are no antenna 

measurements or models reported in the literature that adequately characterize GPS and 

Galileo transmit antenna side lobe performance.  

Semiconductor devices operating in space are susceptible to radiation effects. GNSS 

receivers used for space missions must be implemented using radiation hardened 

electronics. An unmodified commercial GNSS receiver could experience catastrophic 

failure during a space mission. A GNSS receiver is also vulnerable to multipath errors 

due to signals that can reflect off the spacecraft structure and its solar panels.  
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This thesis is an attempt to find solutions to these issues. Algorithms, models and receiver 

implementation approaches have been developed through analysis, simulation and 

experimentation. It is hoped that the work presented in this thesis will motivate new 

space missions that utilize GNSS signals.     

1.1. Introduction to Global Navigation Satellite Systems 

1.1.1. Global Positioning System  

Officially, the standard GPS constellation comprises 24 satellites in six circular orbital 

planes [GPS SPS, 2008]. The satellites are at an orbital altitude of approx. 20,200 km 

with an orbital inclination of 55° and an orbital period of one half sidereal day. The GPS 

satellites are replenished periodically with newer satellites as they age to the point where 

they no longer meet mission requirements. The in-orbit reliability of the satellites has 

almost always exceeded the stated design life, resulting in up to 32 GPS Block IIR, IIR-

M and IIF satellites being currently operational in-orbit. 

The first four GPS Block I satellites were launched in 1978. GPS initially transmitted 

signals on two frequencies: L2 (𝑓0 = 1227.6 MHz) and L1 (𝑓0 = 1575.42 MHz). The L2 

signal was for military use only, while L1 included two orthogonal signals. L1 C/A is an 

unencrypted civilian use signal, while L1 P(Y) is an encrypted signal intended for 

military use only. The latest GPS Block IIF satellites also transmit civilian signals on the 

L5 (𝑓0 = 1176.46 MHz) and L2 frequency bands.  

The United States Air Force is in the process of procuring ten new GPS Block IIIA 

satellites.  These next generation satellites are envisioned to provide enhanced global 

civil and military user performance [Marquis, 2011]. The GPS Block IIIA satellites will 

transmit a total of eight civil and military signals. This includes the legacy L1 C/A and 

military L1 P(Y)/L2 P(Y) signals, modernized L1M and L2M military signals, and with 

modernized civil L5, L2C and L1C signals [Hagerty, 2008]. As of October 10, 2017, the 

US Air Force has declared the first GPS Block IIIA satellite as being available for launch 

[USAF GPS III]. 
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The new civilian L1C signal will be common to both the GPS and Galileo constellations. 

Space missions can benefit immensely from this common signal as a single space GNSS 

receiver can utilize both systems. Figure 1.1 shows the spectral plots of the eight current 

and future GPS civil and military signals across the L5, L2 and L1 frequency bands.  

 

Figure 1.1 Current and future GPS signal spectrum. Courtesy Navipedia 

1.1.2. GLONASS  

The Globalnaya Navigatsionnaya Sputnikovaya Sistema (GLONASS) is a Russian 

controlled satellite navigation system, first launched in October 1982. The standard 

GLONASS constellation is comprised of 24 satellites in three circular orbital planes at an 

orbital altitude of approx. 19,100 km. The nominal orbital inclination is 64.8° with an 

orbital period of 8/17
th

 of a sidereal day [GLONASS ICD].  
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GLONASS originally transmitted signals on the L1 (𝑓0 =  1602 MHz) and L2 (𝑓0 = 1246 

MHz) frequencies, with each satellite carrier signal offset by a fixed amount from a 

common center frequency. This makes the receiver Radio Frequency (RF) front-end more 

challenging to implement in a GLONASS receiver. The first GLONASS-K satellite 

began transmitting a new signal on the L3 (𝑓0 = 1202.025 MHz) frequency band 

[IACPNT, 2011]. Future GLONASS satellites are expected to eventually transmit signals 

on the L3, L2 and L1 frequency bands.  Figure 1.2 shows the spectral plots of the original 

GLONASS L2 and L1 signals.   

 

Figure 1.2 GLONASS FDMA signal spectrum. Courtesy Navipedia 

1.1.3. Galileo 

Galileo is a European Union managed satellite navigation system conceived in the early 

2000s. Galileo will comprise a constellation of 27 satellites in 3 circular orbital planes 

configured as a 27/3/1 Walker constellation [ESA Galileo]. The entire Galileo 

constellation hasn’t been launched yet. The satellites are at an orbital altitude of 23,229 

km with an orbital inclination of 56° and an orbital period of 10/17
th

 of a sidereal day. 

Galileo broadcasts both Open Service (OS) unencrypted and Public Regulated Service 

(PRS) encrypted signals. Galileo OS and PRS signals are transmitted on the E5 (𝑓0 = 

1191.795 MHz), E6 (𝑓0 = 1278.75 MHz) and E1/L1 (𝑓0 = 1575.42 MHz) frequency 

bands. The Galileo E1 OS signal shares a common signal structure with the GPS L1C 
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signal [Avila-Rodriguez, 2007]. Figure 1.3 shows the spectral plots of the different 

Galileo E5, E6 and E1 frequency band signals.  

 

Figure 1.3 Galileo signal spectrum. Courtesy Navipedia 

1.1.4. BeiDou 

BeiDou (Compass) is China’s global satellite navigation system. Unlike the three systems 

described above, BeiDou includes satellites in multiple orbital configurations. The final 

BeiDou constellation is expected to comprise 27 Medium Earth Orbit (MEO) satellites in 

a Walker 27/3/1 configuration, five GEO and three Inclined Geosynchronous (IGSO) 

satellites. The MEO satellites will be at an orbital altitude of 21,150 km with an orbital 

inclination of 55° and an orbital period of 7/16
th

 of a sidereal day. The IGSO satellites 

will also be in 55° inclination geosynchronous orbits. The BeiDou signal transmission 

frequency plan has constantly been in flux over the course of its development [Lu, 2014]. 
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Eventually, BeiDou will transmit both open access and authorized user only signals on 

the B2 (𝑓0 = 1191.795 MHz), B3 (𝑓0 = 1268.52 MHz) and B1 (𝑓0 = 1575.42 MHz) 

frequency bands.  

1.1.5. Summary of GNSS Features and Capabilities 

The signal characteristics of past, present and future GNSS and its associated trade-offs 

have been thoroughly described in [Betz, 2013].  Table 1-1 compares the signal 

characteristics of legacy and modernized civil GNSS signals. The newer signals are 

designed to provide improved accuracy, jamming resiliency and usability under weak 

signal conditions.  

Table 1-1 Comparison between legacy and modern GNSS signal characteristics 

Signal Characteristics Legacy Civil Signals Modernized Civil Signals 

Number of Carrier 

Frequency(ies) 
One Civil Signal Frequency 

Two or three civil signal 

frequencies 

Multiple Access CDMA and FDMA CDMA 

Spreading Modulation BPSK 
BOC, TMBOC, CBOC, 

AltBOC 

Spreading Code 
≤1023 bits generated using 

shift registers 

4092 – 767,250 bits using 

Weil code and stored in 

memory 

Pilot and Data 

Components 
Data Channel Only Pilot and data channels 
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Data Message Format 
Parity Bits based on 

Hamming Code 

Modern error control 

coding, CRC-based error 

detection 

Minimum Terrestrial 

User Received Power 
< -160 dBW < -155 dBW 

1.2. Space Applications of GNSS 

As early as the 1980s, the National Aeronautical and Space Agency (NASA) considered 

utilizing GPS signals for space missions. The agency explored the use of GPS as a 

replacement for the Space Shuttle’s Tactical Air Control and Navigation (TACAN) 

radionavigation system. The Space Shuttle was originally designed with three TACAN 

units for use during the entry phase of flight, but budgetary constraints stymied this 

proposal [Goodman, 2005]. In the early 1990s, NASA pursued the Space Shuttle GPS 

Development Flight Test program. The Space Shuttle STS-61 mission launched on 

December 2, 1993 was equipped with a Miniaturized Airborne GPS Receiver. The 

Shuttle’s avionics system was upgraded to include an integrated GPS + inertial 

navigation system that could be utilized during all phases of its flight [Hoech, 1994]. The 

miniature GPS receiver could operate with or without inertial aiding information to 

acquire, reacquire and track GPS signals. Inertial aiding was particularly useful during re-

entry through the Earth’s atmosphere, when plasma effects limit the availability of GPS 

signal measurements.   

GPS has also been utilized to improve the measurement accuracy of satellite altimetry 

missions. The NASA Ocean Topography Experiment (TOPEX)/POSEIDON satellite 

mission was launched in August 1992. It was the first mission to utilize a weighted 

combination of GPS pseudorange and carrier phase observables to provide global Mean 

Sea Level (MSL) measurements with an accuracy of 10 cm or better. This represented a 

factor of five improvement in accuracy, when compared to MSL measurements collected 

during prior satellite altimetry missions [Carson, 1998].  
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Multiple Low Earth Orbit (LEO) scientific missions have utilized GPS signals for Radio 

Occultation (RO). RO is a remote sensing technique that measures the vertical profile of 

Earth’s atmosphere and can be used as a global weather forecasting tool. Challenging 

Minisatellite Payload (CHAMP) was the first LEO satellite GPS-RO mission to be 

launched. Several follow-on satellite missions such as Gravity Recovery and Climate 

Experiment (GRACE), Satelite de Aplicaciones Cientificas – C (SAC – C), and 

TerraSAR-X/TanDEM-X have flown GPS-RO payloads. A comprehensive description of 

these missions and their outcomes can be found in [Wickert, 2008] and the references 

listed therein.  

Gravity Probe-B was one of the early satellite missions to demonstrate GPS-based orbit 

determination and satellite position estimation. Launched in April 2004, its primary 

scientific mission was to experimentally validate two previously incompletely verified 

predictions of general relativity. The payload included two TANS Vector III GPS 

receivers modified to operate in space. The primary scientific mission required 100 m 

RMS position accuracy along each axis of the satellite. GPS measurements were also 

used for comparing the onboard clock against the Coordinated Universal Time (UTC) 

time reference [Everett, 2015].  

GPS has also been demonstrated as the primary means for relative positioning of LEO 

formation-flying satellite missions such as TanDEM-X and PRISMA. The two missions 

have demonstrated the feasibility of achieving cm-class real-time relative position 

accuracies using carrier phase differential GPS techniques [Montenbruck, 2013].  

1.3. Problem Statement and Previous Work 

All of the space missions described in the previous section were LEO missions. GNSS 

satellites are placed in Medium Earth Orbits (MEO) located above LEO but below GEO. 

A GNSS receive antenna onboard a LEO satellite is located on the satellite’s anti-earth 

deck, with GNSS satellites distributed in the zenith direction. There has been a lot of 

interest in demonstrating reliable GNSS based positioning, navigation and timing (PNT) 
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capabilities at GEO and higher orbits. Accurate GNSS positioning at GEO and higher 

orbits would enable autonomous satellite station keeping without extensive ground 

infrastructure or human operator involvement. GEO satellites that can autonomously 

station keep would require reduced separation distances. This reduction in satellite 

spacing requirements can be used to increase the number of satellites that can be placed 

within the crowded GEO belt.   

Kilometer-class ranging accuracies can be achieved using ground-based ranging to GEO 

satellites [European, 2008]. Typical satellite applications such as digital television 

broadcast and satellite telephony are not impacted by kilometer-class ranging accuracies. 

The improved accuracy would allow more GEOs to be placed in orbit and/or would allow 

them to be located at the most optimal locations for satisfying their mission 

objectives.  In order to operationalize optical Inter-Satellite Links (ISL) between two 

GEO satellites, at least two orders of magnitude improvement in satellite positioning 

accuracy is required [Poncet, 2014].  

Autonomous positioning can also potentially influence and impact the complexity of 

currently evolving GEO satellite servicing concepts. These concepts intend to minimize 

the number of replacement satellite launches, while allowing for multiple mission 

payloads that can be assembled on-orbit over time.  Autonomous PNT onboard Highly 

Elliptical Orbit (HEO) missions would also benefit scientific missions that require 

formation flying of satellites in orbits with long dwell times over certain regions 

surrounding Earth [Burch, 2016].  

Figure 1.4 illustrates the fundamental challenge limiting the widespread adoption of 

GNSS based PNT at GEO and higher orbits. GNSS transmit antenna coverage is 

primarily designed for Earth coverage. Ideally, little to no energy would be radiated 

beyond the limb of the Earth. Practical GNSS transmit antennas do radiate some spill 

over energy that extends beyond the limb of the Earth. GNSS signals received at GEO 

and higher altitudes are transmitted from GNSS satellites on the far side of Earth. The 

received signal strength is substantially weaker due to the additional propagation path 

loss the signals are subject to. At GEO, signals from the main lobe of at least four GPS 
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satellites are simultaneously available for a small fraction of a 24-hour period. Multiple 

analytical and experimental studies have confirmed this limitation [Moreau, 

2000][Barker, 2007]. During periods when fewer than four satellites are visible, 

specialized Extended Kalman Filter (EKF) based navigation filters have been 

implemented. Such filters utilize sparse GPS observables along with orbit perturbation 

and clock drift models to estimate a satellite’s position and velocity [Bamford, 2006].   

A recent HEO mission which has leveraged GPS at apogee altitudes between 12-25x 

radius of Earth (RE) is the NASA Magnetospheric Multiscale Mission (MMS). The GPS 

receiver was based on the NASA Navigator receiver which uses a proprietary orbit 

propagation filter coupled with an ultra-stable oscillator onboard the spacecraft. Four or 

more GPS satellites were simultaneously visible for brief intervals, thereby necessitating 

the orbit propagation filter [Farahmand, 2017][Winternitz, 2017]. 

 

Figure 1.4 GNSS signal reception geometry at GEO and higher orbital altitudes 
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In addition to the transmit antenna main lobe, GNSS transmit antenna side lobes can also 

be utilized to improve GNSS availability at extended altitudes. Side lobe performance for 

the GPS and Galileo transmit antennas is not publically available. The respective system 

Interface Control Documents (ICDs) do not stipulate any design specifications that can be 

used to quantify transmit antenna side lobe performance. This limitation has been 

highlighted in multiple prior publications that have evaluated GNSS availability at GEO 

and higher altitudes [Kuehl, 2011][Kahr, 2013]. A high fidelity method to accurately 

characterize the GPS and Galileo transmit antenna main and side lobes was emphasized 

in the literature. NASA has been leading efforts to get the different GNSS agencies to 

agree to a GNSS Space Service Volume (SSV) to increase GNSS usage at GEO and 

higher orbital altitudes [Miller, 2015].  

Lockheed Martin Space Systems recently flew a 12 channel, single frequency GPS L1 

C/A receiver onboard the Geostationary Operational Environmental Satellite (GEOS-R) 

satellite formally identified as GEOS-16. Lockheed Martin is also the manufacturer of 

several generations of GPS satellites. These include the GPS Block IIR, IIR-M and soon 

to be launched GPS Block III satellites. The GPS receiver designers for the GEOS-16 

mission had access to proprietary measured GPS transmit antenna patterns. They were 

able to accordingly tailor their GPS receiver to leverage signals from both the main and 

side lobes of the GPS satellites [Winkler, 2017]. The receiver had a modest GPS position 

accuracy of 100 m at GEO.   

In order to improve GNSS availability at GEO and higher altitudes, a 15 satellite 

constellation in LEO functioning as GNSS signal transmitters was proposed [Knogl, 

2012]. This concept is similar to GPS direct ranging pseudolites, which were first 

proposed to improve the vertical accuracy of GPS based aircraft navigation and landing 

systems [Cobb, 1997]. The expected Position Geometric Dilution of Precision (PDOP) 

with a combined GPS and 15 satellite LEO GNSS transmitter constellation was evaluated 

to be at best 55 and would often exceed 105 over a 24-hour period. Dilution of Precision 

(DOP) is explained in Section 3.6 of this thesis. A typical terrestrial GPS receiver in 

comparison has a DOP value between one and three. As a rule of thumb, the smaller the 
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DOP, the better is the overall receiver positioning accuracy that can be achieved. The use 

of pseudolites on the ground to improve availability and accuracy at GEO was proposed 

in [Serre, 2006]. A dual frequency GPS receiver that can operate in LEO and GEO was 

developed as part of the T3000 receiver development program for the European Space 

Agency (ESA) PROBA-2 mission. Simulation results indicated that 400m positioning 

accuracy can be achieved at GEO using the GPS constellation alone. When ground-based 

pseudolites are included, the claimed accuracy at GEO reduced to 150m.   

The first contribution of this thesis, described in the next section, provides a solution to 

this problem. The proposed solution would drastically improve the navigation accuracy 

using GNSS for GEO and other higher altitude satellites.  

In contrast to GEO and HEO missions limited by GNSS signal availability, signal 

multipath is the dominant error source impacting GNSS accuracy onboard LEO missions. 

The recent Technologie-Erprobungs-Trager 1 (TET-1) LEO mission included the 

Navigation and Occultation eXperiment (NOX) GPS-RO payload [Hauschild, 2014]. 

NOX used a modified commercial dual frequency receiver for GPS-RO and Precise Orbit 

Determination (POD). TET-1 was a small satellite with only a single solar panel on each 

of its panel mounting sides. Data processing results indicated that measurements were 

impacted by multipath reflections from the satellite structure and solar panels.  

Multipath is significantly more challenging onboard the International Space Station 

(ISS). Figure 1.5 illustrates the unique ISS solar panel configuration. Each of the 16 

panels can be independently rotated about the ISS roll and pitch axes. GNSS signals will 

reflect off these large solar panels and degrade receiver positioning accuracy.   
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Figure 1.5 Solar panel configuration onboard the International Space Station 

NASA has investigated GPS based autonomous rendezvous and docking systems for the 

ISS. Structural blockage and multipath reflections can severely impact a GPS receiver 

onboard a Shuttle around the vicinity of the ISS. Simulations indicated multipath errors 

as high as 30 m at a distance of 100 m from the ISS for a GPS receiver onboard a Shuttle 

or autonomous cargo capsule [Gaylor, 2005]. The number of reflective and diffractive 

surfaces on the ISS impacts the magnitude of GNSS pseudorange errors. As more 

modules are added to the ISS, the likelihood of larger multipath errors increases. To this 

date, optical systems are used for close proximity navigation and docking with the ISS. If 

GNSS multipath errors can be sufficiently minimized, expensive optical docking systems 

can be avoided [Emanuelli, 2013]. The use of GNSS for rendezvous and docking was 

recently analyzed using empirical GNSS measurements [Powe, 2012]. Over 50 m GNSS 

position errors attributable to signal reflections off the ISS structure and solar panels were 

observed when an unmanned cargo Automated Transfer Vehicle (ATV) attempted to 

dock with the ISS. Antenna diversity based multipath mitigation onboard a LEO satellite 

was first proposed in [Byun, 2002]. The viability and performance of antenna diversity 

based multipath mitigation onboard the ISS has not been reported in the literature.  
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The second contribution of this thesis, described in the next section, addresses this issue.  

GNSS receivers operating in space must be protected against failure due to space 

radiation effects. The ESA Advanced GPS/Galileo ASIC (AGGA) space GNSS receiver 

program uses radiation-hardened semiconductor fabrication technology to manufacture 

custom space qualified GNSS receivers. Multiple iterations of this rad-hard GNSS ASIC 

have been developed over the years. AGGA-4 is the latest generation AGGA receiver and 

features 36 FFT based acquisition channels, two independent selectable digital 

beamforming processors, and a LEON-2 fault tolerant embedded microprocessors 

[Reichinger, 2006][Rosello, 2010]. The MosiacGNSS receiver is an alternate space 

GNSS receiver developed by Airbus and funded by the German Aerospace Center 

(DLR). This receiver can operate at LEO, MEO and GEO and is also based on the AGGA 

ASIC [Krauss, 2007].  

GPS Software Defined Receivers (SDR) space receivers have also been developed and 

flown over the years. The Jet Propulsion Laboratory (JPL) has demonstrated multi-

frequency GPS L1, L2 and L5 SDR. The SDR is flying onboard the ISS as part of the 

NASA Space Communication and Navigation (SCaN) payload. The receiver is 

implemented using two reconfigurable Xilinx Virtex-II Field Programmable Gate Arrays 

(FPGA) and a Scalable Processor ARChitecture (SPARC) general purpose processor. 

The receiver electronics had to be adequately shielded, which increased the overall 

receiver Size, Weight and Power (SWaP) [Duncan, 2011]. An FPGA-based GPS and 

Galileo SDR was also flown onboard the ALMASat-EO LEO satellite. A commercial 

Virtex-5 FPGA was used to implement the GNSS receiver [Avanzi, 2010]. The 

performance of this receiver under radiation conditions is unknown.  Researchers at the 

University of Texas at Austin and NASA have recently implemented a dual frequency 

GPS SDR using a commercial GNSS RF front end and Digital Signal Processing (DSP) 

boards. The receiver was tested onboard high altitude sounding rocket balloons. A 100 

mils thick aluminum shield was used to limit the effects of radiation [Lightsey, 2014].   

The third contribution of this thesis, described in the next section, addresses the 

feasibility of implementing a GNSS SDR using radiation hardened electronics. A 
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comprehensive assessment and validation of such a receiver implementation is not 

available in the literature.  

1.4. Contributions 

Three primary contributions were made over the course of this research and are stated 

below. These contributions focus on developing solutions to some of the design 

challenges that currently limit GNSS usage for space missions.  

Reverse Engineer GPS and Galileo Transmit Antenna Design 

Space GNSS receivers must be capable of acquiring and tracking on both the GNSS 

transmit antenna main lobe and weaker side lobe signals. Main lobe signal visibility at 

GEO is limited due to the Earth obstructing the main lobe signal as shown in Figure 1.4. 

The weaker side lobe signals must be utilized to improve GNSS availability at GEO and 

higher orbital altitudes. GPS and Galileo transmit antenna side lobe performance has not 

been reported in the literature. This thesis is the first to reverse engineer the full three-

dimensional radiation pattern of the GPS and Galileo transmit antennas using 

computational electromagnetics. Using the reverse engineered antenna characteristics, it 

addresses the question, “Can a combined GPS + Galileo constellation enable 

autonomous spacecraft navigation at GEO and higher orbital altitudes?” A GPS L1C / 

Galileo E1 receiver that can receive both main lobe and side lobe signals from a 

combined GPS + Galileo constellation can enable autonomous navigation at GEO with 

an average of 22 satellites continuously visible at GEO. The resulting Geometric Dilution 

of Precision (GDOP) is estimated to be less than ten at all times. This represents a two 

orders of magnitude improvement in GEO satellite positioning accuracy when compared 

to current positioning techniques.  

Antenna Array Based Spacecraft Multipath Mitigation 

Multipath is a major source of GNSS positioning errors onboard LEO missions. This is 

significantly more challenging onboard the ISS. This contribution addresses the question, 
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“Can I utilize antenna diversity to minimize GNSS multipath error onboard the ISS?” As 

described in Chapter 4, a representative data collection setup that resembles GNSS signal 

reflections off the ISS solar panels was constructed on the rooftop of the Durand building 

at Stanford University. Live sky GPS signals were collected and processed using two 

independent but concurrent data collection setups. The first setup used a multipath 

limiting antenna and a commercial survey grade GPS receiver with proprietary multipath 

limiting features. The second setup used a 4-element antenna array and a real-time GPS 

SDR. I experimentally demonstrate up to 6 dB reduction in multipath errors using the 4-

element antenna array along with adaptive beamforming and deterministic nulling in 

comparison to the single antenna commercial GPS receiver performance. Almost all of 

the ISS multipath error is due to short delayed reflected signals. Adaptive beamforming 

can help minimize and potentially completely mitigate short delayed multipath errors.  

Radiation Hardened Reconfigurable Space GNSS Receiver 

GNSS SDRs for GEO missions must be implemented on radiation-hardened hardware 

platforms. This contribution evaluates the feasibility of implementing a GNSS SDR with 

digital beamformer capabilities on a Xilinx Virtex-5QV rad-hard by design FPGA. 

Chapter 5 assesses the expected radiation environment at GEO using commonly adopted 

radiation models. Viability of the implementation of a GPS SDR is evaluated using 

hardware simulations targeting the chosen rad-hard FPGA. The FPGA hardware 

resources required to implement a single GPS acquisition channel for both the L1 C/A 

and L1C signals are established. Two cores of the LEON3 synthesizable general purpose 

processor have also been simulated in hardware. One core is used to implement the 

receiver tracking functions. The second core is used to implement digital beamforming. 

Both the receiver tracking and digital beamforming implementations are verified using 

offline data samples.  

1.5. Outline  

This thesis is organized into six chapters, including Chapter 1 which serves as a general 

introduction to GNSS and its applications.  
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Chapter 2 begins with a quick review of Maxwell’s equations, the fundamental 

expressions that govern electromagnetic theory and antenna design. This is followed by 

basics of antenna design theory and antenna arrays. An introduction to different 

computational electromagnetic techniques is then presented.  

Chapter 3 covers the first contribution claimed in this thesis. It describes in detail, the 

methodology adopted to reverse engineer the full three-dimensional radiation pattern of 

the GPS and Galileo transmit antennas. GNSS availability at GEO using the transmit 

antenna main lobe and side lobes is computed. This is followed by an analysis of the 

expected position accuracy at GEO from a combined GPS plus Galileo constellation.  

Chapter 4 covers the second contribution claimed in this thesis. A theoretical review of 

multipath signals on GNSS receiver signal processing is first presented. This is followed 

by a review of different multipath mitigation techniques that have been developed over 

the years. The multipath environment onboard the ISS is then described. Finally, a live 

sky data collection experimental setup and data processing results for a 4-element 

antenna array with digital beamforming and deterministic nulling is presented.  

Chapter 5 describes the implementation of a Fast Fourier Transform (FFT) based GPS 

signal acquisition engine on a Virtex-5QV radiation-hardened FPGA. This chapter 

estimates FPGA resources required to implementing FFT based acquisition for both the 

GPS L1 C/A and L1C signals. This is followed by a discussion on the implementation of 

two LEON3 processor cores on the same FPGA. One processor core is used to implement 

and validate a GPS L1 C/A receiver tracking functionality. The second core was used to 

implement the Minimum Variance Distortionless Response (MVDR) adaptive algorithm. 

Simulated performance of the MVDR implementation for a 4, 9 and 16-element antenna 

array is presented.  

Chapter 6 summarizes the results and contributions of this thesis. Also included are 

recommendations for future work in extending the contributions in this thesis. 
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Chapter 2  

Antenna Fundamentals 

Antennas are an integral component of most wireless telecommunication systems.  

Heinrich Rudolf Hertz was the first to experimentally transmit and receive radio waves in 

1887. His experimental setup was a Ruhmkorff coil driving a spark transmitter with a 

wire pair one-meter in length serving as the radiator element. The receiver was a half-

wave dipole antenna with an adjustable micrometer spark gap. Hertz was the first to 

experimentally validate Maxwell’s equations presented by Scottish mathematician and 

physicist James Clark Maxwell in 1864. Maxwell’s equations form the theoretical and 

physical foundation for Electromagnetic (EM) waves and the design of antennas.  

Electromagnetic waves propagate electrical and magnetic fields through space-time, 

carrying electromagnetic radiant energy [Maxwell, 1865]. This chapter provides an 

overview of the necessary theoretical background in electromagnetics used in developing 

the contributions described in this thesis. Section 2.1 is an overview of the fundamentals 

of EM waves described using Maxwell’s equations. The solution to Maxwell’s equations 

quantifies the radiated fields emitted or received by an antenna. Section 2.2 provides an 

introduction to common parameters that are used to characterize an antenna. Section 2.3 

describes antennas arrays and its quantitative characteristics. Section 2.4 is an 

introduction to Computational Electromagnetics (CEM). CEM is the study of numerical 

techniques that can be used to solve Maxwell’s equations in either the time or frequency 

domain.    

2.1. Maxwell’s Equations 

Maxwell’s equations are a set of four fundamental equations of electromagnetics that are 

based on three prior experimentally validated concepts: Ampere’s law, Faraday’s law and 

Coulomb’s law. James Maxwell also introduced the principal of conservation of electric 



19 

 

charge. The physical quantities used to formulate the set of four equations include the 

electric field �̅�, the electric flux density �̅�, electric charge density 𝜌, electric current 

density �̅�, the magnetic field intensity �̅� and the magnetic flux density �̅�. Each of these 

quantities except the electric charge density is a vector quantity with both time and spatial 

variation. The four equations can be expressed as either differential or integral equations. 

The differential form is applicable at a point location and involves the divergence and 

curl mathematical operators. The integral form has line, surface and volume integrals as 

its mathematical operators. Table 2-1 lists the time-domain representation of Maxwell’s 

equations in both differential and integral forms.  

Table 2-1: Integral and Differential Forms of Maxwell's Equations [Kraus, 1999] 

Law Integral Form Differential Form 

Ampere ∮ �̅� ∙ 𝑑𝑳 =  ∫ (
𝜕�̅�

𝜕𝑡
+ �̅�) ∙ 𝑑𝒔

𝑠

 ∇ × �̅� =
𝜕�̅�

𝜕𝑡
+ �̅� 

Faraday ∮ �̅� ∙ 𝑑𝑳 =  − ∫
𝜕�̅�

𝜕𝑡
∙ 𝑑𝒔

𝑠

 ∇ × �̅� = −
𝜕�̅�

𝜕𝑡
 

Gauss law for 

electrical fields 
∮ �̅� ∙ 𝑑𝒔

𝑠

= ∫ 𝜌𝑑𝑣
𝑣

 ∇ ∙ �̅� = 𝜌 

Gauss law for 

magnetic fields 
∮ �̅� ∙ 𝑑𝒔

𝑠

= 0 ∇ ∙ �̅� = 0 

The first equation in Table 2-1 is based on a generalization of Ampere’s law. It states that 

the line integral of a magnetic field over any closed contour would be equal to the total 

current enclosed within that contour. Physically, this can be visualized as time-varying 

electrical fields producing magnetic fields as stated in Ampere’s law. The generalization 

in Maxwell’s equation is the inclusion of a time-varying second term known as 
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displacement current. Displacement current results from time varying electrical fields and 

is a source of magnetic field along with the electric field term in the equation.  

The second equation in Table 2-1 is based on Faraday’s law. Faraday experimentally 

verified that a time-varying magnetic flux density would induce an electromotive force. 

The direction of the electromotive force over the line integral within a contour would be 

in accordance with the right-hand rule wherein the thumb points in the direction of a 

surface vector normal to the contour surface.  

The third equation in Table 2-1 is based on Gauss’s law for electrical fields. It states that 

the surface integral of the electric flux density over any real or imaginary closed Gaussian 

surface would equal the charge within the corresponding volume enclosed by the closed 

surface. Gauss’s law for electrical fields is the outcome of Coulomb’s inverse-square law. 

Coulomb’s law states that the electric flux density for a point charge varies as 1/𝑟2. If the 

electric flux density for a point charge does not vary as 1/𝑟2, the total flux over a surface 

enclosing the charge would not equal the charge at that point.  

The fourth equation in Table 2-1 can be physically interpreted as the non-existence of 

magnetic monopoles and that magnetic field lines must always form closed loops. This 

equation is derived from Biot-Savart law and is not an independent equation in itself.  

Computing the solution to Maxwell’s equations can be simplified if the equations are 

expressed using complex-valued phasor quantities that are only a function of spatial 

coordinates. The two fundamental field quantities can then be expressed in terms of their 

corresponding phasor quantities using the following relationship: 

 �̅� = Re(E𝒆𝒋𝝎𝒕) 𝑎𝑛𝑑 �̅� = Re(H𝒆𝒋𝝎𝒕) (2.1) 

with corresponding relationships for electric and magnetic flux density, electric current 

and charge density. The differential form of Maxwell’s equations formulated using 

phasor quantities can be expressed as 

 ∇ × H = 𝑗𝜔𝐃 +  𝐉𝐓 (2.2) 

 ∇ × E = −𝑗𝜔𝐁 (2.3) 
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 ∇ ∙ 𝐃 = 𝜌𝑇 (2.4) 

 ∇ ∙ 𝐁 = 0 (2.5) 

 ∇ ∙ 𝐉T = −𝑗𝜔𝜌𝑇 (2.6) 

where 𝐉T and 𝜌𝑇 are the total current and charge density respectively. The total current 

density is made up of two components. The first component is the source or displacement 

current 𝐉D and the second component is the conduction current 𝐉C. Conduction current 

density can be evaluated after solving for the electric field E and is related to the electric 

field through the specific conductivity (𝜎) of the conducting material. Using the material 

characteristics of permittivity (휀) and permeability (𝜇), the relationship between the 

electric and magnetic field intensity and flux density can be expressed as  

 𝐃 = 휀𝐄 (2.7) 

and 

 𝐁 = 𝜇𝐇 (2.8) 

The above two relationships can be used to simplify Maxwell’s equations. The set of 

equations can then be expressed in terms of the two fundamental field quantities 𝐄 and 𝐇 

and is as follows 

 ∇ × H = 𝑗𝜔휀𝐄 +  𝐉 (2.9) 

 ∇ × E = −𝑗𝜔𝜇𝐇 (2.10) 

 ∇ ∙ 𝐄 =
𝜌

휀
 (2.11) 

 ∇ ∙ 𝐇 = 0 (2.12) 

 ∇ ∙  𝐉 = −𝑗𝜔𝜌 (2.13) 

Maxwell’s equations can be used to obtain the fields radiated by an antenna with an input 

source current 𝐉. The two equations (2.9) and (2.10), can be used to determine the 

fundamental field quantities 𝐄 and 𝐇. The two equations are coupled, linear first-order 

differential equations since the two field quantities appear in both equations and hence 

must be solved simultaneously. The solution for 𝐄 and 𝐇 can be simplified by expressing 
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them in terms of potential functions [Stutzman, 2013]. Knowing the potential functions 

would allow one to obtain the fields. A scalar electrical and vector magnetic potential 

function represented as Φ and 𝐀 respectively can be used to solve for the 𝐄 and 𝐇 fields. 

As stated in (2.12), the divergence of 𝐇 is zero and (2.9) can be expressed as 

 
𝐇 =

1

μ
𝛁 × 𝐀 (2.14) 

The above equation results from the vector identity 𝛁 ∙ 𝛁 × 𝐀 ≡ 0 for any vector 𝐀, 

thereby ensuring Maxwell’s equation for the divergence of 𝐇 expressed in (2.12) is 

simultaneously satisfied as well. Substituting (2.14) in (2.10) gives 

 𝛁 × (𝐄 + 𝑗𝜔𝐀) = 0 (2.15) 

which indicates that the electric field is a conservative, static field since its curl is equal 

to zero. The terms within the parenthesis in (2.15) can be expressed in terms of the scalar 

electric potential as 

 𝐄 + 𝑗𝜔𝐀 = −𝛁Φ (2.16) 

which satisfies (2.15) using the vector identity 𝛁 × 𝛁Φ ≡ 0 for any scalar Φ. The electric 

field 𝐄 can be expressed in terms of potential functions as 

 𝐄 = −𝑗𝜔𝐀 − 𝛁Φ (2.17) 

The potential functions can be solved by first substituting (2.14) into (2.9), which yields 

 
𝛁 × 𝐇 =

1

𝜇
𝛁 × 𝛁 × 𝑨 = 𝑗𝜔휀𝐄 + 𝐉 (2.18) 

Using the vector identity 𝛁 × 𝛁 × 𝐀 ≡ 𝛁(𝛁 ∙ 𝐀) − 𝛁2𝐀 and substituting (2.17) in (2.18) 

 𝛁(𝛁 ∙ 𝐀) − 𝛁2𝐀 = 𝑗𝜔𝜇휀(−𝑗𝜔𝐀 − 𝛁Φ) + 𝜇𝐉 (2.19) 

or 

 𝛁2𝐀 + 𝜔𝟐𝜇휀𝐀 − 𝛁(𝑗𝜔𝜇휀Φ𝐀 + 𝛁 ∙ 𝐀) = −𝜇𝐉 (2.20) 



23 

 

The divergence of 𝐀 would be a scalar quantity and can be specified using the Lorentz 

condition expressed as 

 𝛁 ∙ 𝐀 = −𝑗𝜔𝜇휀Φ (2.21) 

Substituting (2.21) in (2.20) reduces it to  

 𝛁2𝐀 + 𝜔𝟐𝜇휀𝐀 = −𝜇𝐉 (2.22) 

The above expression is commonly referred to as the vector wave equation. This 

differential equation is only dependent on the input source current 𝐉. The vector potential 

𝐀 in (2.22) can be decomposed into its rectangular components and can be solved by 

forming three scalar equations, as stated in (2.23) 

 𝛁2𝐴𝑥 + 𝛽2𝐴𝑥 = −𝜇𝐽𝑥 

(2.23)  𝛁2𝐴𝑦 + 𝛽2𝐴𝑦 = −𝜇𝐽𝑦 

 𝛁2𝐴𝑧 + 𝛽2𝐴𝑧 = −𝜇𝐽𝑧 

where 𝛽 = 𝜔√𝜇휀 is the phase constant for a propagating wave and is related to the 

wavelength (𝜆) of the propagating wave through the relationship 

 
𝛽 =

2𝜋

𝜆
 (2.24) 

Using the fundamental electromagnetic relationship between speed of light (c), 

wavelength of a propagating wave (λ) and its frequency (f) expressed as 𝑐 = 𝜆𝑓, the 

velocity of an electromagnetic wave can be expressed as 

 
𝑣 =

1

√𝜇휀
 (2.25) 

The solution to the three identical equations in (2.23) can be found by solving one of the 

three equations. The solution to the other two equations will follow from the solution to 

the first equation. A wave can be approximated as a collection of point sources, each of 

which can be solved as a unit impulse response solution represented as the Direc delta 

function 𝛿(). The point sources represent a current flow which inherently has a direction 
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associated with it. Hence, a point source too would have an associated direction. A point 

source can be expressed as a differential equation of the form 

 ∇2𝜓 + 𝛽2𝜓 = −𝛿(𝑥)𝛿(𝑦)𝛿(𝑧) (2.26) 

If the point source current is assumed to be in the direction of the x-axis,  

 𝜓 = 𝐴𝑥 (2.27) 

The impulse response would be zero at all points except the origin. (2.26) at any point 

away from the origin would reduce to 

 ∇2𝜓 + 𝛽2𝜓 = 0 (2.28) 

This is a complex valued scalar wave equation also referred to as the Helmholtz 

differential equation and has only a radial dependence due to spherical symmetry. The 

fundamental solution to (2.28) in spherical coordinates would be 𝑒−𝑗𝛽𝑟/𝑟 and 𝑒+𝑗𝛽𝑟/𝑟. 

The two solutions represent waves at the point source propagating radially outwards and 

inwards respectively. The constant of proportionality for the differential equation can be 

determined by integrating the equation over a small spherical volume around the origin of 

the point source. The constant of proportionality can be shown to be 𝐶 = 1/4𝜋. 

Substituting this into the fundamental solution for a wave propagating radially outwards 

results in 

 
𝜓 =

𝑒−𝑗𝛽𝑟

4𝜋𝑟
 (2.29) 

The total current flow along the x-axis, for a current distribution 𝐽𝑥 can be evaluated over 

a volume of point sources. This can be expressed as 

 

𝐀 = ∭ 𝜇𝐉
𝑒−𝑗𝛽𝑅

4𝜋𝑅
𝑣

𝑑𝑣 (2.30) 

where 𝑅 is the distance between the point source and the observation point of interest.  
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This is the solution to the vector wave equation stated in (2.22). Using the relationship in 

(2.14) and the two curl equations for 𝐄 and 𝐇 stated in (2.9) and (2.10), the electric field 

for a current source injected into an antenna can be expressed as [Kraus, 1999] 

 
𝐄 =

1

𝑗𝜔휀
(𝛁 × 𝐇 − 𝐉) (2.31) 

This expression for the electric field can be used to characterize the performance 

properties of any radiating object, such as an antenna.  

2.2. Antenna Basics 

The origin of the word antenna can be traced back to the Latin word antennae. Aristotle 

the Greek philosopher, used the Greek word keraia to describe feelers on insects during 

the Renaissance period. When his work was translated to Latin, keraia was replaced with 

antennae to describe feelers on insects [Dictionaries, 2004]. In the late 19
th

 century, a 

radio aerial wire was referred to as an antenna due to its resemblance to an insect feeler.  

In radio communication, a transmit antenna is the interface between a transmitting guided 

current source and the energy that is radiated out to free-space as an electromagnetic 

wave. The same physical antenna through the reciprocity theorem, can also serve as a 

receive antenna. As a receive antenna, it intercepts power from received electromagnetic 

waves and produces a current in the guided transmission line it is connected to. The 

particular type and performance of an antenna is based on the electrical and mechanical 

requirements of the intended application. An antenna can be as simple as a dipole or 

highly complex with thousands of identical elements forming a phased array of antennas. 

As shown in Figure 2.1, antenna performance is generally expressed using a spherical 

coordinate system at a point P expressed as a function of 𝐏(𝑟, 𝜃, 𝜙).  
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Figure 2.1 Antenna spherical coordinate system 

An antenna is characterized by the ratio of the power incident onto the antenna and the 

effective power radiated by the antenna into free-space. This dimensionless quantity is 

referred to as the antenna radiation efficiency and can be defined as 

 
𝜂 =

𝑃0

𝑃𝑟
 (2.32) 

where 𝑃0 is the incident power into the antenna and 𝑃𝑟 is the radiated power into free-

space from the antenna. Both 𝑃0 and 𝑃𝑟 are nominally measured in watts, and 0 ≤ 𝜂 < 1 

for a practically realizable antenna.  

The electric and magnetic field distribution and the resulting power about an antenna is a 

function of the distance from and angular coordinates around the antenna. The field 

strength and power can be nominally demarcated into reactive and radiating regions. 

Very close to the antenna, there is a strong reactive component which decays quickly as 

the distance from the antenna increases. The field is made up of only a radiating 

component further beyond. The region in spherical space where the reactive component 

is significantly stronger than the radiating component is referred to in the literature as the 

reactive near-field region. The region with only radiating field component is further 

subdivided into the radiating near-field region and the radiating far-field region. In the 
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near-field radiating region, the distribution of energy is a function of the distance from 

the antenna. The distribution of energy in the far-field radiating region is independent of 

the distance from the antenna. Figure 2.2 shows a not to scale representation of the 

different field regions about an antenna.  

 

Figure 2.2 Antenna radiation near and far-field regions 

The boundary between the reactive and radiating near-field region is generally accepted 

to be at a distance of 𝜆/2𝜋 [Hansen, 1964]. For an aperture type antenna such as a 

parabolic reflector antenna, its diameter is electrically much larger than the wavelength it 

is designed for. The boundary between the radiating near-field and far-field regions is 

generally accepted to be at a distance of  

 
𝑅 =

2𝐷2

𝜆
 

(2.33) 

where D is the diameter of the antenna aperture and  is the wavelength of the signal it is 

designed for [Hansen, 1964]. This is an approximation and isn’t accurate for horn 

antennas or antennas designed to have other specific radiated energy characteristics. For 

such antennas, the only accurate way to establish the boundary between the radiating 

near-field and far-field region is through accurate gain measurements of the specific 

antenna in an anechoic chamber. 

An ideal isotropic antenna radiates equally around the entire 4𝜋 steradians of a sphere 

around the antenna. In the far-field region of its field, the radiation intensity  is 
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independent of r and is a function of the spherical coordinate angles (, ). Radiation 

intensity is measured in watts/steradian. For an isotropic antenna, the average radiation 

intensity is  

 
𝚽avg =

𝑃𝑟

4𝜋
 (2.34) 

where 𝑃𝑟 is the total power radiated from an antenna [Volakis 2007]. For a spherical 

coordinate system as shown in Figure 2.1, total power radiated can be calculated as 

 

𝑃𝑟 = ∫ ∫ Φ(𝜃, 𝜙)

𝜋

0

sin 𝜃 𝑑𝜃

2𝜋

0

𝑑𝜙 (2.35) 

A practical antenna would be designed to radiate in a particular direction to concentrate 

more power in the desired direction(s). The ability of a practical antenna to concentrate 

radiated power in a particular direction in comparison to an isotropic antenna is defined 

as its directivity D(, ). Antenna directivity, in relation to its radiation intensity, can be 

expressed as [Volakis 2007] 

 
𝐷(, ) =

𝚽(𝜃, 𝜙)

𝚽avg
=

𝚽(𝜃, 𝜙)

𝑃𝑟/4𝜋
 (2.36) 

An antenna is typically specified by its gain. For a lossless antenna (𝜂 = 1), antenna gain 

and directivity would be identical. Antenna gain is related to power radiation intensity 

and directivity as follows [Volakis 2007] 

 
𝐺(, ) = 𝜂𝐷(, ) =

𝜂𝚽(, )

𝑃𝑟/4𝜋
 

 

(2.37) 

Using the relationship for antenna radiation efficiency  in (2.32) 

 
𝐺(, ) =

𝚽(, )

𝑃0/4𝜋
 (2.38) 

The gain of an antenna is a measure of its ability to radiate power in a particular direction 

while also accounting for antenna radiation efficiency. Gain is also related to the effective 

area of an antenna. The effective area for a receive antenna is the absorption area of an 
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aperture through which power from an incident plane wave can be coupled into a 

transmission line. The effective area can be similarly visualized for a transmitting 

antenna. The effective area is always less than or equal to the physical area of the antenna 

aperture. The effective area for an antenna in relation to its gain and wavelength can be 

expressed as 

 
𝐴𝑒(𝜃, 𝜙) =

𝜆2

4𝜋
𝐺(𝜃, 𝜙) 

(2.39) 

The power 𝑃𝑟 received at an antenna through free-space from a transmitting antenna 

radiating power 𝑃 and separated by a large distance R is related by the expression 

 𝑃𝑟 = 𝑃𝐴𝑒 (2.40) 

The power 𝑃, at a large distance R is dependent on the power transmitted 𝑃𝑡 and gain 𝐺𝑡 

of the transmitting antenna in the direction of the receive antenna and is expressed as  

 
𝑃 =

𝑃𝑡𝐺𝑡

4𝜋𝑅2
 (2.41) 

Substituting (2.39) and (2.41) in (2.40) yields 

 
𝑃𝑟 =

𝑃𝑡𝐺𝑡

4𝜋𝑅2

𝜆𝐺𝑟

4𝜋
 (2.42) 

or 

 
𝑃𝑟 = (

𝜆

4𝜋𝑅
)

2

𝐺𝑡𝐺𝑟𝑃𝑡 
(2.43) 

The above expression relating transmit and receive power between two antennas was first 

proposed by H. T. Friss [Friis, 1946] and is referred to as the Friis transmission formula.  

An electromagnetic wave is also characterized by a property known as polarization. 

Polarization describes the geometric orientation of its electric and magnetic field as a 

function of time. Both the shape and angular orientation of a traveling wave in its general 

form can be expressed as an ellipse described by its major and minor axis.  
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The ratio of major axis to the minor axis is specified as the Axial Ratio (AR). Based AR 

value, two specific wave polarization shapes can be obtained. A wave is circularly 

polarized when its axial ratio is equal to 1. Both the major and minor axis have the same 

dimension. The wave is linearly polarized when its AR is equal to infinity. The minor 

axis for a linearly polarized wave is equal to 0.  

The orientation of the ellipse is specified by the tilt angle which is the angle between the 

major axis and a reference direction as viewed in the direction of propagation.  

The direction in which the electric field vector traverses the ellipse defines its sense of 

polarization. When viewed in the direction of propagation, the electric field vector would 

traverse in a right-handed or left-handed manner. The thumb points in the direction of 

propagation and the fingers curl in the direction the electric field vector traverses around 

the ellipse. Figure 2.3 shows the different polarization shapes for a wave propagating in 

the +𝑧 direction and the electric field traversing in a right-handed manner.  

 

Figure 2.3 Antenna polarization shapes 

2.3. Antenna Arrays 

A single antenna generally provides coverage over a wide beamwidth with relatively 

lower directivity over its coverage region. A typical GNSS receiver antenna is a single 

element antenna which provides low gain over its nearly uniform hemispherical 

coverage. A more directional antenna with higher directivity can be designed by 
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increasing the electrical size of the single antenna element. An antenna array combines 

multiple small antenna elements to generate a higher directivity, directional beam. To 

accomplish this, the antenna array elements must be arranged in a manner such that the 

individual radiating fields combine constructively in the desired direction(s) while 

interfering destructively in other directions.  

The overall performance of an antenna array is determined by five design factors that an 

antenna designer can optimize. These factors include  

a) The geometric shape of the antenna array. Practical array geometric shapes 

include linear, planar, cylindrical and spherical arrays.  

b) Physical separation distance between individual elements in the array. Both 

uniform and non-uniform separation distances between array elements have been 

realized. Separation between array elements impacts the magnitude and number 

of secondary side lobe maxima in the overall antenna radiation pattern.  

c) The radiation pattern of an individual antenna element 

d) The input excitation current amplitude into each antenna array element 

e) The input excitation current phase into each antenna array element 

The overall array radiation pattern can be obtained by multiplying the pattern for a single 

element with an Array Factor (AF) corresponding to the geometry of the array. To 

illustrate the notion of AF, consider the simplest array that can be physically realized. 

Figure 2.4 shows a two element transmit array with two isotropic point sources that are 

physically spaced apart at a distance d. The point sources are excited with identical 

amplitude input currents. At a point in the far-field region of the array, the wavefront can 

be assumed to be parallel lines with identical angular orientation for each individual 

element wave. If the two elements are spaced one-half wavelength apart, the wave from 

the first element must travel an additional one-half wavelength before reaching the 

observation point. Alternatively, the received waves are always 180° out of phase with 

each other. The wave from the first element always lags the wave from the second 

element. The received waves have the same amplitude since both elements are input 

excitation current of the same amplitude.  
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Figure 2.4 Two-element linear antenna array 

The relative phase of the two waves expressed as a difference in path length can be used 

to calculate the array factor in the far-field region. The array factor can be expressed as in 

its general form as 

 AF = 𝑒−𝑗(𝑘𝑑 cos 𝜃+𝛽)/2 + 𝑒+𝑗(𝑘𝑑 cos 𝜃+𝛽)/2 (2.44) 

or 

 
AF = 2 cos [

1

2
(𝑘𝑑 cos 𝜃 + 𝛽)] (2.45) 

where 𝑘 =
2𝜋

𝜆
 is the wavenumber and 𝛽 is the relative phase difference in input excitation 

current between the two elements. For array elements spaced one-half wavelength apart 

(𝑑 = 𝜆/2), and input with identical phase excitation current, the normalized AF can be 

expressed as 

 AF = cos [
𝜋

2
(cos 𝜃)] (2.46) 

The array factor for a two element linear array can be generalized to an N-element linear 

array with equal input excitation current amplitude and uniform spacing between 

elements. Figure 2.5 shows the far-field wavefront for an N-element uniformly spaced 

linear array.  
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Figure 2.5 N-element linear array 

The array factor for the N-element array can be expressed as 

 AF = 1 + 𝑒𝑗(𝑘𝑑 cos 𝜃+𝛽) + 𝑒𝑗2(𝑘𝑑 cos 𝜃+𝛽) + ⋯ + 𝑒𝑗(𝑁−1)(𝑘𝑑 cos 𝜃+𝛽) (2.47) 

 

AF = ∑ 𝑒𝑗(𝑛−1)𝛾

𝑁

𝑛=1

 (2.48) 

where 𝛾 = 𝑘𝑑 cos 𝜃 + 𝛽 

A closed form expression for the array factor can be obtained by multiplying both sides 

of (2.48) by 𝑒𝑗𝛾 

 (AF)𝑒𝑗𝛾 = 𝑒𝑗𝛾 + 𝑒𝑗2𝛾 + ⋯ + 𝑒𝑗(𝑁−1)𝛾 + 𝑒𝑗𝑁𝛾 (2.49) 

Subtracting (2.47) from (2.49) gives us 

 AF(𝑒𝑗𝛾 − 1) = (−1 + 𝑒𝑗𝑁𝛾) (2.50) 

which can alternatively be expressed as 

 

AF =  [
𝑒𝑗𝑁𝛾 − 1

𝑒𝑗𝛾 − 1
] = 𝑒𝑗[(𝑁−1)/2]𝛾 [

𝑒𝑗(
𝑁
2)𝛾 − 𝑒−𝑗(

𝑁
2)𝛾

𝑒𝑗(
1
2)𝛾 − 𝑒−𝑗(

1
2)𝛾

] (2.51) 
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=  𝑒𝑗[(𝑁−1)/2]𝛾 [
sin (

𝑁
2

𝛾)

sin (
1
2

𝛾)
]                                  (2.50) 

At the physical center of the array, the array factor reduces to 

 

AF = [
sin (

𝑁
2

𝛾)

sin (
1
2

𝛾)
] (2.51) 

which for small values of 𝛾 can be approximated as 

 

AF ≅ [
sin (

𝑁
2

𝛾)

𝛾
2

] (2.52) 

which when normalized, can be expressed as 

 

(AF𝑛) =
1

𝑁
[
sin (

𝑁
2

𝛾)

sin (
1
2

𝛾)
] (2.53) 

 

And approximated as 

 

(AF𝑛) ≅ [
sin (

𝑁
2

𝛾)

𝛾
2

] (2.54) 

A uniform linear array can be extended to a 2-D planar array of multiple uniformly 

spaced linear arrays. Figure 2.6 shows the layout of an 𝑀 × 𝑁 array with elements spaced 

at a distance of 𝑑𝑥 and 𝑑𝑦 along the x and y-axis respectively.  
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Figure 2.6 Planar MxN array geometry 

The array factor for the entire planar array can be expressed as 

 

AF = ∑ [ ∑ 𝑒𝑗(𝑚−1)𝛾𝑥

𝑀

𝑚=1

] 𝑒𝑗(𝑛−1)𝛾𝑦

𝑁

𝑛=1

 (2.55) 

where 𝛾𝑥 = 𝑘𝑑𝑥 sin 𝜃 cos 𝜙 + 𝛽𝑥 and 𝛾𝑦 = 𝑘𝑑𝑦 sin 𝜃 sin 𝜙 + 𝛽𝑦 

In its normalized form, the array factor for a planar array can be expressed as 

 

AF𝑛(𝜃, 𝜙) = [
1

𝑀

sin (
𝑀
2

𝛾𝑥)

sin (
1
2

𝛾𝑥)
] [

1

𝑁

sin (
𝑁
2

𝛾𝑦)

sin (
1
2

𝛾𝑦)
] (2.56) 

The spacing between array elements has an impact on the number equal magnitude 

maxima that would be formed. When the spacing between elements is less than or equal 

to 𝜆/2, only one principal maximum can be obtained. When the spacing is greater than 

𝜆/2, multiple maxima are formed. The principal maxima is referred to as the major lobe 
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while the other maxima are referred to as grating lobes. Grating lobes take away energy 

from the main lobe, resulting in lower directivity within the main lobe.  

The reader is referred to [Balanis, 2005] for additional array configurations involving 

non-uniformly spaced and circular antenna array design and analysis.  

A phased array is an antenna array with phase shifters and amplitude adjusters that can be 

tuned to orient the maximum radiation in any desired direction. The phase shifters can be 

tuned to yield a beam with maximum radiation in a desired direction off the nominal 

boresight direction. Alternatively, phase shifters and amplitude adjusters can be 

dynamically commanded to scan the beam in any desired direction.  

Phase shifts can also be introduced by varying the line lengths of the transmission line 

feeding excitation current to each element. This is the preferred approach for patch 

antennas with microstrip feeds that do not require the beam orientation to be changed 

dynamically. The reader is referred to [Hansen, 2009] for a thorough analysis of phased 

array antennas and the different feed designs.  

2.4. Computational Electromagnetics 

Maxwell’s equations can be solved using numerical methods with varying degrees of 

computational complexity, convergence speed and solution accuracy. In order to solve 

electromagnetic problems using full-wave analysis, techniques have been developed for 

both the differential and integral forms of Maxwell’s equations. Fig. 2.7 lists the different 

CEM techniques that can be used to converge to an appropriate solution based on suitable 

boundary conditions as applicable to the wave propagation application being analyzed.  
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Figure 2.7 CEM solvers for Maxwell's Equations 

2.4.1. Finite Element Method 

The Finite Element Method (FEM) has become the de-facto analysis tool for structural 

analysis and other mathematical problems. Today, multiple commercial CEM packages 

based on FEM are used to analyze and evaluate antennas and other microwave 

engineering problems. In order to perform antenna radiation analysis, the differential 

form of Maxwell’s equations must satisfy the Sommerfeld radiation condition at infinity 

[Schot, 1992]. This condition is expressed as 

 
lim

𝑟⟶∞
𝑟 [∇ × (

𝐄

𝐇
) + 𝑗𝑘�̂� × (

𝐄

𝐇
)] = 0 (2.57) 

In order to analyze an antenna using FEM, it must be bounded within a finite volume. 

The Sommerfeld radiation condition is approximated as a first-order Absorbing Boundary 

condition [Engquist, 1977] expressed as 

 
�̂� × ∇ × (

𝐄

𝐇
) + 𝑗𝑘�̂� × �̂� × (

𝐄

𝐇
) ≈ 0 (2.58) 
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where �̂� is a unit normal vector at the boundary surface of a hypothetical volume around 

the antenna. Ideally, the boundary surface should be in the far-field region of the antenna.  

In order to compute a numerical solution using FEM, the hypothetical finite volume 

around the antenna is divided into small finite elements called cells. These cells can be of 

different shapes such as hexahedral, prism or pyramid. The most common cell shape is a 

tetrahedral as shown in Figure 2.8. Within each cell, the 𝐄-field can be expressed at 

discrete points which can then be interpolated using a vector basis function to compute 

the 𝐄-field within the volume of each cell. For a tetrahedral cell with 6 edges, the 

interpolated 𝐄-field can be expressed as [Jin, 2008] 

 

𝐄𝑛(𝑥, 𝑦, 𝑧) = ∑ 𝐍𝑖
𝑛(𝑥, 𝑦, 𝑧)𝐸𝑖

𝑛

6

𝑖=1

 (2.59) 

where 𝐸𝑖
𝑛 is the tangential component of 𝐄 at edge 𝑖 of element 𝑛, and 𝐍𝑖

𝑛 is the 

corresponding basis function. The order of the basis function has an impact on the 

interpolation accuracy of the 𝐄-field within the finite volume for each FEM cell.  

 

Figure 2.8 Finite element method tetrahedral unit cell 

Two popular commercial CEM software packages, ANSYS HFSS [Ansys Inc., 2011] and 

Comsol Multiphysics are primarily based on FEM. HFSS also includes adaptive meshing 

capabilities that are based on user specified error thresholds the computed numerical 

solution must converge to. In general, the algorithmic complexity of FEM can be 
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approximated using the big-O representation as 𝑂(𝑁2), where N is the number of 

tetrahedral cells the volume has been meshed into.  

2.4.2. Finite-Difference Time-Domain 

The concept behind the Finite-Difference Time-Domain (FDTD) algorithm was first 

proposed by Kane Yee in 1966 [Yee, 1966] as a numerical solution of initial boundary 

value problems based on Maxwell’s equations. The name Finite-Difference Time-

Domain was coined in the paper by Allen Taflove in 1980 [Taflove, 1980]. The algorithm 

is based on discretization of time and a volume of space around an antenna of interest. 

The time and space increments in rectangular coordinates are respectively represented as 

(∆𝑡, ∆𝑥, ∆𝑦, ∆𝑧). The volume around the object can be divided into units cells, each with 

a volume of ∆𝑉 = ∆𝑥∆𝑦∆𝑧.  

The differential form of Maxwell’s equations are represented as difference equations 

 𝜕𝐸𝑧

𝜕𝑥
≈

∆𝐸𝑧

∆𝑥
,
𝜕𝐻𝑦

𝜕𝑡
≈

∆𝐻𝑦

∆𝑡
 (2.60) 

Temporal variations are computed by differencing the corresponding field components at 

times 𝑡 and (𝑡 + ∆𝑡). The spatial differences are found by differencing the corresponding 

field components from two adjacent cells. The set of two difference equations for 𝐄 and 

𝐇-field respectively, are referred to as update equations that are alternatively updated in 

time [Smith, 2008]. For instance, the 𝐄-field equations are updated at time step (𝑡 + ∆𝑡) 

using the difference in electric field 𝐄(𝑡 + ∆𝑡) − 𝐄(𝑡), based on the magnetic field 

𝐇(𝑡 + ∆𝑡/2) at time step (𝑡 + ∆𝑡/2). Correspondingly, the magnetic field is updated 

using the difference 𝐇(𝑡 + ∆𝑡/2) − 𝐇(𝑡 − ∆𝑡/2) based on the electric field 𝐄(𝑡) at time 

step 𝑡.  

FDTD, being a time-domain numerical method, can be used to evaluate antenna 

performance over a wide range of frequencies in a single simulation run. The FDTD 

algorithm time step increment can be as large as to satisfy the Nyquist sampling criterion 

for the desired highest frequency of operation of the antenna. However, larger time steps 
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reduce the accuracy of the numerical computation. The Nyquist criterion is a theoretical 

upper bound on the largest time step increment the algorithm can be executed at. 

Practically useful analysis would require much smaller time step increments to be used in 

a FDTD implementation. In addition, the stability and convergence of the algorithm is 

subject to satisfaction of the Courant-Friedrichs-Lewy condition for partial difference 

equations [Courant, 1967]. For wave propagation over free-space, the condition can be 

expressed as 

 

𝑆 = 𝑐∆𝑡√
1

∆𝑥2
+

1

∆𝑦2
+

1

∆𝑧2
 (2.61) 

where 𝑐 is the free-space speed of light and 𝑆 is referred to as the Courant number. For 

an unit cell with equal increments along the (𝑥, 𝑦, 𝑧)-axis, the product of the speed of 

light, temporal and spatial increments of a FDTD unit cell must have a Courant number 

𝑆 ≤ √1/3.  

As is evident from the algorithm, FDTD is the simplest and computationally least 

demanding in comparison to other CEM techniques. The computation complexity 

represented using the big-O representation is only 𝑂(𝑁), where N is the number of FDTD 

units cells the analysis volume has been discretized into.  

Numerous commercial and academic FDTD packages have been developed over the 

years. The FDTD algorithm is best suited to analyze a single antenna element or other 

electrically small objects. It does not scale efficiently and accurately to analyze larger 

antennas or antenna arrays.  

2.4.3. Method of Moments 

The Method of Moments (MoM) numerically solves the integral form of Maxwell’s 

equations. The use of MoM in electromagnetics was first proposed by R.F. Harrington 

and is described at length in his book [Harrington, 1993]. MoM discretizes the integral 

equations and converts them into a matrix equation. The general method used to convert 
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an inhomogeneous equation into a matrix equation is referred to as the Petrov-Galerkin 

method. The MoM algorithm can be described in general as follows.  

Consider an inhomogeneous equation 

 ℒ(𝑓) = 𝑔 (2.62) 

where ℒ is a linear operator mapping functions from a domain space D to the range space 

R. 𝑔 is known and 𝑓 is to be determined. 𝑓 can be approximated with a set of basis 

functions that approximate the function in domain space D and can be expressed as 

 

𝑓 = ∑ 𝛼𝑖𝑓𝑖

𝑁

𝑖=1

 (2.63) 

where 𝛼𝑖 are constant values and 𝑓𝑖 are expansion functions or basis functions. 

Substituting the approximation for 𝑓 into (2.62), the equation can be expressed as 

 

∑ 𝛼𝑖ℒ𝑓𝑖 = 𝑔

𝑁

𝑖=1

 (2.64) 

Multiplying the above equation with a set of weighting or testing functions, 

𝑤1, 𝑤2, ⋯ , 𝑤𝑁 that span the range R and taking its inner product 

 

∑ 𝛼𝑖〈𝑤𝑗 , ℒ𝑓𝑖〉 = 〈𝑤𝑗 , 𝑔〉        𝑗 = 1, ⋯ , 𝑁

𝑁

𝑖=1

 (2.65) 

The inhomogeneous equation can now be written in matrix form as 

 [𝐴𝑗𝑖][𝛼𝑖] = [𝑔𝑗] (2.66) 

where 

 

[𝐴𝑗𝑖] = (
〈𝑤1, ℒ𝑓1〉 ⋯ 〈𝑤1, ℒ𝑓𝑁〉

⋮ ⋱ ⋮
〈𝑤𝑁, ℒ𝑓1〉 ⋯ 〈𝑤𝑁, ℒ𝑓𝑁〉

) ,    [𝛼𝑖] = (
𝛼1

⋮
𝛼𝑁

) ,    [𝑔𝑗] = (
〈𝑤1, 𝑔〉

⋮
〈𝑤𝑁, 𝑔〉

) (2.67) 

 If the matrix [𝐴𝑗𝑖] is invertible, the unknowns 𝛼𝑖 can be obtained from 
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 [𝛼𝑖] = [𝐴𝑗𝑖]
−1

[𝑔𝑗] (2.68) 

Having obtained the unknowns [𝑎𝑖], the function 𝑓 can be reconstructed as a sum of basis 

functions. The function approximations are Pulse basis functions and the weighting 

functions are Point functions represented using the Dirac 𝛿 function.  

A vector form of MoM can also be obtained using the integral form of Maxwell’s 

equations. Using the integral form of Faraday’s Law, the 𝐄-field can be expressed in 

matrix form using MoM as 

 [𝐸𝑗] = [𝑍𝑗𝑖][𝛼𝑖] (2.68) 

where [𝑍𝑗𝑖] can be interpreted as the impedance of the antenna.  

Based on the algorithm described above, MoM is the most computationally intensive. 

The number of operations is proportional to 𝑂(𝑁3) with matrix storage requirements 

equal to 𝑂(𝑁2). This is a major limitation for evaluating large objects. Ideally, memory 

requirements on the scale of 𝑂(𝑁) or 𝑂(𝑁 log 𝑁) is desirable. In the mid 1990s, fast 

algorithms to solve a MoM formulation of Maxwell’s equations were developed. The 

Multilevel Fast Monopole Algorithm (MLFMA) is a fast algorithm that computes a 

matrix vector product in 𝑂(𝑁 log 𝑁) for both computation and memory requirements 

[Chew, 2001]. MLFMA has been used to solve a full-size aircraft with 100 million 

unknowns and a length of 400 wavelengths.  

Commercially, FEKO is a popular CEM package which has an optimal implementation 

of the MoM integral formulation of Maxwell’s equations. MoM and MLFMM 

implementation in FEKO can be used to solve antenna arrays and other electrically large 

objects such as parabolic reflectors.  

2.5. Summary 

This chapter provided a brief overview of essential antenna fundamentals required to 

better comprehend the contributions made in this dissertation. It is by no means a 
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comprehensive, in-depth review of the different nuances to antenna system modeling and 

analysis. The reader is referred to books that focus on each of the sections in this chapter 

for further reading. For section 2.1, [Feynman, 1977] and [Jackson, 1998] are considered 

classic resources for gaining a deep understanding of Maxwell’s equations and 

electrodynamics. For section 2.2, the reader is referred to either [Kraus, 2001], [Balanis, 

2005] or [Stutzman, 2013] for a coherent and comprehensive overview of antenna theory 

and design principles. Antenna array basics covered in section 2.3 can be further studied 

in [Hansen, 2009] or [Mailloux, 2005]. Either of these two textbooks offers a 

comprehensive treatment of array antennas and systems. CEM techniques described in 

section 2.4 are covered in great detail in several books, each focusing on one particular 

CEM technique. For FEM analysis, the reader is referred to [Jin, 2014]. This book 

meticulously covers both the theory and applications of FEM to solve complex 

electromagnetic problems. Mathematical foundations of the FDTD method can be found 

in [Kunz, 1993] while advanced FDTD methods for electromagnetic applications is 

covered in [Yu, 2011] and [Yu, 2015]. MoM in electromagnetics is thoroughly in 

[Gibson, 2008]. The MLFMM algorithm for efficient implementation of MoM in 

electromagnetics can be found in [Chew, 2011].  
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Chapter 3  

GPS and Galileo Transmit Antenna 

Modeling 

Global Navigation Satellite System (GNSS) transmit antennas are designed to primarily 

provide whole earth coverage. This chapter comprehensively addresses the lack of 

reliable information pertaining to the performance characteristics of GNSS transmit 

antenna side lobes. This information is crucial to accurate determination of GNSS 

availability and accuracy at Geostationary (GEO) and higher orbital altitudes. Presently, 

kilometer class ranging accuracies can be achieved using ground-based ranging to GEO 

satellites [European, 2008]. Typical satellite applications such as digital television 

broadcast and satellite telephony aren’t impacted by kilometer class ranging accuracies. 

The improved accuracy will allow more GEOs to be placed in orbit and/or will allow 

them to be located at the most optimal locations for satisfying their mission 

objectives.  Section 3.1 motivates the need for developing high fidelity antenna models 

that reliably estimate the performance of GNSS transmit antenna side lobes. Section 3.2 

describes the antenna analysis and modeling performed to reverse engineer the full 3-D 

radiation pattern of the GPS transmit antenna array comprised of 12 helical antenna 

elements. Section 3.3 describes a similar approach adopted to analyze, model and 

validate the 3-D radiation pattern of the Galileo transmit antenna array comprising of 

microstrip antenna elements. Section 3.4 builds on the significant effort entailed in 

reverse engineering the full 3-D transmit antenna radiation patterns to evaluate GNSS 

availability at GEO. Availability is evaluated for a GPS only, Galileo only and a 

combined GPS plus Galileo constellation using only the main lobe of the transmit 

antenna radiation patterns. Section 3.5 extends the analysis in Section 3.4 to evaluate 

GNSS availability at GEO using both the main lobe plus the first and second side lobes of 
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the transmit antenna radiation patterns.  Section 3.6 evaluates expected position accuracy 

at GEO as a function of the GNSS satellite geometry visible from GEO.  

3.1. Navigation at GEO and Beyond 

GNSS receivers aboard Low Earth Orbit (LEO) satellites have enabled real-time 

autonomous navigation, attitude determination, precise time synchronization, formation 

flying and precise orbit determination. Figure 3.1 illustrates a notional geometry of the 

Field of View (FOV) coverage of a satellite at an orbital altitude ℎ. In order to compute 

the minimum transmit antenna half beam angle required to provide earth coverage down 

to a user elevation angle of 0°, the following approximate relationship can be used 

 
𝜃 = sin−1 (

𝑅𝐸

𝑅𝐸 + ℎ
) (3.1) 

where 𝑅𝐸 is the radius of Earth and ℎ is the orbital altitude of a satellite. For non-zero 

minimum user elevation angles, using the Law of Sines, the required satellite transmit 

antenna half-beam angle can be expressed as 

 
𝜃 = sin−1 (

𝑅𝐸 . sin(90 + 𝛽)

𝑅𝐸 + ℎ
) (3.2) 

where 𝛽 is the allowed minimum user elevation angle to the satellite. For a GPS satellite 

at an orbital altitude of 20,200 km, a half-beam angle of approx. 13.86° would be 

required to provide whole earth coverage down to a 0° user elevation angle. The Galileo 

satellites are at an orbital altitude of 23,616 km and would require a half-beam angle of 

approx. 12.45° to provide whole earth coverage.  

θ
 

RE

h

β
 

 

Figure 3.1 EOC geometry from a GNSS satellite 
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Figure 3.2 illustrates the fundamental challenge precluding the widespread adoption of 

GNSS based PNT at GEO and higher orbits GPS researchers at NASA Goddard Space 

Flight Center (GSFC) have been leading the way in establishing an official GPS Space 

Service Volume (SSV) that specified GPS transmit antenna main lobe performance for 

space users at GEO and higher orbits [Bauer, 2006]. Beginning with the GPS Block IIIA 

satellites, the SSV guarantees a 23.5° half-beam angle for the main lobe of the satellite 

transmit antenna [GPS ICD-800D]. Only about 10° of the 23.5° half beam angle would be 

visible unobstructed by Earth at GEO and higher orbital altitudes. The Galileo transmit 

antenna main lobe too is designed for a half-beam angle of about 23.5°. In addition to the 

main lobe, transmit antenna sides lobes too must be leveraged to improve overall GNSS 

availability at GEO and higher orbital altitudes. 

 

Figure 3.2 Visibility of GNSS transmit antenna main lobe and side lobes at GEO and higher orbital 

altitudes 
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3.2. GPS Transmit Antenna Modeling 

The GPS Block I, II and IIA transmit antennas were designed and manufactured by the 

erstwhile Rockwell International Space Systems Division, now Boeing Integrated 

Defense Systems [Czopek, 1993]. The subsequent GPS Block IIR and IIR-M satellites 

were designed and manufactured by Lockheed Martin Space Systems Company 

[Marquis, 2015]. GPS Block IIF satellites were manufactured by Boeing while Lockheed 

Martin is on contract to manufacture the new GPS Block IIIA satellites [Gibbons, 2008]. 

Figure 3.3 shows the different generations of GPS antenna that have launched till date.  

 

Figure 3.3 Transmit antenna array designs on different generations of GPS satellites 

A GPS satellite transmit antenna must deliver near uniform signal power to all terrestrial 

and near- Earth users. The circularly polarized L-band GPS signals are generated using 
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an antenna array of helical antenna elements. Specifications for only the main lobe of the 

transmit antenna gain pattern is publically available [GPS ICD-800D]. This section 

reverse engineers the full 3-D GPS transmit antenna gain pattern using Computational 

Electromagnetics (CEM).  

3.2.1. Helical Antenna Design 

The helical antenna was invented by John D. Kraus around the year 1947. The antenna 

was based on a demonstration he had attended for the then recently invented Travelling 

Wave Tube (TWT) amplifier. A TWT amplifies a Radio Frequency (RF) signal fed into a 

helical wire enveloping a beam of electrons flowing down a tube. It is based on a 

technique referred to as velocity modulation. John Kraus asked the presenter if the helix 

could act as a radiator. He was informed that the small circumference of the helix 

prevented it from radiating out any input RF signal. John realized that a larger 

circumference helix could behave as an electromagnetic radiator. He wound up a larger 

circumference helix that same evening and was able to use it as an antenna. Thus was 

invented the helical antenna. Based on the helix geometry, John experimentally 

confirmed that a helical antenna can radiate a linear, elliptical or circularly polarized 

wave [Kraus, 1949]. An elliptically polarized antenna is useful for receiving signals 

transmitted from space. Such an antenna can receive a linearly polarized signal which 

may be subject to Faraday rotation when travelling through the ionosphere. A helical 

antenna has been used extensively for telemetry and telecommand onboard a satellite. 

Even Telstar-1, the first commercial satellite launched on July 10, 1962 used a helical 

antenna to receive telecommand from and transmit telemetry back to a ground station 

[Penttinen, 2015].  

A helical antenna is made up of multiple turns of wire or other conduction material 

wound in a shape analogous to threads on a screw. Its design is characterized using four 

key parameters: the number of turns of conducting material (N), diameter of each turn 

(d), spacing between each turn (S), and the pitch angle of the helix (α). The pitch angle is 

expressed as [Balanis, 2005] 
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𝛼 = tan−1 (

𝑆

𝜋𝑑
) = tan−1

𝑆

𝐶
 (3.3) 

where 𝐶 = 𝜋𝑑 is the circumference of a helix. Each of these four design parameters can 

be varied to alter the resulting radiation characteristics of the antenna. An axial-mode 

helical antenna radiates a single main lobe with maximum radiation intensity along its 

longitudinal axis. An axial-mode helical antenna can also be used to generate a circularly 

polarized signal. GPS signals are transmitted as Right Hand Circularly Polarized (RHCP) 

signals.  

Axial-mode radiation results when antenna design parameters d and S are large in 

comparison to the wavelength (λ) of the transmitted or received RF signal. Circular 

polarization can be achieved when the ratio of the helix circumference to the RF signal 

wavelength is in the range 0.75<C/𝜆 < 1.33. Optimal circular polarization can be 

achieved when 𝐶/𝜆 is equal to unity.  

An initial antenna design can be performed using analytical relationships for the desired 

antenna Half Power Beamwidth (HPBW), First Null Beamwidth (FNBW), Directivity 

(D) and Axial Ratio (AR) expressed below in (3.4) - (3.7) [Balanis, 2005].  

 
𝐻𝑃𝐵𝑊(𝑑𝑒𝑔𝑟𝑒𝑒𝑠) ≅

65𝜆3/2

𝐶√𝑁𝑆
 (3.4) 

 
𝐹𝑁𝐵𝑊 (𝑑𝑒𝑔𝑟𝑒𝑒𝑠) ≅

115𝜆3/2

𝐶√𝑁𝑆
 

(3.5) 

 
𝐷 ≅ 15𝑁

𝐶2𝑆

𝜆3
 

(3.6) 

 
𝐴𝑅 =

2𝑁 + 1

2𝑁
 

(3.7) 

The relationship for axial ratio would lead one to believe that increasing the number of 

turns would improve the circular polarization of an electromagnetic wave. Experimental 

results instead indicate that a helical antenna with 10 turns can achieve at best, an axial 

ratio of 1.10 [Vaughan, 1985]. In comparison, the theoretical value computed using (3.7) 

should be 1.05. Tapering of the last few turns of the helix shaped wire or conduction can 
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improve the axial ratio of a helical antenna. A wire looped in a clockwise direction at its 

input current feed point would generate a left hand circularly polarized wave. 

Correspondingly, a wire looped in the counter clockwise direction would generate a right 

hand circularly polarized wave.   

The normalized far-field pattern of an axial-mode helical antenna is expressed as [Kraus, 

2001]  

 

𝐸 = sin (
𝜋

2𝑁
) cos 𝜃

sin [(
𝑁
2

) 𝜓]

sin
𝜓
2

 (3.8) 

where 

 
𝜓 =

2𝜋

𝜆
(𝑆 cos 𝜃 −

√𝑆2 + 𝑁2

𝑝
) (3.9) 

 
𝑝 =

(√𝑆2 + 𝑁2)/𝜆

𝑆
𝜆

+ (
2𝑁 + 1

2𝑁
)

 
(3.10) 

3.2.2. GPS Transmit Helical Antenna Array Modeling 

The far-field peak gain of an axial-mode helical antenna would be along boresight. Such 

a beam is also referred to as a pencil beam in antenna theory literature. A nadir-pointing 

axial-mode helical satellite antenna would radiate its peak gain towards the center of the 

Earth. Signal path loss is the reduction in its power spectral density as the signal 

propagates through space and is dependent on the separation distance between the 

transmit and receive antennas. Signal path loss is minimum when a satellite is directly 

overhead a user at an elevation angle of 90°. Signal path loss is maximum when the 

satellite is at an elevation angle of 0°. In order to achieve equal Received Isotropic Power 

(RIP) at all elevation angles, the antenna gain pattern must be shaped to modify its 

nominal axial-mode gain pattern. For GPS satellites, the difference in path length 

between boresight and edge of coverage is about 500 km. At the GPS L1 frequency, this 

difference in path length results in an additional 2.1 dB of signal path loss at the beam 

edge of coverage.  
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Figure 3.4 illustrates the ideal shaped beam pattern for an earth coverage satellite 

antenna. All of the radiated energy is contained within the main lobe of the antenna and 

has a sharp transition to zero radiated energy beyond the desired edge of coverage. Peak 

gain of such a shaped beam satellite antenna would be at the beam edge of coverage with 

minimum antenna gain along the antenna boresight direction. This ensures equal RIP is 

achieved for all elevation angles to the satellite.  

 

Figure 3.4 Idealized representation of gain pattern for earth coverage satellite antenna 

An ideal shaped beam as shown in Figure 3.4 is not physically realizable. A practically 

realizable shaped earth coverage antenna beam, instead has a gradual roll-off as shown in 

Figure 3.5 with some energy radiated beyond the desired beam edge of coverage. Such a 

shaped antenna is also referred to as an isoflux antenna. The gain pattern for such a 

shaped antenna is rotationally symmetric about its boresight axis. The user received 

signal power is nearly uniform over the entire range of 0° - 90° elevation angles to the 

satellite.  

 

Figure 3.5 Isoflux shaped antenna for earth coverage satellite 
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An isoflux antenna was first designed for earth coverage antennas on a geostationary 

satellite [Ajioka, 1970][Ajioka 1972]. Such an antenna can be modeled as a Bessel 

function of the first kind (𝐽1(𝑥)). A normalized 𝐽1(𝑥)/𝑥 illumination function would 

closely approximate the desired antenna gain pattern. In order to achieve an isoflux 

shaped earth coverage beam, an array comprising of two concentric rings with helical 

antenna elements was proposed. The elements in the first ring approximate the main lobe 

while the elements in the outer ring approximate the first side lobes of the 𝐽1(𝑥)/𝑥 

illumination function. The input excitation current to the elements in the outer ring was 

180° out of phase w.r.t to the elements in the inner ring. The input power to the outer ring 

was a small percentage of the overall power of the signal to be transmitted, with the 

majority input power fed to the antenna elements in the inner ring. Amplitude addition of 

the main and first side lobes results in a physically realizable isoflux antenna gain pattern 

as shown in Figure 3.5. A similar approach was adopted while designing the first GPS 

satellite transmit antennas that provided full earth coverage [Brumbaugh, 1976]. Twelve 

helical antennas were arranged in two concentric circles with four helical antenna 

elements in the inner circle and eight helical antenna elements in the outer circle. 

Identical to the approach in [Ajioka, 1970], over 90% of the total input power was 

distributed to the four inner elements. The residual power was distributed to the eight 

outer elements with a 180° phase shift w.r.t the inner ring elements.  

A summary of the GPS L-band antenna physical characteristics for the GPS Block I, 

Block II/IIA and Block IIR satellites is summarized below in Table 3-1 [Aparicia, 1996]. 
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Table 3-1 Physical characteristics of GPS Block I, II/IIA and IIR satellite transmit antennas [Aparicio, 

1996] 

 Block I Block II/IIA Block IIR 

# of Elements 12 12 12 

Geometry 
Two concentric 

circles 

Two concentric 

circles 

Two concentric 

circles 

Inner Diameter 15.24 cm 15.24 cm 18.03 cm 

Outer Diameter 43.82 cm 48.82 cm 47.5 cm 

Helix radius 3.56 cm uniform 
3.56 cm tapered over 

last two turns 

3.4 cm tapered over 

last two turns 

Helix length 51.18 cm 62.10 cm 52.6 cm 

Helix ground 

shield 
Cylindrical cup Conical cup Conical cup 

Power – Inner 

Ring 
90% 90% 90.5% 

Power – Outer 

Ring 
10% 10% 9.5% 

Phase – Inner Ring 0° 0° 0° 

Phase – Outer 

Ring 
180° 180° 180° 
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Polarization RHCP RHCP RHCP 

Bandwidth 1200 – 1600 MHz 1200 – 1600 MHz 1200 – 1600 MHz 

Beginning with the GPS Block IIIA satellites, the GPS Interface Control Document 

(ICD) explicitly specifies the radiation characteristics of satellite transmit antenna main 

lobe. The gain pattern of the main lobe of the satellite transmit antenna would have the 

following characteristics [GPS ICD-800D]: a) the off-axis relative power (referenced to 

peak transmitted power) shall not decrease by more than 2 dB from the Edge-of-Earth 

(EOE) to nadir, b) no more than 10 dB from EOE to 20° off nadir, c) no more than 19.5 

dB from EOE to 23.5° off nadir and d) the transmission power drop between EOE and 

±23.5° off nadir shall roll-off in a monotonically decreasing fashion.  

In order to reverse engineer the full 3-D radiation pattern of the GPS transmit antenna, a 

recursive approach as shown in Figure 3.6 was adopted. Transmitted signal power levels, 

previously known antenna array geometry and an analytical helical antenna array design 

were used as inputs to model an initial GPS Block IIIA satellite transmit antenna. 

Physical parameters that can be iteratively adjusted include the inner and outer ring 

diameter, dimensions and number of wire turns on each helical antenna element and the 

power distribution ration between helical antenna elements in the inner and outer 

concentric rings.  

A 3-D CAD model of the initial array design was created and input to FEKO for full-

wave CEM analysis of the modelled transmit antenna array. Each of the physical 

parameters was incrementally adjusted to evaluate the resulting array gain pattern. This 

iterative process was repeated until the analysis converged to the best estimate of the 

transmit antenna array design. The gain pattern obtained from each simulation iteration 

was compared against the transmit antenna main lobe characteristics as specified in the 

GPS ICD and stated above.  
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Figure 3.6 Iterative full-wave CEM analysis methodology to reverse engineer transmit antenna pattern 

Figure 3.7 illustrates the side and top views of the GPS transmit antenna array CAD 

model used for one iteration of full-wave CEM analysis. As is shown in the CAD model, 

four helical antenna elements are located within an inner ring while eight antenna 

elements are located in an outer ring. During each simulation iteration, a new CAD model 

was created based on the physical dimensions of the antenna array being evaluated. Each 

updated CAD model was analyzed using FEKO to obtain a full 3-D gain pattern of the 

modelled transmit antenna array being analyzed during that particular iteration.   



56 

 

 

Figure 3.7 CAD model side and top view of GPS transmit antenna array geometry 

In order to perform a full-wave analysis, the CAD model was meshed into cells using 

basis function shapes appropriate to the type of CEM solver used within FEKO. FEKO 

primarily uses the MLFMM implementation of the MoM integral solution of Maxwell’s 

equations. MoM formulations use a curvilinear triangular patch modeled as the Rao-

Wilton-Glisson (RWG) function to calculate the surface electric current [Chew, 2001]. 

The size of each triangular shaped cell impacts the solution accuracy. Smaller sized cells 

increase the overall simulation time. Each discretized cell was solved for the current 

distribution within the individual cell.   

FEKO supports an automatic meshing feature which dynamically adjusts individual 

discretized cell sizes based on the size, shape and complexity of the antenna model being 

analyzed and the highest signal frequency the antenna would be used for. Finer meshing 

is implemented around certain regions of the antenna model in order to improve solution 

accuracy. Additionally, final CEM analysis was performed using manual meshing with a 

uniformly fine mesh implementation for the entire antenna model. This final step was 

performed once an array geometry in reasonable agreement with the transmit array main 

lobe radiation characteristics was obtained using automatic meshing of the antenna array 

CAD model.  
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Figure 3.8 illustrates one automatic meshing implementation. Larger triangular cells are 

used for the cylindrical helix ground plane while very fine triangular cells are used for 

regions around the helix shaped conducting wire and the dielectric core the wire is 

wrapped about. Accurately estimating surface current distribution around these regions is 

critical to obtaining a high fidelity analysis results.  In addition, a finite sized square 

ground panel is included in the antenna array CAD model. This additional ground plane 

corresponds to the flat metallic surface on a satellite onto which each of the twelve 

helical antenna elements are mounted as shown in Figure 3.3. The length of the square 

ground plane was set to 1.1 times the diameter of the antenna outer ring.   

 

Figure 3.8 Triangular mesh segments for full-wave CEM based on MLFMM algorithm for MoM analysis 

3.2.3. Reverse Engineered 3-D Far-Field Pattern 

Figure 3.9 and Figure 3.10 illustrate the final reverse engineered 3-D and 2-D far-field 

radiation pattern of the GPS Block IIIA satellite transmit antenna array design. The 

radiation patterns as shown were the best match to the transmit antenna main lobe 

characteristics as stated in the GPS ICD. The 2-D pattern is a projection of the full 3-D 
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pattern onto a plane along the 𝜙 = 0° direction. As is clear from the figures, the radiation 

pattern is rotationally symmetric about the 𝑥 − 𝑧 plane. The modelled antenna array 

radiates as an isoflux shaped antenna with peak gain realized off-boresight. The antenna 

gain rolls-off in a monotonically decreasing fashion between the EOE and 23.5° off nadir. 

In addition, very little energy is radiated in the back lobes due to the square ground plane 

included within the antenna CAD model. Also shown are the side lobe gain 

characteristics, which is the focus of this work. The reverse engineered far-field radiation 

pattern main lobe characteristics were in close agreement with the GPS ICD main lobe 

specifications. Consequently, the resulting side lobe radiation characteristics too should 

closely match the actual GPS transmit antenna side lobe radiation characteristics.  

 

Figure 3.9 Reverse engineered 3-D GPS transmit antenna gain pattern 
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Figure 3.10 Reverse engineered GPS transmit antenna 2-D gain pattern for ϕ=0° antenna cut 

One of the earliest measurements of the GPS Block IIA and Block IIR satellite transmit 

antennas was performed as part of the AMSAT AO-40 satellite mission. The AMSAT 

AO-40 satellite was a Highly Elliptical Orbit (HEO) mission with apogee being over 

60,000 km in altitude [Moreau, 2000]. Figure 3.11 illustrates in blue, GPS satellite 

transmit antenna gain pattern measurements. There measurements which collected using 

two Trimble Advanced Navigation Sensor Vector GPS receivers that flew onboard the 

AMSAT AO-40 satellite. GPS transmit antenna main lobe and some side lobe 

measurements were gathered during this mission. Based on these measurements, a curve 

fit estimate of the transmit antenna gain pattern was established. This curve fit gain 

pattern in shown in red in Figure 3.11. The curve fit model used to estimate side lobe 

gains shown in red wasn’t specified in [Moreau, 2000]. The sparse measured side lobe 

gain shown in blue, is at least 10 dB higher than the red curve fit line. One could argue 

that the curve fit model was constrained to minimize side lobe antenna gain. The curve fit 
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model used, clearly does not adequately utilize the measured side lobe gain values when 

generating the overall estimated antenna gain.  

 

Figure 3.11 Measured GPS Block II/IIA antenna gain onboard the AMSAT AO-40 satellite [Moreau, 

2000] 

Subsequent to this mission, additional GPS antenna gain pattern measurements were 

obtained using a GPS receiver flown onboard the GEO Space-Based Infrared System 

(SBIRS) GEO1 satellite [Barker, 2007]. More recently, the first Galileo demonstrator 

satellite named GIOVE-A, carried a GPS receiver supplied by Surrey Satellite 

Technology Ltd [Ebinuma, 2007][Unwin 2013]. This receiver was used to measure 

antenna gain patterns for the GPS Block IIR, IIR-M and IIF satellites. The gain patterns 

of the IIF satellite built by Boeing showed the weakest side lobe levels compared to the 

IIR and IIR-M satellite from Lockheed Martin. Since the GPS III satellites too are being 

built by Lockheed Martin, it can be expected that the side lobe gains would closely 

resemble that of the IIR and IIR-M satellites [Unwin, 2013]. Qualitatively, a visual 

comparison of the reverse engineered GPS transmit antenna gain pattern was performed 

against measurements from each of these three missions. The reverse engineered antenna 

gain pattern had good agreement with all three measured but parse antenna gain patterns.  

Several months after this effort concluded, Lockheed Martin publically made available 

measured gain patterns for all GPS Block IIR and IIR-M satellites [Marquis, 2014]. A 
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Microsoft Excel file containing measurements for different antenna 𝜙-axis cuts for each 

satellite was released. This information has since been removed from Lockheed Martin’s 

website.  

Plotted in Figure 3.12 are the measured antenna gain data for multiple GPS Block 

IIR/IIR-M satellites for the 𝜙 = 0° antenna cut. The corresponding reverse engineered 

antenna gain pattern is shown as a solid trace labelled “Simulated”. As is evident from 

Figure 3.12, the simulated 3-D gain pattern has excellent quantitative agreement with the 

actual transmit antenna measurements. This provides quantitative confirmation that the 

iterative methodology adopted to reverse engineer the full GPS transmit antenna gain 

pattern did converge to the correct design. The reverse engineered 3-D gain pattern can 

now be used to model GPS availability for future GEO and higher orbits missions.  

 

Figure 3.9 Reverse engineered gain pattern compared against measured GPS Block IIR/IIR-M satellite 

antenna gain pattern for ϕ=0° cut 
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3.3. Galileo Transmit Antenna Modeling 

Unlike the GPS and GLONASS transmit antennas, the Galileo constellation transmit 

antenna array is not based on helical antenna elements. While no pictures can be found in 

the literature, it is speculated that the Chinese Beidou constellation also uses a helical 

transmit antenna array. The Galileo transmit antenna array is comprised of flat, low 

profile antenna elements referred to as microstrip antennas. Such an antenna array design 

has lower mass and is easier to integrate onto the satellite and fit into a satellite launcher.  

This section begins with a basic review of microstrip antenna analysis and modeling. 

Analysis and modeling of the Galileo transmit antenna array is described next. The final 

reverse-engineered Galileo transmit antenna design is described next. Limited 

information about the construction and measured performance of the Galileo transmit 

antenna array is publically available. The reverse engineered antenna design is 

qualitatively compared against the only known publically available illustration of a 

measured Galileo transmit antenna gain pattern.  

3.3.1. Microstrip Antenna 

A Microstrip Antenna (MSA) is a type of printed antenna with its basic design being a 

metallic patch printed on top of a substrate material. The substrate material is constructed 

on top of a ground plane to prevent any energy radiation from the back side of the 

antenna. The substrate material functions as a dielectric medium for the antenna.  

A MSA radiates when the metal patch length is approximately equal to half a wavelength 

of an RF signal in the dielectric substrate. Using a higher dielectric constant substrate 

material increases the effective length of the MSA [Balanis, 2012]. The half-wave length 

of a MSA is expressed as  

 
𝐿 ≈ 0.49

𝜆

√휀𝑟

 (3.11) 
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where 𝜆 is the free-space wavelength of an RF signal and 휀𝑟 is the relative permittivity of 

the substrate material. This fundamental mode of operation is based on the distribution of 

electric fields around the patch element. The electric field is zero at the center of the 

patch with maximum and minimum electric fields located at the opposite ends of the 

patch. The minimum and maximum electric field locations continuously switch sides, 

similar to the phase change of any traveling wave. Electric fields also extend beyond the 

edges of the patch and are referred to as fringing fields. Fringing fields are necessary for 

a MSA to radiate.  

The MSA patch length expression in (3.11) is used as a starting point to build an 

experimental hardware model or run CEM simulations to evaluate the effective radiation 

performance of the antenna. A more accurate analytical estimation of any arbitrary 

shaped patch element can be obtained using the cavity model for MSA. This model 

accounts for all internal electric field variations by summing the different modal fields 

achieved within the patch element. The resonant patch length using the cavity model can 

be expressed as [Balanis, 2012] 

 
𝐿 = 0.5

𝜆

√휀𝑟

− 2δ𝐿 (3.12) 

where 𝛿𝐿 is the fringing length, expressed as 

 

𝛿𝐿 = 0.412
(휀𝑟𝑒𝑓𝑓 + 0.3)(

𝑊
𝑡 + 0.264)

(휀𝑟𝑒𝑓𝑓 − 0.258)(
𝑊
𝑡

+ 0.8)
𝑡 (3.13) 

where W is the width of the patch element, t is the thickness of the dielectric substrate 

layer, and 휀𝑟𝑒𝑓𝑓
 is the effective dielectric constant, expressed as 

 

휀𝑟𝑒𝑓𝑓 =  
휀𝑟 + 1

2
+

휀𝑟 − 1

2
√(1 +

10𝑡

𝑊
) 

(3.14) 

Fringing occurs on both edges of the patch, and hence the patch length must be reduced 

by a factor of 2𝛿𝐿 in order to achieve the half-wave resonance essential for the MSA to 

radiate.  
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Different feed designs have been developed for MSA elements. These can be categorized 

into directly coupled, electromagnetically coupled or aperture coupled feed designs. A 

probe style feed design commonly found in GNSS receive patch antennas is an example 

of directly coupled feed design. A microstrip edge feed with gap design is an example of 

an electromagnetically coupled feed design, while an aperture coupled feed design allows 

for wider bandwidth operations by using two different substrate materials with differing 

dielectric constants. An upper layer of low dielectric substrate allows for better radiation, 

while a higher dielectric substrate lower layer ensures the electric field lines are 

contained within the feed line.  Each feed design has a small variation in its input 

impedance, which affects the overall ability of the input transmission line to bind a wave 

to the antenna.  

A microstrip antenna array is attractive in terms of the ability to print the feed network 

for each array element simultaneously along with printing the individual array elements. 

Parallel feed networks are most commonly used with MSA arrays. Such a feed network 

can be used to ensure impedance matching, amplitude variation, and phase control, all 

while maintaining a planar profile. This is a major advantage for MSA arrays in 

comparison to other array designs. In order to alter the amplitude of a subarray, the width 

of the input transmission lines can be altered to vary the input impedance and the 

resulting gain amplitude. No physical amplitude control circuity is required for a MSA 

feed network. The maximum directivity of a MSA array can be expressed as 

 
𝐷𝑚𝑎𝑥 = 4𝜋𝑁

𝑑𝑥

𝜆

𝑑𝑦

𝜆
 (3.15) 

where N is the number of elements in the array, 𝑑𝑥 is the separation length between 

elements around the 𝑥-axis, and 𝑑𝑦 is the separation length between elements along the 

𝑦-axis. (3.15) is a simplification of the planar array factor analytical expression 

previously stated in (2.56).   
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3.3.2. Galileo Transmit Array Antenna Modeling  

The Galileo program has used two variants of transmit microstrip antenna arrays. Figure 

3.13 shows the two L-band transmit antenna array designs that have flown in-orbit as of 

March 2018. The second In-Orbit Validation (IOV) satellite, referred to as GIOVE-B, 

flew a planar array design shown on the left side of Figure 3.13. The right side of Figure 

3.13 shows the Final Operational Capability (FOC) satellite transmit antenna array. This 

design will be utilized for each of the 27 satellites that will eventually form the complete 

Galileo constellation. The overall antenna design objectives for the Galileo program were 

summarized in [Montesano, 2007] and are repeated below in Table 3-2.  

Table 3-2 Galileo satellite transmit antenna design criterion [Montesano, 2007] 

Requirement Acceptable Range 

Orbital Altitude 23,616 km 

Frequency Bands 

Low Band 
1145 – 1237 MHz (E5-band) / 1259 – 

1299 MHz (E6-band) 

High Band 1555-1595 MHz 

Polarization Right Hand Circularly Polarized (both frequency bands) 

Minimum Gain at LOC 

15.35 dBi for low band 

14.85 dBi for high band 

Limit of Coverage (LOC) 12.67° 

Gain Pattern Shape Isoflux pattern with 2 dB isoflux gain variation 

Maximum Axial Ratio 1.2 dB 
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Return Loss and Isolation > 20 dB 

Power Handling 

Capability 

103 W nominal power – lower band 

75 W nominal power – high band 

Mass < 15 kg 

 

The GIOVE-B transmit antenna comprised of 45 photo-printed stacked microstrip 

antenna patches radiating on both the Galileo low and high bands. The array was made up 

of six sectors with either six or nine elements per sector. Two sets of beamforming array 

coefficients for each of the six sectors was computed using a full-wave CEM model 

covering both the low and high frequency bands [Rubio, 2006]. Similar to the GPS 

antenna design, the inner central elements of the antenna were fed excitation current in 

phase opposition to elements on the outer part of the antenna array. This was done to 

obtain an overall isoflux radiation pattern. Each of the six sectors was sequential rotated 

to improve the cross polarization performance of the antenna array. For radiation in the 

high band, circular polarization was achieved using two notches in the patch shape of 

each element. The low band ring in each element used a dual-pin feed network phase 

offset by 90° to obtain a right hand circular radiation pattern. No information about the 

patch dimensions or dielectric substrate can be found in the literature.  
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Figure 3.10 Galileo IOV and FOC transmit antenna arrays [Courtesy: Montesano, OHB] 

The focus of this work is the radiation characteristics of the Galileo FOC antenna array 

design. The conceptual design basis for this antenna can be found in [Valle, 2006]. The 

first IOV satellite, referred to as GIOVE-A, flew a 36-element stacked dual-band planar 

array similar to the FOC antenna design shown on the right side of Figure 3.13. The 36-

element array used two independent feed networks for the low and high-band 

transmissions. The overall GIOVE-A antenna array feed network can best be described as 

a “rat’s nest” [Valle, 2006]. The manufacturing complexity of the feed network was the 

reason for choosing an alternate antenna array design for the GIOVE-B satellite.  

An optimized design comprising of 28 array elements was proposed for the FOC 

satellites. The 28-element design is made of up an inner ring of two concentric circles. 

The innermost ring has four elements, while the outer ring of the inner circle has eight 

elements. The outer ring can be viewed as being made up of two additional concentric 

circles. Each of the two circles in the outer ring is made up of eight elements each. No 

information can be found in the literature that describes the physical geometry of the 

individual patch elements. It is, however, known that the inner twelve elements are triple-

band and transmit across all three frequencies: E5, E6 and E1. The inner circle of the 

outer ring is used to transmit the E6 frequency signal. The outer circle of the outer ring is 
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used to transmit the E5 frequency signal [Valle, 2006]. The revised feed networks are 

designed to yield an isoflux radiation pattern with array coefficients computed using a 

full-wave CEM simulation model. Exact array coefficients or current distribution ratios 

within the feed networks are not available in the literature either.  

 

3.3.3. Reverse Engineered 3-D Far-Field Pattern 

Circularly Polarized (CP) patch antennas of different shapes have been proposed for 

satellite transmit antenna applications. GNSS signals are Right Hand Circularly Polarized 

(RHCP), and hence two different patch designs were initially considered as potential 

designs for the Galileo FOC array design. One of the more common patch antenna 

designs is referred to as the dual pin circularly polarized patch antenna [Pozar, 1992]. A 

CAD representation of the patch element is shown in Figure 3.14. The two feed pins are 

fed the same amplitude signal at 90° phase offset, which results in a circularly polarized 

wave.  

 

Figure 3.11 CAD model of dual-pin fed patch antenna element 

A twelve element array was constructed using the patch element shown in Figure 3.14. A 

CAD model along with triangular mesh segments generated for a full-wave CEM 

analysis using FEKO is shown in Figure 3.15. The two feed locations on each element 

are illustrated as red pinheads on the patch surface. The iterative design approach as was 
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previously described in Section 3.2.3 for the GPS transmit antenna array was used to 

analyze this model as well.  

 

Figure 3.12 Twelve element Galileo transmit antenna array based on dual-pin fed patch elements 

The resulting gain pattern which was the closest match to the Galileo antenna design 

objectives is shown in Figure 3.16. The 2-D pattern is for the antenna performance at the 

E1 center frequency for the 𝜙 = 0° antenna cut. The main lobe of the gain pattern does 

exhibit the desired isoflux antenna response. The ground plane included in the CAD 

model minimizes any significant back lobe gain. The normalized gain of the first side 

lobe is comparable to the peak gain of the main lobe. This is inconsistent with the desired 

design objective to minimize energy in the side lobes. The width of the side lobe is also 

inconsistent with any previously measured GPS transmit antenna side lobe gains. This 

leads one to conclude that the patch elements aren’t a dual-pin fed design and that an 

alternate patch element design must be considered.  
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Figure 3.13 Simulated 2-D gain pattern for dual-pin fed array for ϕ=0° antenna cut 

Given the large flat profile of the Galileo FOC antenna patch elements, an alternate patch 

element design referred to as the square truncated pin-fed circularly polarized patch was 

modeled and evaluated [Pozar, 1992]. The concept behind this patch element is to 

truncate two opposite edges of the patch to generate a circularly polarized wavefront. 

Selection of opposite corners that are truncated is based on whether the resulting 

radiation is to be left of right-hand circularly polarized. One advantage of this approach is 

that only one feed pin is required for each patch element. This is consistent with the 

design objective to simplify the overall feed network as described in [Valle, 2006]. A 

CAD representation of the square truncated patch element is shown in Figure 3.17. The 

dimensions of the patch, truncation length and location of the feed point on the patch can 

be derived analytically as described in [Pozar, 1992]. These analytical expressions were 

used to obtain an initial estimate of the patch dimensions.  
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Figure 3.14 CAD model for square truncated patch antenna element 

A CAD model of an array comprising of 12 square truncated patch elements is illustrated 

in Figure 3.18. Similar to the dual-pin fed patch element array analysis, an iterative CEM 

analysis of this array design was performed.  

 

Figure 3.15 Twelve element Galileo transmit array based on square-truncated patch elements 

The resulting far-field 2-D gain pattern for the 𝜙 = 0° antenna cut is shown in Figure 

3.19. The first side lobe is marginally smaller in amplitude compared to the dual-pin fed 
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array gain pattern shown in Figure 3.16. It is still larger in amplitude than the measured 

GPS transmit antenna first side lobe. In addition, the peak directivity and isoflux response 

shape do not match the stated Galileo antenna design objectives. Consequently, the 

square truncated patch element based array was also discarded as the likely Galileo 

transmit antenna design.  

 

Figure 3.16 Simulated 2-D gain pattern for square truncated array for ϕ=0° antenna cut 

After further literature review, it was hypothesized that each patch element of the Galileo 

FOC antenna array was instead a 2x2 sequentially rotated set of four smaller patches 

enclosed within each patch element. A 2x2 sequentially rotated patch antenna can be 

designed to be circularly polarized and operated over a wide bandwidth [Hall, 1994]. A 

CAD representation of a 2x2 sequentially rotated patch antenna is shown in Figure 3.20. 

Circular polarization is achieved using two notches on each of the four patch elements. 

The GIOVE-B IOV antenna shown in Figure 3.13 used two notches as well on each patch 

antenna element to achieve CP. Each of the four patches is fed by a single feed point. 

Input excitation current to each element is phase offset by 90° with its adjacent patch 
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element; thus the name “sequentially rotated patch antenna”. In addition, the orientations 

of each of the four patch elements are physically rotated 90° with its adjacent patch 

element. The direction in which the elements are rotated determines whether the radiating 

wavefront is Left Hand Circularly Polarized (LHCP) or RHCP.  

 

Figure 3.20 2x2 sequentially rotated patch element 

A CAD model of an antenna array comprising of 12 2x2 sequentially rotated patch 

elements was created and analyzed using CEM. Figure 3.21 illustrates the optimal reverse 

engineered 3-D gain pattern at the center frequency of the E1 band. This array design 

exhibits the desired isoflux radiation pattern with rotational symmetric about the array 

𝑥 − 𝑦 plane. In addition, the resulting array peak gain is in close agreement to the desired 

high band peak gain stated in Table 3-2.  

Figure 3.22 illustrates the 2-D gain pattern for the 𝜙 = 0° antenna cut. The peak gain of 

the first side lobe is about 15 dB lower in comparison to the main lobe peak gain. This is 

comparable to the peak gain of the first side lobe of the GPS transmit antenna array. Very 

little gain is radiated into the back lobes of the antenna gain pattern.  
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Figure 3.21 3-D Reverse engineered Galileo transmit antenna gain pattern 

 

 

Figure 3.22 2-D reverse engineered Galileo transmit antenna gain pattern for ϕ=0° antenna cut 
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Figure 3.23 is a zoomed-in view of the gain pattern for the 𝜙 = 0° antenna cut simulated 

at the Galileo E1-band center frequency of 1575.42 MHz. The off-boresight peak gain is 

14.992 dB, which meets the design objective of 14.85 dB. The isoflux gain window is 

well bounded within the allowed 2 dB isoflux gain window. In addition, the main lobe 

smoothly rolls off from EOC to the first null. The peak gain of the first side lobe is at 32° 

off boresight, which is similar to the GPS transmit antenna first side lobe characteristics.  

 

Figure 3.23 Zoomed in 2-D gain pattern for ϕ=0° antenna cut 

Figure 3.24 illustrates the total gain and axial ratio variation over a ±50 MHz band 

around the E1 center frequency for the 𝜙 = 0° antenna cut. Over this 100 MHz band, 

gain variation is at most 1 dB. The axial ratio is a flat line and is close to 1.0, which 

confirms that the far-field radiation is indeed circularly polarized.  
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Figure 3.24 Gain and axial ratio variation over a ±50 MHz band off center frequency 

While no measurement data for the Galileo FOC transmit antennas can be found in the 

literature, gain measurements for numerous 𝜙 angle cuts for the GIOVE-B IOV antenna 

design was plotted in [Montesano, 2007]. A copy of this plot is shown in Figure 3.25. 

The figure shows both the Copolarization (CPC/RHCP) and Cross Polarization 

(XPC/LHCP) gain response of the antenna array. It is not unreasonable to expect a 

similar gain pattern for the FOC antenna array as well. Both designs are based on the 

same Galileo transmit antenna design criteria stated in Table 3-2. The CPC gain pattern 

and gain magnitude shown in Figure 3.25 closely matches the reverse engineered 2-D 

gain pattern shown in Figure 3.23.  

This serves as a good qualitative verification that the overall reverse engineered 3-D gain 

pattern has very good agreement with the actual Galileo transmit antenna performance. 

All this effort was necessary to establish the overall side lobe gain levels. This is the 

parameter of interest to evaluate GNSS availability at GEO and higher orbital altitudes.  
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Figure 3.25 Measured GIOVE-B E1 co-pol and cross-pol antenna gain [Montesano, 2007] 

3.4. GNSS Availability at GEO – Main Lobe Only 

The Friis transmission formula previously stated in (2.43) can be used to compute the 

received GNSS signal power at GEO. Transmit antenna gain measurements as a function 

of look angle off boresight can be obtained from the full 3-D reverse engineered antenna 

gain patterns. The GPS L1C ICD [GPS ICD-800C] and the Galileo ICD [Galileo ICD] 

both guarantee a minimum terrestrial received signal power of -157 dBW measured at the 

output of a 3 dBi RHCP receive antenna for a satellite above 5° in elevation angle. The 

GPS ICD also specifies a minimum orbital received power of -182.5 dBW at GEO 

measured using a 0 dBi ideal RHCP user receive antenna at 23.5° off the GPS satellite 

nadir direction. The basis for the -182.5 dBW signal reception threshold can be explained 

as follows. The incremental path loss for a L1 frequency signal to travel past the limb of 

the Earth to GEO can be expressed as [Friis, 1946] 

 
𝐸𝑥𝑐𝑒𝑠𝑠 𝑃𝑎𝑡ℎ 𝐿𝑜𝑠𝑠 (𝑑𝐵) = 20 ∗ log (

4𝜋𝐷𝐺𝐸𝑂

𝜆
) − 20 ∗ log (

4𝜋𝐷𝑇𝑒𝑟𝑟𝑒𝑠𝑡𝑟𝑖𝑎𝑙

𝜆
) (3.16) 
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where 𝜆 is the GPS L1C and/or Galileo E1 signal wavelength, 𝐷𝐺𝐸𝑂 is the path length 

from a GNSS satellite to GEO, and 𝐷𝑇𝑒𝑟𝑟𝑒𝑠𝑡𝑟𝑖𝑎𝑙 is the corresponding path length from a 

GNSS satellite to a terrestrial user. Computing path lengths as a function of satellite 

elevation angle, the excess signal path loss in dB to GEO can be computed as being 

between 8.78 – 10.03 db. As shown in Figure 3.12 and Figure 3.23 respectively, the first 

null is around 20° off boresight. At 23.5° off boresight, the first side lobe is 

approximately -15 dB lower in gain in comparison to the main lobe peak gain. The 

additional path loss and reduced gain of the first side lobe gain in combination leads to 

the -182.5 dBW receive signal strength threshold. There is 25 dBW reduction in received 

signal power at GEO compared to the stated terrestrial received power [GPS ICD-800D]. 

This reduction in receive power must be compensated for using appropriate receiver 

processing techniques. Using block acquisition techniques described in [Psiaki, 2001] and 

implemented in the NASA Navigator GNSS receiver, signals with C/No down to 25 dB-

Hz levels can be acquired and tracked at GEO. A terrestrial receiver can acquire and track 

a received signal C/No as low as 35 dB-Hz. Nominally, the GPS L1 C/A received signal 

C/No is in the mid to high 40s dB-Hz range. The GPS L1C and Galileo E1 signals are 

expected to be about 1.5 dB higher in received signal C/No.  

A threshold of -182.5 dBW received signal power is used for GPS, Galileo and a 

combined GPS plus Galileo constellation availability at GEO. In this section, only the 

main lobe of the reverse engineered 3-D gain pattern will be considered for availability 

analysis at GEO.  

3.4.1. Availability at GEO – GPS Only 

GNSS availability at GEO was assessed onboard the ANIK F1R GEO communications 

satellite located at 107.3º W. This GEO communications satellite also carries a hosted 

Wide Area Augmentation System (WAAS) payload. If adequate PNT accuracy can be 

obtained at GEO, the WAAS transmitter clock can then be potentially synchronized to 

the GPS master clock without requiring an atomic clock as part of the WAAS hosted 
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payload. Figure 3.26 illustrates the specific GPS satellites visible at GEO over a 24-hour 

period. The 32 operational GPS satellites as of September 2014, were considered for this 

analysis. The WAAS payloads also transmit a GPS-like ranging signal from GEO. 

However, the WAAS ranging signals were not considered in this analysis. Officially, the 

GPS constellation comprises of only 24 operational satellites. This analysis could be 

viewed as marginally optimistic if only 24 GPS Block III satellites were to be launched. 

Figure 3.27 illustrates the number of simultaneous satellites that can be tracked based on 

the -182.5 dBW received signal power threshold selected for this analysis. Four or more 

satellites are simultaneously available at GEO for only a very small fraction of a 24-hour 

period. Figure 3.28 illustrates the corresponding distribution histogram of the number of 

satellites visible at GEO. Four or more satellites are simultaneously available for a 

cumulative duration of approximately 7% of a 24-hour period.  

 

Figure 3.26 GPS visibility at GEO over a 24-hour period (main lobe only) 
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Figure 3.17 Number of GPS satellites visible at GEO over a 24-hour period (main lobe only) 

 

Figure 3.28 Distribution of number of GPS satellites simultaneously visible at GEO (main lobe only) 
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3.4.2. Availability at GEO – Galileo Only 

A corresponding analysis was performed for the Galileo constellation as well. A notional 

27 satellite constellation in a 27/3/1 Walker constellation was simulated. Figure 3.29 

illustrates the specific Galileo satellites visible at GEO over a 24-hour period. Figure 3.30 

illustrates the number of simultaneous satellites that can be tracked based on the -182.5 

dBW signal threshold selected. Four or more Galileo satellites are simultaneously 

available at GEO for only a very small fraction of a 24-hour period. Figure 3.31 

illustrates the corresponding distribution histogram. Four or more Galileo satellites are 

simultaneously available for a cumulative duration of approximately 12% of a 24-hour 

interval. This improvement in comparison to GPS availability can be explained by the 

longer orbital period for the Galileo satellites, as was previously described in Section 

1.1.3. 

 

Figure 3.29 Galileo visibility at GEO over a 24-hour period (main lobe only) 
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Figure 3.30 Number of Galileo satellites visible at GEO over a 24-hour period (main lobe only) 

 

Figure 3.31 Distribution of number of Galileo satellites visible at GEO over a 24-hour period (main lobe 

only) 
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3.4.3. Availability at GEO – GPS + Galileo 

If a common GPS/Galileo L1C receiver can be implemented, signals from both GPS and 

Galileo satellites can be simultaneously acquired, tracked and used for computing a 

position solution.  Figure 3.32 illustrates the specific GPS and Galileo satellites visible at 

GEO over a 24-hour period. The first 32 satellites are operational GPS satellites while the 

27 Galileo satellites are represented using notional PRN # 33-59. Figure 3.33 illustrates 

the number of simultaneous satellites that can be tracked based on a received signal 

threshold of -182.5 dBW. Figure 3.34 illustrates the corresponding distribution histogram 

of number of satellites simultaneously available. Four or more GPS and Galileo satellites 

are simultaneously available at GEO for a cumulative duration of approximately 38% of 

a 24-hour interval. A combined GPS + Galileo constellation availability at GEO is about 

a 5x improvement compared to the GPS only availability at GEO. In addition, the 

duration of outages must be considered as well. For a GPS only constellation, up to 8 

hours of outages between position fixes can be observed in Figure 3.27. For a Galileo 

only constellation, up to 10 hours of outages can be observed in Figure 3.30. For a 

combined GPS + Galileo constellation, at most 3 hours of outages can be observed in 

Figure 3.33. This improves the overall accuracy of any navigation filters used to estimate 

position information during periods of GNSS availability outages.  
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Figure 3.32 S plus Galileo visibility at GEO over a 24-hour period (main lobe only) 

 

Figure 3.33 Number of GPS plus Galileo satellites visible at GEO over a 24-hour period (main lobe only) 
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Figure 3.34 Distribution of number of GPS plus Galileo satellites visible at GEO over a 24-hour period 

(main lobe only) 

3.5. GNSS Availability at GEO – Main Lobe + Side Lobe 

The primary motivator for reverse engineering the GPS and Galileo transmit antenna 

patterns was to obtain a high fidelity model for the transmit antenna side lobe 

performance. This section evaluates GNSS availability at GEO by considering both the 

transmit antenna main lobe and side lobes for a received signal power threshold of -182.5 

dBW.  

3.5.1. Availability at GEO – GPS Only 

Figure 3.35 illustrates the specific GPS satellites visible at GEO over a 24-hour period 

when both the main and side lobes are included. Over a 24-hour period, a minimum of six 

and a maximum of 16 GPS satellites can be tracked at GEO. Figure 3.36 illustrates the 

corresponding distribution histogram. Six or more satellites are always available over a 

24-hour period with ten or more satellites available for over 50% of a 24-hour period. 
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Signals for the GPS transmit antenna side lobes results in a substantial improvement in 

GPS availability at GEO.  

 

Figure 3.35 GPS availability at GEO over a 24-hour period (main and side lobes) 

 

Figure 3.36 Number of GPS satellites visible at GEO over a 24-hour period (main and side lobes) 
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Figure 3.37 Distribution of GPS satellites visible at GEO (main and side lobes) 

3.5.2. Availability at GEO – Galileo Only 

Figure 3.38 illustrates the specific Galileo satellites visible at GEO over a 24-hour period 

when both the main and side lobes are included for a 27 satellite notional Galileo 

constellation. Figure 3.39 illustrates the number of Galileo satellites that can be 

simultaneously tracked using a received signal power threshold of -182.5 dBW. Over a 

24-hour period, a minimum of six and a maximum of 16 Galileo satellites can be tracked 

at GEO. Figure 3.40 illustrates the corresponding distribution histogram. Six or more 

satellites are always available over a 24-hour period with ten or more satellites available 

for over 75% of a 24-hour period.  



88 

 

 

Figure 3.38 Galileo visibility at GEO over a 24-hour period (main and side lobes) 

 

Figure 3.39 Number of Galileo satellites visible at GEO over a 24-hour period (main and side lobes) 
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Figure 3.40 Distribution of number of Galileo satellites visible at GEO over a 24-hour period (main and 

side lobes) 

3.5.3. Availability at GEO – GPS + Galileo 

Figure 3.41 illustrates the specific GPS and Galileo satellites visible at GEO over a 24-

hour period. The first 32 satellites correspond to GPS while the 27 Galileo satellites are 

represented using notional PRN # 33-59. Figure 3.42 illustrates the number of satellites 

that can be simultaneously tracked at GEO using a received signal power threshold of -

182.5 dBW. When the side lobes are included as well, a minimum of 14 and a maximum 

of 29 satellites would be simultaneously available at GEO. Figure 3.43 illustrates the 

corresponding distribution histogram. 20 or more GPS and Galileo satellites are 

simultaneously visible for a cumulative duration of over 80% of a 24-hour period. The 

common L1C/E1 signal on both constellations can be used for continuous autonomous 

navigation at GEO at all. The receiver will have to incorporate appropriate acquisition 

and tracking algorithms to operate under the lower received signal power conditions.   
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Figure 3.41 GPS and Galileo visibility at GEO over a 24-hour period (main and side lobes) 

 

Figure 3.42 Number of GPS and Galileo satellites visible at GEO over a 24-hour period (main and side 

lobes) 
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Figure 3.43 Distribution of number of GPS and Galileo satellites visible at GEO over a 24-hour period 

(main and side lobes) 

3.6. GNSS Position Accuracy Analysis at GEO 

The accuracy of a computed position estimate depends on two factors. The first is the 

broadcast User Range Error (𝜎𝑈𝑅𝐸
2 ) included as part of the satellite navigation message 

transmission. The second aspect is the goodness of the user-satellite geometry expressed 

as the Dilution of Precision (DOP). DOP allows for a simple characterization of the user-

satellite geometry. Intuitively, a lower DOP indicates more favorable user-satellite 

geometry and better is the resulting position estimate accuracy. At least four satellites are 

required to compute DOP using a least squares estimate approach for estimating user 

position and receiver clock bias. Figure 3.44 illustrates the computed Geometric Dilution 

of Precision (GDOP) over a 24-hour period for three cases: a) GPS main lobe only b) 

GPS plus Galileo main lobe only and c) GPS plus Galileo main and side lobes. Given the 

limited duration over which signals from only the main lobe of four or more GPS 
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satellites are usable, GDOP cannot be determined at all epochs. A specialized navigation 

propagation filter would be required to compute position and clock estimates based on 

sparse GPS observables when four or more satellites are simultaneously available. With a 

combined GPS plus Galileo constellation considering only the main lobe, GDOP values 

can be computed for periods when four or more satellites are simultaneously usable at 

GEO. When four or more satellites are simultaneously usable, the minimum GDOP value 

would be 56.977, the maximum GDOP would be 31048.785 and the average GDOP over 

a 24-hour period would be 377.199. When transmit antenna side lobes are included as 

well, a combined GPS plus Galileo constellation GDOP at GEO would consistently be 

less than 10 over a 24-hour period.  

 

Figure 3.44 Geometric Dilution of Precision (GDOP) at GEO for a combined GPS + Galileo constellation 
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The RMS 3-D position error can be expressed as  

 RMS 3-D error =  𝜎𝑈𝑅𝐸 × GDOP (3.17) 

where  

 
𝜎𝑈𝑅𝐸 = √𝜎𝑆𝐼𝑆 𝑈𝑅𝐸

2 + 𝜎𝐼𝑂𝑁𝑂
2 + 𝜎𝑇𝑅𝑂𝑃𝑂

2 + 𝜎𝑅𝑐𝑣𝑟
2  (3.18) 

𝜎𝑆𝐼𝑆 𝑈𝑅𝐸 is the uncertainty in satellite orbit and clock parameters broadcast by the 

respectively GNSS control segment. The quantized GPS Block III 𝜎𝑆𝐼𝑆 𝑈𝑅𝐸 is expected to 

be at most 0.40m [Pullen, 2013]. For a GEO-based GNSS receiver, there is no 

tropospheric or ionospheric atmospheric degradations that must be accounted for. The 

availability analysis in Section 3.4 and Section 3.5 included a 1000 km keep out zone 

around Earth to avoid any tropospheric or ionospheric degradation. Hence, 𝜎𝐼𝑂𝑁𝑂 and 

𝜎𝑇𝑅𝑂𝑃𝑂 would be zero for a GEO application. 𝜎𝑅𝐶𝑉𝑅 is the uncertainty due to receiver 

noise and multipath path error. Typically, this uncertainty can be expected to be < 1.5m 

based on the expected receiver induced noise and multipath environment onboard a GEO 

satellite. Binary Offset Carrier (BOC) modulated signals are less prone to receiver 

tracking errors under low receive signal power conditions [Betz, 2001][Kaplan, 2006]. 

The GPS Block III L1C and Galileo E1 OS signals are based on Time Multiplexed BOC 

(TMBOC) and Composite BOC (CBOC) modulation respectively. Both TMBOC and 

CBOC are optimized variants of BOC. Theoretical receiver tracking error of < 1m is 

feasible for TMBOC and CBOC signals even under low receive signal power conditions 

[Avila-Rodriguez, 2008].   

Using (3.17) and (3.18), a combined GPS plus Galileo constellation RMS 3-D position 

error at GEO would be between 9 – 15 m. This represents at least two orders of 

magnitude improvement in GEO satellite position accuracy when compared to current 

ground-based ranging techniques.    

The use of a combined GPS plus Galileo GNSS constellation at GEO could reduce GEO 

satellite spacing from 1.0 degrees to at least 0.2 degrees. This was proposed as a benefit 

derived from pursuing the Galileo program [Hein, 2007]. It was qualitatively argued that 
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a combined constellation would lead to additional GNSS satellites being available at 

GEO with improved overall user-satellite geometry. However, one must bear in mind the 

Law of diminishing returns [Samuelson, 2004]. Including other GNSS constellations in 

addition to GPS and Galileo, will not significantly improve GNSS positioning accuracy 

and availability at GEO and higher orbital altitudes.  

 

 

Figure 3.45 Histogram of number of GPS and Galileo satellites visible at GEO over a 24-hour period 

(main and side lobes) 
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Tracking all available GPS and Galileo satellites as shown in Figure 3.45 and utilizing 

them in a space qualified GNSS receiver will drive up the receiver computational power 

and memory requirements [Hamilton, 2015]. With an increase in use of GNSS 

positioning technology for autonomous and semi-autonomous commercial applications, 

Size, Weight and Power (SWaP) is a concern for even commercial receiver 

manufacturers. Above a certain threshold, additional measurement observables will not 

significantly enhance receiver accuracy and reliability.  

Optimal satellite selection algorithms are based on maximizing received satellite signal 

strength, while maintaining superior satellite distribution geometry. Such an approach for 

resource constrained consumer grade GNSS receivers can be found in [Li, 1999]. Similar 

approaches can be adopted for space GNSS receivers operating at GEO and higher orbital 

altitudes as well.  

3.7. Summary 

This chapter comprehensively addressed the question, “Can a combined GPS + Galileo 

constellation enable autonomous spacecraft navigation at GEO and higher orbital 

altitudes?”  The full 3-D transmit antenna gain patterns for both GPS and Galileo were 

reverse engineered using an iterative CEM analysis approach. The derived gain pattern 

was used to evaluate GNSS availability at GEO. A combined GPS plus Galileo 

constellation when considering both the transmit antenna main and side lobes can be used 

for persistent autonomous navigation at GEO and higher orbital altitudes. The resulting 

RMS 3-D position error is expected to be between 9 -15 m. This is at least two orders of 

magnitude improvement in current GEO satellite station keeping uncertainty bounds.  

The reverse engineered 3-D antenna gain patterns can be used for GNSS availability 

analysis for future GEO and higher orbital missions. The NASA Magnetospheric 

Multiscale Mission (MMS) with an apogee altitude between 12-25x radius of Earth can 

benefit from improved positioning accuracy using a combined GPS plus Galileo 

constellation and a high sensitivity space qualified GNSS receiver.  

 



96 

 

Chapter 4  

Multipath Mitigation Onboard the 

International Space Station 

4.1. Multipath Overview 

Multipath is an error source that impacts the positioning accuracy of GNSS receivers. 

Multipath errors occur when one or more signals from a GNSS satellite arrive indirectly 

at a receiver. The received signal is a sum of the direct Line of Sight (LOS) and indirect 

reflected multipath signal(s). Figure 4.1 illustrates the notion of multipath. Apart from the 

direct LOS signal from a GNSS satellite, indirect signals due to surface and ground 

reflections can be received at a user antenna location.  

 

Figure 4.1 Illustration of multipath reflected signals received at an antenna 
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Any surface around the vicinity of a receive antenna can result in GNSS signals reflecting 

off that surface. For terrestrial applications, multipath signals can be caused by reflections 

from the ground, building structures and surrounding foliage. For marine, airborne and 

space GNSS applications, the vehicle structure itself can cause signal reflections. Solar 

panels are used to generate power onboard a satellite. These smooth, polished surfaces 

are the primary cause of signal reflections in addition to reflections off the satellite 

structure. There are two types of multipath referred to as diffuse and specular multipath. 

Diffuse multipath is a random phenomenon that arises when signals diffract around rough 

surfaces. The reflected signals are typically noise-like in characteristic and mostly 

uncorrelated with time. Diffuse multipath is considered benign and contributes to a 

relatively small error in estimated user position. Specular multipath is the dominant 

multipath error contributor in most applications. Diffuse and specular multipath impact 

both GNSS pseudorange and carrier phase measurements. Code phase specular multipath 

errors tend to be zero mean with periodicity on the order of up to an hour. Therefore, 

simple averaging alone cannot mitigate multipath even for static applications [Van Nee, 

1992].  

Multipath signals constructively and destructively interfere with the corresponding direct 

LOS signal. This time varying interference impacts the shape of the signal correlation 

function shape computed in a receiver. A correlation function is used as a signal 

discriminant in a receiver in order to acquire a GNSS signal. Figure 4.2 shows the impact 

of constructive and destructive multipath inference from a single reflected signal, on the 

correlation function shape of the GPS L1 C/A signal. The extent of multipath signals 

impacting the direct LOS signal is dependent on two factors: the first being the 

amplitudes of the reflected signals in comparison to the amplitude of the direct signal and 

the second being the relative delay between the arrival times of the direct and reflected 

signals. Subsequent to acquisition, GNSS receivers use a Delay Lock Loop (DLL) to 

track each of the acquired signals. A DLL correlates the received signals with early and 

delayed versions of locally generated GNSS signal code sequences. A DLL controller 

adjusts the local code generator, such that the difference in correlation output value of the 
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received signals with the locally generated early and late codes sequences is equal to 

zero.  

 

Figure 4.2 Impact of construction and destructive reflected signal interference on correlation function 

Receiver correlator spacing (𝑑) is the fixed time difference between the early and late 

replica code sequences in relation to the underlying GNSS signal code chip width (𝑇𝐶). 

Commercial GNSS receiver correlator spacings can vary between 𝑑 = 0.05 for a narrow 

correlator spacing receiver design to 𝑑 = 1.0 for wide correlator spacing receivers.  

In general, a transmitted GNSS signal can be expressed as  
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 𝑠(𝑡) = √2𝑃𝑇𝑋𝐷(𝑡)𝑥(𝑡)cos (2𝜋𝑓𝐿−𝑏𝑎𝑛𝑑𝑡 + 𝜃𝑇𝑋) (4.1) 

The corresponding received signal can be expressed as 

 𝑟(𝑡) = √2𝑃𝑅𝑋𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏)cos (2𝜋(𝑓𝐿−𝑏𝑎𝑛𝑑 + 𝑓𝐷)𝑡 + 𝜃𝑅𝑋) + 𝑛(𝑡) (4.2) 

where 𝐷(𝑡) is the navigation data encoded onto the L-band carrier and 𝑥(𝑡) is the Code 

Division Multiple Access (CDMA) code sequence unique to each GNSS satellite signal. 

The received signal would also have a carrier frequency offset 𝑓𝐷, corresponding to the 

Doppler frequency between the satellite and receiver. 

A single reflected signal can be expressed as  

 𝑟𝑀(𝑡) = √2𝑃𝑅𝑋𝛼𝐷(𝑡 − 𝜏 − ∆𝜏𝑀)𝑥(𝑡 − 𝜏 − 𝜏𝑀) cos(2𝜋(𝑓𝐿−𝑏𝑎𝑛𝑑 + 𝑓𝐷) 𝑡

+ 𝜃𝑅𝑋 + ∆𝜃𝑀) + 𝑛(𝑡) 
(4.3) 

where 𝛼 is the amplitude of the multipath signal relative to the direct signal, ∆𝜏𝑀 is the 

time delay between the direct and multipath signal, and ∆𝜃𝑀 is the relative phase between 

the direct and multipath signal.  

Multiple reflected signals can be received at a GNSS receiver. For a simplified case of a 

single multipath reflection signal, the composite received signal can be expressed as  

 𝑟𝐶(𝑡) = 𝑟(𝑡) + 𝑟𝑀(𝑡) (4.4) 

where 𝑟(𝑡) and 𝑟𝑀(𝑡) are stated in (4.2) and (4.3) respectively.  

The extent of reflected signals impacting receiver correlation function is dependent on the 

correlator spacing implemented in a receiver [Braasch, 1996]. In order for the reflected 

signal to not impact the code phase tracking accuracy of the direct signal, the composite 

correlation function of the direct and reflected signal must satisfy the following 

relationship 

 ∆𝜏𝑀  ≥ 𝑇𝐶(1 + 𝑑/2) (4.5) 
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For narrow and wide correlator spacing receiver architectures, (4.5) can be expressed as 

 ∆𝜏𝑀 (𝑑 = 0.1)  ≥ 1.05𝑇𝐶 (4.6) 

 ∆𝜏𝑀 (𝑑 = 1.0)  ≥ 1.50𝑇𝐶 (4.7) 

The magnitude of multipath error is a function of ∆𝜏𝑀. For long delay reflections wherein 

∆𝜏𝑀 ≥ 𝑑𝑇𝐶, errors are proportional to the relative amplitude of the multipath signal and 

the correlator spacing implemented in a receiver. For short delay reflections wherein 

∆𝜏𝑀 < 𝑑𝑇𝐶 , multipath errors are proportional to the time delay between the direct and 

reflected signal and the relative amplitude of the multipath signal. Multipath error for 

short delay reflections is independent of the receiver correlator spacing and cannot be 

mitigated using narrower receiver correlator spacings alone. The code phase multipath 

error bounds for GPS L1 C/A is summarized in Table 4-1, under both short and long 

delayed multipath signal reception conditions [Enge, 1999]. 

Table 4-1 Code phase multipath error bounds for GPS L1 C/A signal 

  Short delayed reflection Long delayed reflection 

Constructive interference ∆𝜏𝑀

𝛼

1 + 𝛼
 

𝑑𝑇𝐶𝛼

2
 

Destructive interference −∆𝜏𝑀

𝛼

1 + 𝛼
 

−𝑑𝑇𝐶𝛼

2
 

Similar multipath error analysis can be performed for the modernized GPS L1C and 

Galileo E1 signals, which are based on Binary Offset Carrier (BOC) modulation 

principles. The correlation function shape of BOC modulated GNSS signals differ from 

the correlation function shape of the legacy GPS L1 C/A signal. For BOC modulated 

signals as well, short delay multipath errors are independent of receiver correlator 

spacing [Irsigler, 2003]. For space GNSS receivers, short delay specular multipath is the 

dominant error source. Short delay specular multipath can only be mitigated using 

antenna diversity techniques [Ray, 1999].  
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4.2. Multipath Mitigation Techniques 

Multipath induced carrier phase error can be expressed as [Misra, 2006] 

 
𝛿𝜙 = tan−1

sin(Δ𝜃𝑀)

𝛼−1 + cos(Δ𝜃𝑀)
 (4.8) 

where 𝛼 is the amplitude of the multipath signal relative to the direct signal and ∆𝜃𝑀 is 

the relative phase between the direct and multipath signal.  

When 𝛼 < 1, the worst case 𝛿𝜙 in (4.8) would equal 90°. This corresponds to a 

maximum carrier phase error of a quarter cycle of the L-band carrier signal. For a GNSS 

L1 signal with a carrier center frequency of 1575.42 MHz, this corresponds to a 

maximum carrier phase multipath error of ~4.7 cm. Carrier phase measurements in a 

GNSS receiver are at least two orders of magnitude more accurate than the corresponding 

code phase pseudorange measurements. This reduced impact of multipath error on GNSS 

carrier phase measurements can be exploited to reduce the magnitude of code phase 

multipath errors. Such a technique was first proposed by Ronald Hatch and is referred to 

as carrier smoothing or Hatch filtering [Hatch, 1982]. Carrier smoothing combines low 

noise carrier phase measurements with the corresponding code phase measurements in a 

recursive manner to reduce overall code phase multipath error [Presti, 2015]. The 

recursive filter of length M can be expressed as 

 
�̅�(𝑡𝑖) =

1

𝑀
𝜌(𝑡𝑖) +

𝑀 − 1

𝑀
[�̅�(𝑡𝑖−1) + (Φ(𝑡𝑖) − Φ(𝑡𝑖−1))] 

(4.9) 

                �̅�(𝑡1) = 𝜌(𝑡1)   

where 𝜌(𝑡𝑖) and Φ(𝑡𝑖) are the pseudorange and carrier phase measurements at epoch 𝑖 

respectively while �̅�(𝑡𝑖) is the smoothed pseudorange estimate at epoch 𝑖. M is the 

number of prior epoch measurements used in the recursive filter. It must be emphasized 

that the filter reduces receiver noise and reduces multipath only to the degree that it 

varies with time within the interval of filter length M. 
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Carrier smoothing is very easy to implement in even resource constrained GNSS 

receivers. Carrier smoothing can be selectively user enabled in almost all commercial 

GNSS receivers.  

Apart from using narrow correlators to minimize multipath errors [van Dierendonck, 

1992], numerous other correlator design have been studied over the years. These include 

the Multipath Estimating Delay Lock Loop (MEDLL) correlator [Townsend, 1995], 

strobe correlator for GPS/GLONASS receivers [Garin, 1996][Veitsel, 1998] and double-

delta correlator [van Dierendonck, 1997] architectures. The impact of correlator design 

on modernized GNSS signal multipath errors can be found in [Irsigler, 2003]. A variety 

of other manufacturer proprietary and correlator designs for multipath mitigation   have 

been developed over the years. One such patented correlator design can be found in 

[Enge, 1997]. Recently, theoretical development and analysis of a DLL discriminator 

function referred to as the Combination of Squared Correlators (CSC) was claimed to be 

robust to multipath errors [Falletti, 2015]. CSC was based on implementing four 

corrrelators for each receiver tracking channel. It was argued that the CSC multi-

correlator concept was not in violation of any prior patented correlator plurality based 

adaptive multipath mitigation receiver architectures. Results simulated using a software 

receiver indicated multipath rejection performance comparable at best to the performance 

of the Strobe correlator. Under harsh multipath conditions, the CSC performance was 

determined to be suboptimal in comparison to the Strobe correlator.  

An extension to the Multipath-Estimating Delay-Lock Loop (MEDLL) was analyzed and 

validated in [Psiaki, 2015]. It combines a batch filter with intentional antenna motion to 

estimate code phase, carrier phase, and amplitude of the direct signal. In addition, the 

batch filter estimates the relative code phase, relative carrier phase, carrier Doppler shift 

and magnitude of each of the detected specular multipath components. This technique is 

best suited for a signal reception environment with a constant multipath profile and was 

experimentally validated in front of and on the roof of a building. The antenna was 

successively moved 10 cm along the +x, +y, +z, -z, -x, -y and +z axes of the local body-

fixed coordinate system over a 25 second time interval. Experimental results indicated 
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that the technique was not always reliable in estimating specular multipath components. 

The batch estimation filter also attempted to estimate diffuse multipath errors which 

impacted the accuracy of the specular multipath error estimates.  

For geodetic applications, specially designed antennas such as Choke ring antennas are 

used to minimize signal reception from low elevation angle satellites. This minimizes the 

likelihood of signals reflecting off the ground and arriving at a receiver. Choke ring 

antennas however tend to be significantly heavier compared to other GNSS antennas. An 

alternate multipath limiting antenna referred to as the “Pinwheel” has been 

experimentally validated and patented. The pinwheel antenna is effectively a twelve-

element aperture-coupled spiral slot phased array antenna [Kunysz, 2000][Kunysz, 2002]. 

Clockwise spirals receive Left Hand Circularly Polarized (LHCP) signals while anti-

clockwise spirals receive Right Hand Circularly Polarized (RHCP) signals. The resulting 

fixed hemispherical coverage beam is optimized for reception of RHCP GNSS signals.  

Anechoic chamber and live-sky testing confirmed multipath rejection performance 

comparable to a survey grade chock ring antenna. The pinwheel antenna has a small form 

factor and is light weight. However, with both antenna designs, multipath rejection is 

only effective for satellite elevation angles below 30°.   

A commercial variant of the Pinwheel antenna was included as part of Atomic Clock 

Ensemble in Space (ACES) mission payload installed onboard the International Space 

Station (ISS). The objective of the ACES mission was to experimentally validate certain 

facets of Einstein’s Theory of Relativity [Hess, 2010][Hess, 2011][Novatel, 2013]. The 

commercially available Pinwheel antenna is a fourteen-element phased array comprising 

of aperture-couple spiral slot antenna elements. Figure 4.3 illustrates the Novatel GPS-

703-GGG Pinwheel antenna installed onboard the ISS as part of the ACES mission 

payload. This commercial antenna is tri-band and supports GNSS signal reception at the 

L5, L2 and L1 frequency bands.  
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Figure 4.3 Novatel GGG-703-GPS multipath limiting antenna. Courtesy Novatel 

Spiral antennas require greater Size, Weight and Power (SWaP) allocation compared to 

other typical compact GNSS antenna designs. While spiral antennas have existed for 

almost 60 years [Kaiser, 1960], design enhancements to make them suitable for SWaP 

constrained applications are still evolving. This is especially important for highly 

integrated Electronic Warfare and space mission applications [Lam, 2013].   

4.3. Multipath onboard the International Space Station 

The International Space Station (ISS) is a LEO satellite that functions as a microgravity 

and space environment research laboratory. Astronaut crewmembers can live and conduct 

scientific experiments within its various habitable pressurized modules.  

NASA proposed flying GPS receivers onboard the ISS as early as the late 1990s. Today, 

a GPS receiver is flown onboard the ISS as part of the NASA Space Communication and 

Navigation (SCaN) initiative. SCaN is a demonstrative platform intended to increase the 

applicability of GNSS for different space missions. Figure 4.4 shows the overall 

spacecraft structure of the ISS and its different modules. Figure 4.5 shows the SCaN 

hosted payload along with its different RF signal reception and transmission antennas. 

The different RF antennas are used for communicating from the ISS to the ground and to 

satellites that are part of the Tracking and Data Relay Satellite System (TDRSS) 

constellation. Also shown in the SCaN payload, is a L-band choke ring antenna used for 

GPS signal reception.  
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Figure 4.4 Location of NASA SCaN payload onboard the ISS. Courtesy NASA 

 

Figure 4.5 NASA SCaN payload with navigation and communication subsystems. Courtesy NASA 
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Commercial receivers allow users to set an elevation angle threshold in software to 

exclude low elevation satellites from being used in a receiver. This approach works best 

when multipath signals are expected to arrive from low elevation angle satellites. 

Multipath mitigation onboard the ISS using elevation angle masking would be a non-

starter. Figure 4.6 illustrates the mask angles required to block signals reflecting off the 

ISS solar panels. Each of the 16 solar array panels onboard the ISS can be independently 

steered about the roll and yaw axes. The steering angles 𝛼 and 𝛽 respectively, for each 

solar panel is controlled by the ISS mission control center at NASA Johnson Space 

Center. The orientation of each solar panel is computed on the basis of expected 

spacecraft drag and onboard power requirements. Even with a combined GPS + Galileo 

constellation, satellite elevation mask angles of 34° and 71° respectively as shown in 

Figure 4.6 would result in unacceptably large Dilution of Precision (DOP) values.  

 

Figure 4.6 GNSS elevation angle masks required to prevent multipath reflections from ISS solar panels 

In order to model and estimate GPS positioning errors due to ISS surface reflections, a 

computationally efficient ray tracing technique based on the Uniform Theory of 

Diffraction (UTD) was developed in [Hwa, 1996]. Multipath modeling results for a single 

orientation of the ISS solar panels were also discussed. The computational requirement of 
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this approach was claimed to be at least 30% more efficient than a conventional UTD 

solver. Multipath modeling results for all possible solar array orientations can be found in 

[Hwa, 1997].  

The use of geometric optics and UTD to model multipath reflection and diffraction was 

also studied in [Weiss, 2007]. Ray tracing computations were performed using WinProp, 

a commercial software that analyzes signal reflections and diffractions from and around 

complex surfaces represented using 3-D CAD models. This approach was used to model 

multipath on the rooftop of a semi-urban area, on an F-18 aircraft, and the naval aircraft 

carrier USS Eisenhower. Multipath was also experimentally measured for all three cases. 

The residual 1- error between measured and modeled multipath error was within 15 cm.  

The methodology was also extended to develop multipath mitigation algorithms for the 

DoD Joint Precision Approach and Landing System (JPALS) Local Area Differential 

GPS System (LDGPS) [Anderson, 2004][Weiss, 2005]. JPALS uses the military P(Y) 

signal which is more robust to multipath errors by design. The modeled multipath 

environment was used to evaluate the multipath mitigation performance of an antenna 

array that could steer beams away from directions of anticipated signal reflections. The 

equivalent civilian Local Area Augmentation System (LAAS) does not use antenna 

arrays for multipath mitigation. LAAS GPS antennas are sited within an airport perimeter 

after carefully surveying the local multipath environment to minimize the likelihood of 

signal reflections. Unlike an aircraft carrier at sea, the multipath environment around 

most airports is static over time. An aircraft carrier at sea is subject to significant roll, 

pitch and yaw based on prevailing weather and wind conditions thereby dynamically 

altering the local multipath environment. 

4.4. Adaptive Beamforming based Multipath Mitigation 

Beamformers tend to yield a fairly broad beam in the direction of the desired signal while 

minimizing gain along all other directions. Multipath signals arriving from directions 

with low beamformer antenna gain will be further attenuated. Such an approach can be 
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leveraged to limit specular code and carrier phase multipath errors [Bonek, 2013]. A 

beamformer coherently combines signals from N individual antenna elements. This 

results in an increase in received signal power by a factor of 𝑁2. Noise sources can be 

modelled as a Gaussian random process uncorrelated across the different array elements. 

Each array element has its own receive front-end whose noise characteristics are 

uncorrelated with the noise characteristics of the other front-ends. The total noise level in 

an N-element antenna array only increases by a factor of N. Consequently, a beamformer 

increases the overall SNR by a factor of N in linear scale or 10 ∗ log10(𝑁) in logarithmic 

(dB) scale. This is true to the first order under ideal conditions. Factors that can result in 

diminished array gain include: 

1.  Tapering: a condition encountered when beamformer weights deviate from unity. 

Antenna designers occasionally introduce it on purpose to reduce the side lobes of the 

antenna beam pattern.  

2.  Forced introduction of nulls: directing nulls in certain directions can minimize gain 

along the desired directions as well. Spatial resolution of an antenna array improves as 

the number of array elements increases.  

An array of multiple pinwheel antenna elements can also be used as a null forming 

antenna. Inputs from each of spiral antenna element can be combined in a receiver to 

steer nulls in specific direction(s). Simulation, prototype hardware design and anechoic 

chamber measurements of a four-armed Archimedean spiral antenna array can be found 

in [Kunysz, 2013]. A null forming antenna, based only on phase adjustments of 

individual antenna element outputs leads to a nonlinear problem in general. This 

nonlinear problem can be linearized, assuming the phase variations induced in each array 

antenna element is small [Steyskal, 1983]. The resulting null depth is a function of the 

gradient of the phase reversal in the direction of a null [Leavitt, 1976]. No amplitude 

adjustments were applied to any of the array elements described in [Kunysz, 2013]. A 

generic adaptive beamformer can vary both the amplitude and phase of individual 

element outputs.  
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Specular multipath mitigation using digital beamforming was first proposed in [Brown, 

2000]. Adaptive beam steering was computed using a Maximum Likelihood (ML) 

algorithm which maximized gain in the directions of direct signals of interest while 

minimizing power in the directions of possible reflections. For multipath environments 

that are relatively static, an alternate approach was proposed in [Brown, 2000]. Beam 

weights were estimated a priori during antenna array installation based on surveying the 

multipath environment. This was done to minimize subsequent receiver processing 

complexity. A satellite elevation based look up table was generated to steer beam nulls in 

the directions of the expected signal reflections. In order to minimize the overall 

dimensions of an antenna array, it was claimed in [Brown, 2001] that an array with less 

than half-wavelength (λ/2) element spacing can result in performance comparable to a 

conventional λ/2 element spacing antenna array. The authors claimed that by using a high 

dielectric superstrate hemispherical dome, a dielectric lens effect would focus the 

incoming signal wavefront towards the antenna array planar surface. The incoming RF 

signal wavelength within the lens is reduced by an amount equal to the dielectric constant 

of the superstrate hemispherical dome. This results in an additional phase delay when the 

signal arrives at each antenna element. Measured performance of a 7-element antenna 

array with elements spaced at 4.24 cm (0.2236 L1 wavelength) was compared against a 

traditional λ/2 spacing 7-element antenna array. Measured performance of the reduced 

spacing antenna array was comparable to a conventional λ/2 spacing antenna array 

design. This reduced spacing antenna array design approach may be appealing for space 

missions with limited surface area to mount a conventional GNSS antenna array. There 

have been no subsequent publications or commercial offerings for this antenna concept.  

The concept of a constrained GPS beamformer for space applications was proposed in 

[Brown, 2007]. The receiver was modelled as a Software Defined Receiver (SDR). The 

primary objective of the algorithm was to steer nulls in the direction of a stronger GPS 

signal, which may otherwise interfere with a weak signal received from the side lobe of 

another GPS satellite in view. The computational complexity of the proposed beam 

nulling algorithm was not significantly different from a conventional deterministic 

nulling algorithm.  



110 

 

Using satellite ephemeris information, adaptive beamforming steering vectors can be 

computed to steer beams in the direction of a desired satellite while steering a null in the 

directions of anticipated multipath reflections. The Minimum Variance Distortionless 

Responose (MVDR) is one such optimal algorithm and is of interest in this work [Van 

Trees, 2002]. Figure 4.7 illustrates the concept of an adaptive beamformer with N antenna 

array elements.  

 

Figure 4.7 N-element adaptive beamformer antenna array 

Each element of an antenna array has its own associated tap which can be used to set its 

individual weights. The output of the beamformer can be expressed either as a summation 

or stated in vector form as  

 𝑦[𝑘] = ∑ 𝑤𝑖[𝑘]𝑠𝑖[𝑘]𝑁
𝑖=1 = 𝑊𝑇[𝑘]𝑆[𝑘]  (4.10) 

where 𝑦[𝑘] is the weighted output of all antennas at time epoch k, 𝑠𝑖[𝑘] is the signal 

received at antenna element i, and 𝑤𝑖[𝑘] is the corresponding computed weight for 

element i at epoch k.  

For a general Space-Time Adaptive Processing (STAP) implementation of the MVDR 

algorithm, delay taps of length M can be included after each of the N antenna elements, 

with each delay tap having its own corresponding weight tap. The output for this generic 

STAP implementation can be expressed as 
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  𝑦[𝑘] = ∑ ∑ 𝑤𝑖𝑗[𝑘]𝑠𝑖[𝑘]𝑀−1
𝑗=0

𝑁
𝑖=1 = 𝑊𝑇[𝑘]𝑆[𝑘]  (4.11) 

The MVDR algorithm minimizes the overall output power while maintaining unity gain 

in the direction of the desired signal specified by the steering vector. The expected output 

power of the array would be 

 𝐸[𝑦2(𝑘)] = 𝐸[𝑊𝑇𝑋(𝑘)𝑋𝑇(𝑘)𝑊] (4.12) 

Assuming the signals and noises can be modelled as zero-mean amplitude random 

processes with unknown second-order statistics 

 𝐸[𝑋(𝑘)𝑋𝑇(𝑘)] ≡ 𝑅𝑋𝑋 (4.13) 

where 𝑅𝑋𝑋 is the covariance matrix of the input signals. The adaptive nature of the 

MVDR algorithm arises from the assumption that the input correlation matrix 𝑅𝑋𝑋 isn’t 

known a priori and must be adaptively established. 

Substituting (4.12) in (4.11), the expected output power can be expressed as 

 𝐸[𝑦2(𝑘)] = 𝑊𝑇𝑅𝑋𝑋𝑊 (4.14) 

The MVDR algorithm can be formulated as an optimization problem expressed as [Frost, 

1972] 

 minimize
𝑊

𝑊𝑇𝑅𝑋𝑋𝑊  (4.15a) 

 subject to 𝐶𝑇𝑊 = 1 (4.15b) 

where C is the constraint vector specified to steer a beam in the direction of the desired 

satellite. Using the method of Lagrange multipliers, the optimal weights can be computed 

as [Frost, 1972] 

 𝑊𝑜𝑝𝑡 = 𝑅𝑋𝑋
−1𝐶[𝐶𝑇𝑅𝑋𝑋

−1𝐶]−1 (4.16) 

 𝑦𝑜𝑝𝑡(𝑘) = 𝑊𝑜𝑝𝑡
𝑇 𝑋(𝑘) (4.17) 

An efficient implementation of this recursive adaptive learning approach is based on the 

gradient-descent Least Mean Squares (LMS) algorithm expressed as [Frost, 1972] 
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 𝑊(0) = 𝐼 (4.18a) 

 𝑊(𝑘 + 1) = 𝑃[𝑊(𝑘) − 𝜇𝑦(𝑘)𝑋(𝑘)] (4.18b) 

 where  

 𝑃 ≡ 𝐼 − 𝐶(𝐶𝑇𝐶)−1𝐶𝑇 (4.18c) 

 𝐹 ≡ 𝐶(𝐶𝑇𝐶)−1 (4.18d) 

I is the identity matrix and 𝜇 is a scaling factor for the magnitude of the constrained 

gradient based on which, the step length for the recursive approach is derived.  

4.5. Experimental Validation 

An antenna array and GNSS SDR setup should be flown onboard the ISS to 

experimentally validate GNSS multipath mitigation using an antenna array and adaptive 

beamforming. As part of this dissertation research, attempts were made to explore the 

possibility of flying an antenna array and GNSS SDR setup onboard the ISS, but this 

turned out to be infeasible. In order to experimentally validate MVDR-based adaptive 

multipath mitigation onboard the ISS, an experimental setup representative of the ISS 

solar panels had to be replicated on Earth. An experimental data collection setup used for 

this research work is shown in Figure 4.8. An 8’x8’ aluminum metal panel was 

constructed and mounted between two cooling system towers on the roof of the Durand 

building at Stanford University. The flat metal surface is a reasonable representation of 

the ISS solar panels in terms of signal reflection and reflected signal amplitude 

attenuation. Live-sky measurements were collected using two independent but concurrent 

receiver setups and are shown in Figure 4.9.  

The signal reception setup to the right in Figure 4.9 used a commercial geodetic grade 

multipath limiting antenna connected to a commercial GPS receiver with proprietary 

multipath limiting techniques implemented in the receiver. Dual-frequency pseudorange 

and carrier phase receiver measurements were logged as Receiver Independent Exchange 

(RINEX) format data files for subsequent post processing and analysis.  
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Figure 4.8 Antenna diversity based multipath mitigation experimental setup 

The setup to the left in Figure 4.9 used a simple 4-element antenna array, constructed 

using small form factor Commercial off-the-shelf (COTS) GNSS antennas primarily used 

for automotive applications. The array configuration of the 4-element antenna array is 

shown in Figure. 4.10. The antenna elements were placed at 𝜆/2 spacing, where 

𝜆 (~19 cm) is the L1 signal wavelength. This array separation ensured no grating lobes 

were formed in the combined antenna array radiation pattern. The individual antenna 

elements were connected to a RF front-end and signal digitizer. The digitized received 

signals were processed using a real-time GNSS SDR, the details of which can be found in 

[Chen, 2012].  
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Figure 4.9 Signal reception setup using a single multipath limiting antenna and 4-element antenna array 

The physical dimension of the experimental setup is shown in Figure 4.11. The receive 

antennas were placed on a pedestal at a height of 10’8” (3.28 m) above ground. The top 

of the metal panel had an overall height of 18’ (5.49 m) above ground. The distance 

separation between the antennas and metal panel was equal to 12’5” (3.81 m). Any signal 

reflections from the metal panel would be short delay reflection interference. As 

previously described, receiver correlator spacing techniques alone cannot mitigate short 

delay reflection errors. In order to minimize the likelihood of low elevation reflections 

from other surrounding objects, a 15° elevation angle mask was specified in the receiver 

processing software. Signals received from satellites above an elevation angle of 15° can 

be expected to result in reflected signals being received at the two antenna setups. This 

would be true only for satellite ground tracks that align with the physical orientation of 

the metal panel. Signals from other satellites should not experience any multipath 

reflections from the metal panel.  
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Figure 4.10 4-element antenna array geometry 

 

Figure 4.11 Experimental setup physical geometry 

The Durand building is oriented approximately 15° off true North. Signals received from 

satellites which rise from or set in a southerly direction are most likely to be impacted by 

reflections off the metal panel.  
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In order to assess the impact of the metal panel on multipath signal reception, data was 

collected on three separate days. On the first day, data was collected without the metal 

panel being mounted between the two cooling towers. On the second and third day of 

data collection, the metal panel was mounted as shown in Figure 4.8. The metal panel 

was to simulate signals reflecting off the ISS solar panels. Figure 4.12 shows the skyplot 

for GPS satellites that were visible during the duration of the data collection. GPS 

satellite PRN 20 was the ideal satellite to assess the impact of signal reflections off the 

metal panel. The ground track for PRN 20 is highlighted using a red ellipse in Figure 

4.12. The satellite rises from the South and traverses in a northerly direction. Data 

collection was scheduled based on when GPS PRN 20 (G20) would be visible. In 

contrast, GPS PRN 05 (G20) had a South-East to North-East trajectory and was unlikely 

to experience any multipath reflections.  

 

Figure 4.12 Skyplot of visible GPS satellites during the data collection interval 

Figure 4.13 shows the multipath residual and receiver Carrier to Noise Ratio (C/No) for 

GPS PRN 05 observed over the three days using the multipath limiting antenna and 
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Novatel receiver with propierty multipath limiting capabilities. The constructive and 

destructive interference behavior of the reflected signal is manifested as cyclic 

oscillations in the observed receiver C/No. Both multipath residual estimate and the C/No 

variations as a function of satellite elevation angle, do not depict any noteworthy 

variations with or without the metal panel. This confirms the expected observation that 

PRN 05 was immune from any reflections attributable to the presence of the metal panel.  

 

Figure 4.13 Novatel receiver multipath residual and C/No observation for GPS PRN 05 during three days 

of data collection 

The corresponding multipath residual error plot for GPS PRN 20 obtained using the 

Novatel receiver observables is shown in Figure 4.14. The interval of interest would be 

when the satellite was between 17° and 32° in elevation angle as viewed from the 

multipath limiting receive antenna. Beyond this upper elevation bound, the metal panel 

would have no impact as a reflective surface based on the physical layout shown in 

Figure 4.11. The elevation angle interval of interest is shown using a blue ellipse in 
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Figure 4.14. The multipath residual on the first day with no metal panel is shown in 

yellow. The residual multipath error is estimated to be within 1m peak-peak over the 

elevation angles of interest. The residual multipath error for the other two days with the 

metal panel mounted is shown as reddish-brown and blue colored traces. The GPS 

satellite ground track repeat every sidereal day. For a similar multipath environment, the 

inter-day multipath variation should be similar. Over the elevation angle region of 

interest, the multipath error increases to 4m peak-peak. Given that all other surrounding 

conditions remained the same, the metal panel resulted in an additional 3m peak-peak 

multipath error. Clearly, commercial single antenna GNSS receivers with proprietary 

multipath mitigation techniques are not effective against short delay interference 

reflection signals.  

 

Figure 4.14 Novatel receiver multipath residual and C/No observation for GPS PRN 20 during three days 

of data collection 
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The orientation of the ISS solar panels is determined in advance by the ISS mission 

control center. The individual panel orientation is computed based on the required 

onboard power, atmospheric drag estimates, and seasonal variations in incident sun angle 

as the Earth revolves around the Sun. This information can be used to estimate the 

direction(s) of signal reflection a GNSS antenna onboard the ISS may encounter. The 

directions can be computed apriori and uploaded as a constraint vector for a receiver that 

implements adaptive beamforming or deterministic nulling. In addition, GNSS satellite 

ephemeris data can be used to obtain the direction of a desired beam towards a particular 

satellite. Based on the processing capability of the GNSS receiver platform, multiple 

channels of the beamformer could be implemented. The multi-beam beamformer would 

digitally steer beams in the directions of the desired satellite signals while steering nulls 

in the directions of the reflected signals.  

Data collected using the four element antenna array was processed using a real-time 

GNSS software receiver. Figure 4.15 and Figure 4.16 illustrate the observed C/No for 

GPS PRN 20 along with a zoomed in view of the observed C/No over the elevation 

angles of interest. The observations are from one of the two days when the metal panel 

was mounted as part of the data collection setup.  

Of particular interest was to ascertain the impact of incorrectly steering a null in a 

direction offset from the anticipated reflection direction. The data was post processed 

with different null azimuth directions. Based on the relative orientation difference of 15° 

between the metal panel and the satellite trajectory, it can be determined that signal 

reflections can be anticipated from an azimuth direction of ~34° while the satellite is 

between 17° and 32° in elevation angle. The null direction was incrementally changed 

from 0° azimuth to 45° azimuth. Oscillatory variation in observed C/No can be seen 

when the null direction is set to either 0°, 10° or 15°azimuth.  The observed C/No for the 

null beam directed at 25°, 30° and 45° azimuth angles results in up to 8 dB lower C/No 

variation over the elevation angle interval where signal reflection were anticipated to 

occur.  
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As additional validation that the C/No variation is indeed due to the metal panel, C/No 

for the different null directions was computed beyond 32° elevation angle. As can be seen 

in either of Figure 4.15 or Figure 4.16, C/No is fairly similar for all instances of the null 

beam azimuth direction. The adaptive algorithm also steered a beam in the direction of 

PNR 20 for each of the null beam azimuth directions. PRN 20 was not expected to be 

impacted by multipath based on the satellite and metal panel geometries respectively. The 

observed C/No should remain unaffected by the direction in which a null beam is 

specified. 

 

Figure 4.15 Beamformer with deterministic nuller - C/No for GPS PRN 20 
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Figure 4.16 Beamformer with deterministic nuller - C/No for GPS PRN 20 with zoom in view 

The gain pattern for the 4-element antenna array with adaptive beamforming and 

deterministic nulling is shown in Figure 4.17. A null beam was directed around 30° 

azimuth along with a desired beam in the direction of GPS PRN 20 observable around an 

azimuth angle of 180° based on the sky plot previously illustrated in Figure 4.12. One 

drawback with the use of a small 4-element antenna array adaptive beamformer is the 

resulting spatial resolution that can be achieved.  Attempting to steer a null in the 

direction of 30° azimuth while also steering a beam in the direction of the satellite causes 

some of the radiation energy to be allocated in other azimuth directions. This reduction in 

desired beam energy is shown using a blue ellipse in Figure 4.17. Additional antenna 

elements can overcome this limitation, but comes at the cost of requiring greater receiver 

processing capability.  
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Figure 4.17 4-element antenna array gain pattern with adaptive beamforming and deterministic nulling 

Multipath error can be approximated using the difference between the carrier phase and 

pseudorange measurements at each epoch. The Novatel commercial receiver is a dual-

frequency capable receiver that logs RINEX data for both the GPS L1 and L2 frequency 

bands. The multipath residual error previously described for the Novatel single antenna 

receiver is a multipath linear combination estimate. It leverages the received dual 

frequency data to estimate the ionospheric delay and compute an ionosphere-free 

pseudorange estimate.  

The real-time software receiver can only process a single frequency band at a time. 

Hence, ionosphere-free pseudorange estimates cannot be obtained. The single frequency 

carrier phase minus pseudorange multipath residue for the GPS L1 frequency is shown in 

Figure 4.18 and Figure 4.19 for different null beam azimuth directions. The ionosphere-

free multipath residual obtained using observables from the dual frequency Novatel 

receiver was observed to be 4 m peak-peak. For the single frequency software receiver, a 
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4 m peak-peak multipath residual error was observed over the elevation angle region of 

interest. The software receiver residual includes ionosphere error as well. A 

corresponding multipath linear combination plot if available, would indicate that the null 

beam effectively minimized multipath error attributable to the reflected signal.  

If the null beam direction was not appropriately constrained, multipath residue as large as 

12 m peak-peak was observed. The deterministic nuller results in a 6 dB reduction in 

multipath error as shown in Figure 4.19. Similar to the C/No plots shown in Figure 4.15 

and 4.16, the multipath residue is almost identical across all null azimuth directions for 

elevation angles beyond 32°. Most of the single frequency multipath residual error can be 

attributed to ionospheric error and diffuse multipath around to experimental setup.  

This live-sky validation of antenna diversity based multipath mitigation appears to be a 

promising technique for mitigating specular multipath onboard the ISS. It would need to 

be further experimentally validated onboard the ISS to confirm the potential for GNSS 

based guidance for ATV autonomous rendezvous and docking at the ISS.   



124 

 

 

Figure 4.18 Single frequency multipath estimate for a 4-element antenna array with adaptive beaming and 

deterministic nulling 

 

Figure 4.19 Single frequency multipath estimate for a 4-element antenna array with adaptive beaming and 

deterministic nulling - zoomed in 
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4.6. Summary 

Using a 4-element antenna array with adaptive beamforming and deterministic nulling, 

reasonable multipath mitigation was demonstrated. Performance was compared against a 

survey grade multipath limiting antenna and commercial GNSS receiver with proprietary 

multipath mitigation techniques. The 4-element antenna array performed superior to the 

commercial single antenna receiver for short delay reflected signal interference that 

would be typical onboard a satellite. Proof-of-concept validation was performed using 

live sky data and a representative mockup of the solar panel reflective surface onboard 

the ISS. Up to 6 dB reduction in multipath error was experimentally demonstrated. This 

approach holds promise to enable future GNSS based guidance for ATV autonomous 

rendezvous and docking with the ISS.  
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Chapter 5  

Radiation-Hardened Reconfigurable 

GNSS Receiver 

GNSS receivers used in space missions can be categorized into two classes. The first 

class of receivers uses Application Specific Integrated Circuit (ASIC) chipsets which are 

inherently tolerant to radiation effects in space. The second class of space receivers uses 

commercial receivers which have been enhanced to meet the challenges of operating in 

space. Commercial receivers must be adequately shielded to minimize the effects of 

radiation, and its firmware must be upgraded to operate under fast platform dynamic 

conditions.  

This chapter evaluates the feasibility of implementing a custom reconfigurable space 

GNSS receiver on the latest generation radiation-hardened Field Programmable Gate 

Arrays (FPGAs). Receiver functionality can be modified and upgraded over time even 

after the satellite is on-orbit. Section 5.1 begins with a quick overview of a generic GNSS 

receiver architecture and its functional decomposition. Section 5.2 provides a detailed 

discussion of space radiation effects on silicon-based semiconductor devices. The Xilinx 

Virtex-5QV radiation-hardened FPGA, which is the target FPGA in this work, is also 

discussed. Section 5.3 presents the implementation results of an FFT-based GNSS signal 

acquisition engine on the target FPGA. In particular, FPGA resource utilization is the 

primary metric of interest. Section 5.4 focuses on the implementation of a 32-bit 

synthesizable microprocessor on the radiation-harded FPGA. The microprocessor would 

be used to implement low frequency, complex baseband receiver signal processing 

functions, such as tracking loops and navigation solution computation. The viability of 

the receiver to execute the MVDR adaptive beamforming algorithm is also assessed in 

this section. Section 5.5 concludes this chapter with a summary of the contribution 

presented in this chapter.  
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5.1. GNSS Receiver Overview 

Signals transmitted from GNSS satellites are extremely weak when received by a 

terrestrial antenna, with the received signal power being no greater than 10−16 watts. The 

received power at GEO is further attenuated by a factor of 100 [GPS ICD-800D]. The 

corresponding electronic noise attributable to the thermal agitation of electrons within an 

electric conductor is approximately 60 times stronger than the received GNSS signal 

power [Nyquist, 1928]. The received signal power must be amplified above the thermal 

noise floor before the underlying GNSS navigation information bits can be recovered.  

Figure 5.1 shows the overall signal flow path and receiver signal processing steps that 

must be performed before a receiver can compute a navigation solution. The RF signal 

conditioning and amplification block shown in Figure 5.1 is also referred to as the 

receiver front-end. Its primary role is to filter away undesired adjacent band signals and 

provide amplification of the desired GNSS signals while minimizing the amplification of 

the intrinsic electronic noise. This amplification is achieved by means of a Low Noise 

Amplifier (LNA) that is specifically designed to increase the overall Signal-to-Noise 

Ratio (SNR) of the received signals. Overall signal amplification is achieved in multiple 

cascaded stages. This is done to ensure the LNAs do not saturate and can operate in the 

linear region of the LNA gain characteristics curve. The amplified signal is subsequently 

downconverted to a more manageable Intermediate Frequency (IF) by mixing it with a 

reference signal locally generated within the receiver.  

The ultimate objective of these pre-processing stages is to convert the received analog 

signal into a digital signal that can be subsequently digitally processed. This conversation 

from an analog to a digital signal is accomplished using an Analog-to-Digital Converter 

(ADC), which samples the input analog signals and outputs digital samples. The 

performance of ADC devices is limited in terms of the sampling speeds they can operate 

at. The received L-band GNSS carrier signal is thus downconverted to an IF of 10s of 

MHz prior to sampling. This is done to avoid the need for ADC devices that would be 

capable of sampling at multiple Gbps sampling speeds.  
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Figure 5.1 Generic GNSS receiver architecture 

The reminder of this section focuses on the mathematical modeling of a GNSS receiver 

RF front-end. The transmitted GNSS signal can be expressed as  

 𝑠(𝑡) = √2𝑃𝑇𝑋𝐷(𝑡)𝑥(𝑡)cos (2𝜋𝑓𝐿−𝑏𝑎𝑛𝑑𝑡 + 𝜃𝑇𝑋) (5.1) 

The corresponding received signal can be expressed as 

 𝑟(𝑡) = √2𝑃𝑅𝑋𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏)cos (2𝜋(𝑓𝐿−𝑏𝑎𝑛𝑑 + 𝑓𝐷)𝑡 + 𝜃𝑅𝑋) + 𝑛(𝑡) (5.2) 

where 𝐷(𝑡) is the navigation data encoded onto the L-band carrier and 𝑥(𝑡) is the CDMA 

code sequence unique to each satellite. The received signal’s carrier frequency would by 

offset by an amount 𝑓𝐷, corresponding to the Doppler frequency between the satellite and 

receiver. The received code sequence would have a phase offset 𝜃𝑅𝑋 corresponding to the 

difference in synchronization between the satellite and receiver clocks. The code 

sequence phase offset 𝜏, is impacted by the signal time of flight. Signal time of flight is 

based on the path length distance between the receiver and the satellite broadcasting the 

received signal [Misra, 2006].  

A signal generator module internal to a GNSS receiver generates a reference signal at a 

frequency of (𝑓𝐿−𝑏𝑎𝑛𝑑 − 𝑓𝐼𝐹), where 𝑓𝐼𝐹 is the desired IF at which the analog signal 

would be sampled. The local reference signal can be expressed as 

 𝑙(𝑡) = √2 cos(2𝜋(𝑓𝐿−𝑏𝑎𝑛𝑑 − 𝑓𝐼𝐹)𝑡 + 𝜃𝐼𝐹) (5.3) 

In general, a heterodyne mixer produces an output which is the product of the received 

and locally generated signals. The mixer would produce two outputs, corresponding to 

the sum and difference of the two input signals expressed as cosine functions. The 

outputs from the receiver heterodyne mixer can be expressed as 
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 𝑆𝑢𝑚 =  √2𝑃𝑅𝑋𝐺𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏) cos(2𝜋(2𝑓𝐿−𝑏𝑎𝑛𝑑 − 𝑓𝐼𝐹 + 𝑓𝐷) 𝑡 + 𝜃𝑅𝑋 + 𝜃𝐼𝐹) (5.4) 

 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  √2𝑃𝑅𝑋𝐺𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏) cos(2𝜋(𝑓𝐼𝐹 + 𝑓𝐷) 𝑡 + 𝜃𝑅𝑋 − 𝜃𝐼𝐹) (5.5) 

where 𝐺 is the overall gain of the RF signal amplification stages minus any front-end 

cable and other implementation losses. For a heterodyne mixer implemented in a GNSS 

receiver, the summation output stated in (5.4), would be bandpass filtered out. The 

summation mixer output corresponds to the second harmonic of the input L-band signal 

and hence can be discarded. 

A direct conversion receiver architecture has been considered as an alternate to the 

traditional heterodyne receiver architecture [Weiler, 2009]. The phase noise performance 

of a direct conversion receiver was found to be inferior in comparison to a heterodyne 

receiver. Receiver phase noise performance has a significant impact on the accuracy its 

code phase and carrier phase positioning estimates.  

A receiver initially attempts to compute an estimate of 𝑓𝐷, the Doppler offset and 𝜏, the 

code phase offset for signals from each satellite it expects to be in view. If the receiver 

has no apriori information about its position and/or has access to the satellite almanac, it 

must search across all the satellites in a GNSS constellation to identify which satellites 

are in view. This first step of receiver signal processing is referred to as acquisition. Once 

a signal from a satellite has been acquired, the second step in receiver signal processing is 

to continue tracking the code offset and carrier Doppler frequency of the received signal. 

This is necessary for the receiver local reference signal generator to remain synchronized 

to the transmitting satellite signal generator. Upon successful removal of the carrier 

signal and broadcast PRN code sequence, the underlying navigation data can then be 

recovered. The reader is referred to [Van Dierendonck, 1996] and [Ward, 2006] for the 

mathematical basis of GNSS receiver acquisition and tracking signal processing steps.  
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5.2. Radiation Hardened Field Programmable Gate Arrays 

Software Defined Receivers (SDRs) for GNSS signals have evolved greatly over the past 

two decades. SDRs allow for implementing reconfigurable, open architecture receivers 

whose signal processing can be tailored to the requirements of the specific application 

they are used in. While SDRs were originally intended to run on a general purpose 

processor platforms, GNSS SDR have been implemented on Digital Signal Processors 

(DSPs), Field Programmable Gate Arrays (FPGAs) and Graphical Processing Unit (GPU) 

computing platforms. Thanks to Moore’s Law, real-time multi-channel GNSS receiver 

implementations have been demonstrated on each of the four computing platforms.  

A SDR can be easily reprogrammed, making it an ideal choice to acquire, track, and 

validate new signals whose specifications may not have been finalized. Ease of 

reprogramming the SDR also renders it suitable for rapid prototyping of new signal 

processing algorithms. Receivers implemented as Application Specific Integrated 

Circuits (ASICs) are optimized for computational efficiency and cannot be easily 

reconfigured to incorporate changes in Signal in Space (SIS) specifications of GNSS 

signals.  

An FPGA device is an Integrated Circuit (IC) with a central array of combinatorial logic 

blocks that can be connected through a user configurable interconnect routing matrix. 

The array of logic blocks is surrounded by of a ring of Input/Output (I/O) blocks. The I/O 

blocks can be configured to support different interface standards and allows for the flow 

of data into and out of the FPGA. An FPGA architecture can be leveraged to implement a 

wide range of synchronous and combinational digital logic functions. A simplified 

representation of the different blocks that can be found in an FPGA is shown in Figure 

5.2 
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Figure 5.2 Field Programmable Gate Array architecture. Courtesy National Instruments 

Digital designs are implemented using one or more of three basic types of computational 

elements: logic, memory and processors. Several of the current high-end FPGA families 

incorporate all three of these devices within a single IC chipset. The capability to 

implement real (hardcore) or emulated (softcore) processors within a FPGA chipset lends 

itself to the development of reconfigurable System on Chip (SoC) embedded systems. 

Today, FPGAs are capable of implementing complex functionality, such as GNSS signal 

acquisition searches, which traditionally was implemented on a dedicated acquisition 

ASIC chipset. 

Apart from the three basic types of computational elements mentioned in the previous 

paragraph, many newer generation FPGAs also feature components specifically included 

to perform Digital Signal Processing (DSP). These components accelerate the execution 

of signal processing algorithms and enable higher levels of DSP integration while 

lowering the power consumed within the device. Dedicated DSP blocks in an FPGA 

support over 40 different processing functionalities. These include functions such as 

multiplier, multiplier-accumulator, multiplier-adder/subtractor, three input adder, barrel 

shifter, wide bus multiplexers, wide counters, and comparators. They also incorporate 

efficient adder-chain architectures for implementing high-performance filters and other 

complex mathematical operations. Some FPGA manufacturers also provide users with 
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Intellectual Property (IP) blocks that implement popular DSP algorithms and functions in 

an optimal manner. Of particular relevance to GNSS SDR implementation are functional 

blocks such as the Coordinated Rotation Digital Computer (CORDIC), which is used to 

compute trigonometric functions, along with Fast Fourier Transform (FFT) and Finite 

Impulse Response (FIR) filter implementations. 

In commercial receivers, ASICs are used to carry out massively parallel correlation 

operations, while a Restricted Instruction Set Architecture (RISC) processor based on an 

ARM or PowerPC processor Instruction Set Architecture (ISA) is utilized for baseband 

signal processing. In a SDR GNSS receiver implementation, the parallel processing 

capabilities of an FPGA’s logic cells can be utilized to perform simple but high frequency 

receiver processing functions such as correlation during signal acquisition and code and 

carrier wipeoff during signal tracking.  

A hardcore processor, if available on the selected FPGA, can be used to implement 

complex but low frequency receiver processing functionality such as baseband signal 

processing within the tracking loops and computing a user position solution. Using FPGA 

logic cells and an embedded hardcore processor to implement GNSS SDR results in an 

optimized hardware/software partitioning of the receiver signal processing and compute 

functionality while minimizing the overall hardware cost and complexity.  

For FPGAs which do not include an embedded hardcore processor, the LEON 

synthesizable processor is an excellent choice for implementation of a softcore processor 

in an FPGA. The LEON series of processors are a synthesizable Hardware Description 

Language (HDL) model of a 32-bit processor which is compliant with the Scalable 

Processor ARChitecture (SPARC) V8 architecture. The LEON processor model is highly 

configurable and particularly suitable for SoC applications. Additionally, the complete 

HDL source code for the LEON processors is available under the GNU GPL license, 

which allows for free and unlimited use of the codebase for research and education 

purposes [LEON3 Lib].  
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Electronic circuits intended to be used for space missions must be tolerant to the effects 

of radiation in space. The environment in space consists of electrons and protons trapped 

by planetary magnetic fields, along with a very small fraction of heavier nuclei produced 

during energetic solar events. The inner and outer Van Allen belts are examples of two 

layers with energetic charged particles that are held in place around Earth by its magnetic 

field. The belts extend from an altitude of about 1,000 km to an altitude of about 60,000 

km. The extent of radiation levels within the Van Allen belt varies with altitude as shown 

in Figure 5.3. Other sources of radiation effects in space include cosmic rays produced 

during the occurrence of a supernova explosion in a galaxy.  

 

 

Figure 5.3 Inner and outer Van Allen belts around earth. Courtesy Geek.com 

The effects of radiation on microelectronic semiconductor devices can be classified into 

two general categories: Cumulative effects are quantified by Total Ionization Dosage 

(TID) while temporary interruptions in semiconductor device functionality due to 

radiation effects are characterized as Single Event Effects (SEEs). SEE includes Single 

Event Upsets (SEUs), Single Event Latchups (SELs), Single Event Transients (SETs), 

Single Event Burnouts (SEBs), and Single Event Functional Interrupts (SEFIs) [McHale, 

2012]. Cumulative effects produce gradual changes in the operational parameters of the 

devices. SEEs on the contrary, cause abrupt changes or unstable behavior of 

semiconductor devices.   
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SEU is a change in state of a bistable element, typically a flip-flop or other memory cell, 

caused by the impact of an energetic heavy ion or proton. The effect is nondestructive 

and may be corrected by rewriting the affected element. SETs are momentary voltage 

excursions at a node in an integrated circuit caused by a transient current generated by the 

nearby passage of a charged particle. Most SETs are harmless and do not affect device 

operation. However, there are several types of SETs that can cause harm or corrupt data. 

An SEFI is an SEE that places a device in an unrecoverable mode, often stopping the 

normal operation of the device. It is usually caused by a particle strike but can be 

produced by other causes. SEFIs are not usually damaging but can produce data, control, 

or functional-interrupt errors that require a complex recovery action that may include 

reset of an entire spacecraft subsystem. A target device should be rated to meet the 

mission requirements for each of these single event effects. 

SEUs in arrays of memory elements can often be mitigated by using some redundant cells 

and one of a large variety of error-detecting and -correcting codes. Mitigation through 

coding is conceptually still feasible but is seldom used because encoding/decoding and 

signal routing overhead is substantial. More commonly, logic memory elements such as 

flip-flops are triplicated, and a voting circuit is used to continuously detect and correct 

any SEUs. 

Both of these two categories of radiation effects (cumulative effects and SEEs) must be 

sufficiently guarded against to prevent catastrophic in-orbit failure of semiconductor 

devices. The natural space environment has a dosage rate of ~10
−6

 to 10
−4

 Gy (gray)/s. 

Gray (Gy) is the International System of Units (SI) unit of measure of absorbed radiation 

dose. The corresponding unit of measure in the centimeter-gram-second (CGS) system of 

measure is rad. The corresponding relationship between Gy and rad is 1 rad = 0.01 Gy = 

0.01 J/kg [Taylor, 2008]. Since typical mission durations last several years, radiation 

dosage accumulates over time. Candidate devices need to be characterized and qualified 

against the requirements of a spacecraft mission. For charged particles, the amount of 

energy that goes into ionization is given by the stopping power or Linear Energy Transfer 

(LET) function, commonly expressed in units of MeV×cm
2
/g [Maurer, 2008]. 
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Commercial and military electronic components are required to withstand radiation 

impact over a 15-20 year in orbit mission lifetime. Current generation radiation hardening 

by design space electronics hardware are manufactured using 90 nm, 65 nm or even 

smaller silicon fabrication processes.  

When incident radiation enters a semiconductor material such as silicon, an electron−hole 

pair may be created if an electron in the valence band is excited across the band gap into 

the material’s conduction band. The excited negatively charged electron leaves behind a 

positively charged hole in the valence band. Electron−hole pairs generated in the gate 

oxide of a Metal Oxide Semiconductor (MOS) device such as a transistor are quickly 

separated by the electric field within the space charge region. This is shown in Figure 5.4. 

The electrons quickly drift away, while the lower-mobility holes drift slowly in the 

opposite direction. Oxides contain a distribution of sites such as crystalline flaws that 

readily trap the slow holes. Portions of the positively charged holes are trapped in these 

sites as they slowly flow by. Dangling bonds at the oxide−bulk material interface also 

trap charge. The response of MOS devices to TID is complex because of the competing 

effects of the oxide trap- and interface trap-induced threshold voltage shifts, which can 

change over time. The net result is that the induced charge buildup changes the integrated 

circuit level behavior. 

 

Figure 5.4 n-channel MOSFET during normal operation [Maurer, 2008] 

Digital microcircuits are affected because trapped charges may shift the transistor 

threshold voltage, a key parameter that is directly impacts the power consumption and 
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speed of digital circuits. Supply current may increase due to lower resistance and timing 

margins may also be degraded. This behavior is shown in Figure 5.5, where trapped 

positive charges in the oxide layer can reduce the transistor gate voltage down to 0V. In 

the worst case, a device may cease to function because of high leakage current and the 

inability to shut off current flow between the source and drain terminals of a transistor. 

TID increases also induce changes in logic signal timing, potentially leading to circuit 

failure as driving gate strength gets reduced [Maurer, 2008]. 

 

Figure 5.5 n-Channel MOSFET under TID induced gate oxide charging [Maurer, 2008] 

Total dose effects are minimized using mitigation techniques that include shielding, 

derating, and adopting conservative circuit design approaches. Shielding involves the use 

of high-electron number materials such as Aluminum, Tantalum or Tungsten that are 

effective in reducing the impact of electron and low-energy proton radiation doses. 

Figure 5.6 illustrates the expected 50
th

 and 95
th

 percentile ionization dosage for a 

Geostationary (GEO) satellite over a 10-year mission lifetime. Each of the individual 

ionization energy sources is included in Figure 5.6, the summation of which would be the 

expected TID over the mission duration. Specific models have been developed to 

estimate the amount of radiation each energy source would cause in a silicon device as a 

function of shielding thickness. Trapped protons and electrons are estimated using the 

AE9/AP9 models found in [Ginet, 2013]. Trapped solar protons, also referred to as 

Energetic Storm Particles (ESP), are estimated using the NASA ESP modeling tool that is 

publically available online [ESP]. The ESP modeling tool is based on empirical models 
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described in [Cohen, 2013]. The impact of cosmic rays can be modeled using the 

CREME96 model described in [Tylka, 1997]. The cumulative impact of each of the 

radiation energy sources traveling through aluminum shielding placed over an electronic 

device can be modeled using the updated SHIELDOSE-2 model which is based on the 

original SHIELDOSE model described in the National Bureau of Standards Technical 

Note 1116 [Seltzer, 1980].  

 

Figure 5.6 Expected TID at GEO over a 10 year mission life 

If the amount of charge collected at a junction exceeds a threshold, then an SEE can be 

initiated. An SEE can be destructive or nondestructive. Destructive effects result in 

catastrophic device failure. Nondestructive effects result in loss of data and/or control. 

SEEs are generated through several mechanisms. The basic SEE mechanism occurs when 
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a charged particle travels through a device and loses energy by ionizing the device 

material.  

Currently, two types of radiation hardened FPGAs are used in space applications: anti-

fuse-based one-time programmable FPGAs and Static Random-Access Memory (SRAM) 

based reprogrammable FPGAs. Each type of device has its advantages and 

disadvantages. The anti-fuse-based devices have fewer programmable elements and thus 

fewer elements that can be upset by radiation. In addition, space-grade anti-fuse devices 

make extensive use of redundant circuitry. Their relative simplicity and familiarity 

provide reassurance to space system designers and project managers [Corbett, 2012].  

However, like radiation hardened ASICs, anti-fuse devices are not available in smaller 

process geometries such as 90 nm or 65 nm and thus have much lower capacity and 

performance compared to SRAM-based devices. SRAM-based devices enjoy a multiple -

generation advantage in process geometry and offer greater capacity and performance, 

while lowering the power consumed per gate [Wilson, 2014]. SRAM-based devices 

require configuration each time they are powered on. Radiation tolerant, SRAM-based 

devices may require more extensive error mitigation as part of the digital design that 

would be implemented on it to account for greater susceptibility of these devices to SEE 

upsets.  

Xilinx space-grade FPGAs offer a compelling alternative to ASIC and other one-time 

programmable logic technologies. Building on the Xilinx legacy of space-grade 

reconfigurable FPGAs established with the Virtex and Virtex-II families, the Virtex-5QV 

family delivers exceptional levels of integration and performance. This family uses a 

65nm fabrication technology which reduces the static and dynamic power consumption 

compared to the older Virtex space grade products. The Virtex-5QV was designed from 

the ground up with a Radiation Hardening by Design (RHBD) methodology. The 

resulting FPGA is truly a radiation-hardened space-grade IC. RHBD is achieved using a 

specialized silicon fabrication process. The devices are fabricated with epitaxial layers to 

make them less susceptible to latchup conditions. The IC is manufactured using a 65-nm 

copper Complementary Metal Oxide Semiconductor (CMOS) process with a 1V core 
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voltage. The Virtex-5QV FPGA reduces the complexity of error mitigation in SRAM-

based FPGAs by replacing the traditional 6-transistor configuration memory cell with a 

radiation-hardened-by-design, 12-transistor cell that is about 1,000 times harder to upset 

than commercial SRAM cells [Maxfield, 2011]. A standard 6-transistor logic cell is 

shown in Figure 5.7.  

 

Figure 5.7 Standard 6-transistor logic cell in a SRAM based FPGA [Corbett, 2012] 

A single logic cell can be ionized by particles striking it from any direction. This 12-

transistor dual interlocking latch can only be “flipped” by the direct ionization of dual 

complementary nodes. Every point in one half of the cell has a complementary point in 

the other half, and the same ionizing particle has to upset both complementary points for 

the cell’s value to become corrupted. Consequently, only ionizing radiation that is 

coming in via a very narrow cone has any chance of affecting a logic cell. This notion of 

radiation-hardening-by-design using complementary nodes is shown in Figure 5.8.  
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Figure 5.8 Radiation Hardened by Design FPGA with 12-transistors per logic cell [Corbett, 2012] 

The Virtex-5QV includes more than 130,000 logic cells for large, complex designs. The 

Virtex-5QV includes 320 Enhanced DSP slices to complement the programmable logic. 

Each slice includes a 25 x 18-bit multiplier, an adder, and an accumulator. Designers can 

cascade the IC’s 36-kbit Block RAM elements to produce large, general-purpose memory 

arrays. The device includes 298 such blocks. Each block can also be configured as two 

18-kbit blocks, so there is little wasted silicon for applications requiring smaller RAM 

arrays. The device features a number of other functions important in high-performance 

system designs. Six Clock Management Tiles (CMTs) can each generate clocks that 

operate up to 450 MHz. Each CMT includes dual Digital Clock Managers (DCMs) and a 

Phase Locked Loop (PLL). The DCMs enable zero-delay buffering, frequency synthesis 

and clock-phase shifting. The PLLs add support for input jitter filtering and phase-

matched clock division [Xilinx V-5QV]. 

The Virtex-5QV, based on independent radiation testing of the component by aerospace 

companies and national space agencies, guarantees a total ionization dosage of 1 Million 

rads (Mrads). Such high levels of tolerance address the mission needs of almost all space 

applications. That said, the use of such radiation hardened electronics is controlled. Any 

device with a radiation tolerance exceeding 500 krad is considered export controlled. 



141 

 

This is stipulated in section 121.1 of The United States Munition List [LII]. The hardware 

features of the Virtex-5QV radiation-hardened FPGA as summarized in Table 5-1.  

Table 5-1 Virtex-5QV Hardware Features [Xilinx V-5QV] 

Hardware Features 
Virtex-5QV 

(XQR5VFX130) 

Logic Cells  130,000 

Configurable Logic Block Flip Flops 81,920 

Maximum Distributed RAM (kb) 987 

Block RAM (kb) 10,728 

DSP Slices 320 

Maximum User I/O 836 

5.3. Acquisition Engine Implementation on Radiation-Hardened 

FPGA 

As described in Section 5.1, a receiver must perform a global search to estimate the code 

offset (𝜏) and Doppler shift offset (𝑓𝐷) of each received GNSS signal. This search 

procedure is known as signal acquisition. The code offset must be searched over the 

entire range corresponding to the chipping rate of the GNSS signal. For instance, the GPS 

L1 C/A code has a chipping rate of 1,023 chips. The code offset must be sequentially 

searched over the range between 0 to 1,022 chips. The Doppler shift is searched in 

increments proportional to the signal integration period (𝑇𝐶𝑂) over an expected Doppler 

shift range based on the receiver platform dynamics. A terrestrial receiver would search 

Doppler shifts over the range ±10kHz whereas a receiver on a LEO satellite or fighter jet 



142 

 

would require Doppler shifts to be searched over a range of ±70kHz. This incremental 

serial search procedure is illustrated in Figure 5.9.  

 

Figure 5.9 GNSS serial search acquisition 

The receiver generates two reference signals 90° in phase quadrature, at a frequency 

equal to the sum of the IF and estimated Doppler offset frequency. The incoming IF 

GNSS signal is multiplied with the local reference signals. The in-phase and quadrature 

local signals can be expressed as 

 𝑆𝐼 = √2𝑃𝑅𝑋𝐺𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏) cos ((2𝜋(𝑓𝐼𝐹 + 𝑓𝐷)𝑡 + 𝜃) (5.6) 

 𝑆𝑄 = √2𝑃𝑅𝑋𝐺𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏) sin ((2𝜋(𝑓𝐼𝐹 + 𝑓𝐷)𝑡 + 𝜃) (5.7) 

The difference output of the mixer product can be expressed as 

 𝑆𝐼 = √2𝑃𝑅𝑋𝐺𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏) cos ((2𝜋(𝑓𝐷)𝑡 + 𝜃) (5.8) 

 𝑆𝑄 = √2𝑃𝑅𝑋𝐺𝐷(𝑡 − 𝜏)𝑥(𝑡 − 𝜏) sin ((2𝜋(𝑓𝐷)𝑡 + 𝜃) (5.9) 

The mixing of the incoming and local reference that results in (5.8) and (5.9) as its 

output, is also referred to as carrier wipeoff.  

The next step in the acquisition process is to obtain an estimate of the code offset (𝜏). 

The signals are correlated against a local PRN code sequence with an estimated code 
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offset (�̂�). This is referred to as code wipeoff. The output of each accumulator is 

averaged over time 𝑇𝐶𝑂 referred to as the coherent integration time during which, the 

phase change in the received signal information bits would be encountered. Optionally, 

the accumulated output can be squared and summed to increase the acquisition sensitivity 

of the receiver. Doing so eliminates any phase information that is present and hence is 

referred to as noncoherent averaging.  The metric of interest during acquisition is called 

the ambiguity function �̃�(∆𝜏, ∆𝑓𝐷) expressed as [Misra, 2006] 

 
�̃�(∆𝜏, ∆𝑓𝐷) =

1

𝑇𝐶𝑂
∫ 𝑥(𝑡 − 𝜏)𝑥(𝑡 − �̂�)exp𝑗2𝜋∆𝑓𝐷𝑡𝑑𝑡

𝑇𝐶𝑂

0

 (5.10) 

The shape of the ambiguity function is dependent on the correlation function of the code 

sequence modulation format. The correlation function of a Gold code sequence has a 

different shape in comparison to the Binary Offset Carrier (BOC) sequence. 

Implementing a serial search in software could result in extremely long acquisition search 

times. Serial search is primarily implemented in custom ASICs with massively parallel 

correlators that can simultaneously search over the entire code offset and Doppler offset 

uncertainty search region. Serial search can be implemented in software on specific 

microprocessors which support Single Input Multiple Data (SIMD) processing. No such 

radiation-hardened processor which can be used for space applications exists. Real-time 

SDR GNSS receivers were made possible through the use of algorithms structured to 

leverage Single Input Multiple Data (SIMD) based processor instructions [Baracchi-Frei, 

2009]. Microprocessors supporting SIMD instructions were first introduced by Intel in 

1995 under the trademark name of Multi Media Extension (MMX). Subsequently, 

multiple new SIMD extensions have been introduced by Intel which significantly 

enhances the ability to process multiple large datasets in parallel. GNSS SDRs leverage 

SIMD for parallelizing baseband correlator implementation after carrier wipe-off of the 

incoming digitized IF signal [Charkhandeh, 2006]. 

An alternate correlator design approach for a GPS software receiver was proposed in 

[Ledvina, 2004]. It uses bit-wise parallelism to process 32 samples simultaneously. It is 

based on bit-wise Exclusive OR (XOR) mixing of two 32-bit pairs, which is inherently 
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supported as a single operation in a 32-bit microprocessor. The sign and magnitude bits 

of the sampled RF data are stored in two 32-bit registers which are operated upon in 

parallel. The results are summed over all the samples in a given sampling code period. 

This approach works well for the GPS L1 C/A signal with its limited spreading 

bandwidth. No other literature can be found which builds on this work to process newer 

GNSS signals. 

The use of SIMD based GNSS SDR was further extended in [Seo, 2011] by combining 

the processing capabilities of a microprocessor with SIMD instructions along with a 

Graphical Processing Unit (GPU). A GPU in its simplest form is a large array of 

individual processing units, each of which can be used to parallelize complex processing. 

A microprocessor plus GPU SDR was demonstrated to support real-time GPS receiver 

signal processing and a 4-channel adaptive beamformer to mitigate GPS signal jamming 

threats. In addition, the massively parallel architecture of the GPU allowed for high 

resolution 14-bit data sampling in the RF front-end. Sampling using higher resolution 

ADCs enhances the allowable dynamic range over which the desired signal can be 

utilized in the presence of jamming. In comparison, a typical commercial GNSS receiver 

or a microprocessor based SDR would utilize anywhere from a one to three-bit RF front-

end depending on the receiver accuracy desired and the overall size of sampled data that 

can be processed in real-time. GNSS receivers for cellphones in particular are processing 

power challenged. Hence, a one-bit ADC is most prevalent. The reduction in sampling 

resolution is overcome by sampling the data at significantly higher rates compared to the 

underlying code chipping rate. In GNSS receiver chipsets for cellphones, ADC sampling 

rates as high as 395.75 Msps (Mega samples per seconds) have been implemented. 

Higher sample rates allows for newer GNSS L-band signal processing, with Broadcom 

GNSS chipsets supporting simultaneous acquisition and tracking of all four GNSS L1 

band signals [Norman, 2015]. 

The use of GPUs to implement real-time GNSS software receivers was further extended 

in [Huang, 2013]. It was claimed that a real-time receiver capable of supporting all 

anticipated signals within the L-band across all four operational and in-development 
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GNSS systems can be implemented in real-time on a GPU. Data was collected using a 

wideband RF front-end, digitized, down sampled and stored in a buffer on a data 

acquisition card. The buffered data in turn was periodically transferred to the GPU over a 

PCI-e bus between the data acquisition card and a desktop workstation housing both a 

CPU and a GPU. Data to the GPU can be transferred directly as a Direct Memory Access 

(DMA) transfer from the acquisition card. The transfer however is controlled by the CPU 

operating system.   

Fourier-transform-based acquisition techniques are best suited for software 

implementation. The basic concept behind frequency domain acquisition techniques is to 

parallelize either the code offset or Doppler offset search region [Braasch, 2007]. Given 

that code offset is generally at least two orders larger in terms of search iterations 

compared to Doppler offset, parallel code phase search acquisition is the preferred choice 

[Lecrele, 2013]. Figure 5.10 illustrates the concept behind parallel code phase GNSS 

signal acquisition.  

 

Figure 5.10 Parallel code phase GNSS signal acquisition 

The basis for parallel acquisition is to perform a circular cross-correlation between two 

finite length sequences which are periodically in nature. The normalized circular cross-

correlation can be expressed as 

 

𝑧(𝑛) = ∑ 𝑥(𝑚)𝑦(𝑚 + 𝑛)

𝑀−1

𝑚=0

= ∑ 𝑥(−𝑚)𝑦(𝑚 − 𝑛)

𝑀−1

𝑚=0

 (5.11) 
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where 𝑥(𝑛) and 𝑦(𝑛) are input finite length digital sequences with a repeat period of M 

samples. An N-point Discrete Fourier Transform (DFT) of 𝑧(𝑛) would be 

 

𝑍(𝑘) = ∑ ∑ 𝑥(−𝑝)𝑦(𝑞 − 𝑝)exp−
𝑗2𝜋𝑘𝑝

𝑁

𝑁−1

𝑞=0

𝑁−1

𝑝=0

 

 

(5.12) 

 

        = ∑ 𝑥(𝑝)𝑒𝑥𝑝𝑗2𝜋𝑘𝑝/𝑁

𝑁−1

𝑝=0

∑ 𝑦(𝑝 + 𝑞)

𝑁−1

𝑞=0

𝑒𝑥𝑝−𝑗2𝜋𝑘(𝑝+𝑞)/𝑁 = 𝑋∗(𝑘)𝑌(𝑘) (5.13) 

where 𝑋(𝑘) and 𝑌(𝑘) are the DFT of 𝑥(𝑛) and 𝑦(𝑛) respectively, with 𝑋∗(𝑘) being the 

complex conjugate of 𝑋(𝑘). In terms of implementation, the incoming carrier wiped-off I 

and Q samples are combined to form a complex input signal. The input time-domain 

signal is transformed into the frequency domain using the Fast Fourier Transform (FFT). 

The local replica code generator sequence is frequency domain transformed and complex 

conjugated. The product of the input signal and complex conjugated replica code 

sequence are converted back to the time domain using the Inverse FFT (IFFT). The 

magnitude of the IFFT corresponds to the extent of correlation between the input and 

locally generated code sequence. If a satellite is in view and the received signal has 

sufficient signal strength, a correlation peak can be found in the IFFT output. The index 

of the peak value corresponds to the code phase offset of the incoming signal compared 

against the local receiver code generator. Using such a parallel search approach, all 

increments of the code offset search uncertainty interval can be computed using a single 

frequency domain operation.  

The length of the FFT is based on the underlying code chipping rate. For a 1,023 chip 

GPS L1 C/A signal, an FFT length of at least 2,046 samples must be evaluated. FFTs are 

computationally most efficient to implement when the input sequence length is equal to a 

power of either two or four. The input sequence can be zero padded to increase its length 

to a power of two or four. Such FFT implementations are referred to as radix-2 and radix-

4 FFTs, respectively.  
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Fourier Transform based acquisition was extended to jointly acquire GPS L1 C/A and 

L1C signals in [Macchi-Gernot, 2010]. Replica copies of the L1 C/A, L1C pilot, and L1C 

data signals were locally generated at the receiver and summed as part of the parallel 

code-phase FFT acquisition process. This approach may imply that a single FFT-based 

acquisition can be used to simultaneously acquire all three signals. In reality, different 

navigation messages are encoded in the L1 C/A and L1C data channels. The L1C pilot 

channel is encoded with additional secondary codes with relative phase offsets that are 

different from the L1 C/A signal. In order to resolve this relative phase ambiguity of the 

secondary code or navigation data bits, four combinations of the three channels need to 

be simultaneously processed using dedicated FFT/IFFT implementations for each of the 

four combinations. In effect, four independent and parallel code-phase based acquisition 

modules will need to be implemented. This would be a challenge to implement in real-

time on space-qualified hardware. Such an approach is best suited for offline processing 

using a SDR implemented in a high-level programming language and executed on a 

microprocessor or GPU. 

A 2,048-point radix-2 FFT was implemented on the Virtex-5QV to estimate FPGA 

resource utilization for parallel code phase acquisition of GPS L1 C/A signals. A radix-4 

FFT is more efficient for implementing larger length FFTs. In theory, the radix-4 FFT 

butterfly structure uses fewer multiplications and adders compared to a radix-2 FFT. 

However, there is additional complexity in programming the radix-4 butterfly structure, 

handling memory management on the FPGA, and addressing the bit reversed FFT output. 

A radix-4 FFT was instead implemented for parallel code phase acquisition of the 

common GPS/Galileo L1C signal.  

Figure 5.11 shows the complete device floorplan of a Virtex-5QV FPGA. Shown in red, 

is the actual area of the overall FPGA utilized in implementing a 2,048-point radix-2 

FFT.  
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Figure 5.11 2,048-point radix-2 FFT implementation on a Virtex-5QV 

Table 5-2 summarizes the total FPGA resource utilization in implementing the 2,048-

point radix-2 FFT.  

Table 5-2 2,048-pt radix-2 FFT implementation 

Hardware Features Used Available Utilization 

Number of slice registers  3,965 81,920 5% 

Number of slice LUTs 3,642 81,920 4% 

Number of occupied slices 673 20,480 2% 

Number of FIFO/RAMBuf 12 298 4% 

Number of DSP 48E slices 15 320 5% 



149 

 

Acquisition implementation of the GPS L1C is more challenging. The L1C signal is a 

composite of two signals that are phase/frequency coherent with synchronized spreading 

codes and symbol timing. The pilot signal has 75 percent of the total power, is a carrier-

only signal, and is spread by a 10-ms long code plus an 18-second overlay code. It is 

modulated with no navigation information bits. The data signal carries 25 percent of the 

total power, is spread by a 10-ms long code, and is data modulated with 10-ms long code 

symbols [Stansell, 2011]. The spreading code for both L1C signal components are 10,230 

code chips in length with a chipping rate of 1.023 MHz, producing a 10-ms long code 

sequence. The pseudo-random code sequences are derived from Weil sequences of length 

10,223 extended by a 7-bit sequence of common bits (0110100). The resultant code is 

10,230 chips in length. Synchronization to the Weil sequence can be accomplished using 

FFT-based frequency-domain correlation. It does require an FFT of length 65,536. The 

reason is that the FFT must span two full code periods at a minimum of two samples per 

code chip, for a total of 40,920 samples. 65,536 is the closest power of two to implement 

a Radix-2 or Radix-4 FFT.  

Table 5-3 summarizes the total FPGA resource utilization in implementing the 65,536-

point radix-4 FFT.  

Table 5-3 65,536-pt radix-4 FFT implementation 

Hardware Features Used Available Utilization 

Number of slice registers  4,283 81,920 5% 

Number of slice LUTs 3,842 81,920 5% 

Number of occupied slices 1,144 20,480 6% 

Number of FIFO/RAMBuf 144 298 49% 

Number of DSP 48E slices 80 320 40% 
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Figure 5.12 shows the entire floorplan of the Virtex-5QV. Shown in red, is the actual area 

of the overall FPGA utilized in implementing a 65,536-point radix-4 FFT.  

 

Figure 5.12 65,536-pt radix-4 FFT implementation on a Virtex-5QV 

Comparing Table 5-2 and Table 5-3, it may appear that the difference in FPGA 

computational resources utilized is minimal when implementing either a 2,048-point or 

65,536-point FFT. This is due to an intentional implementation optimization choice to 

maximize the use of specialized DSP blocks within the FPGA to perform FFT/IFFT 

operations. The FPGA DSP 48e slices are dedicated resources optimized for the 

implementation of computationally intensive signal processing algorithms such as FFTs. 

This intentional design choice frees up FPGA computational logic resources which can 

then be utilized for implementing other receiver functionality. The unused FPGA 

resources are ideal for implementing a synthesizable 32-bit softcore processor. Digital 

beamforming algorithms can also be implemented using CORDIC functions that leverage 
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matrix operation optimization techniques to minimize algorithm complexity. FPGA 

computational logic resources typically only support fixed-point arithmetic operations. 

Adaptive beamforming algorithms perform best when implemented on a processor that 

supports at least single precision and preferably double precision IEEE 754 floating point 

arithmetic operations.  

Implementation of the 2,048-point radix-2 FFT based acquisition was verified using over 

the air GPS L1 C/A signals. Data was collected on Earth using a stationary antenna and 

two-bit GPS front end. The carrier frequency was down-converted to an IF frequency of 

4.1304 MHz using an A/D sampling frequency of 16.3676 MHz. To implement a radix-2 

2,048pt FFT, the data was further decimated to a rate of 2.048 MHz. To simulate weak 

GPS L1 C/A signals, the signal was attenuated by 25 dB through the addition of software 

simulated Gaussian noise. Acquisition was attempted for a signal C/No threshold of 27 

dB-Hz. A combination of both coherent and noncoherent integration was used to acquire 

the intentionally degraded, low C/No signal. The resulting correlation function with a 

unique correlation peak is shown in Figure 5.13. The correlation peak confirms the 

presence of a particular satellite signal along with the corresponding code offset of the 

received signal with the local code generator output.   
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Figure 5.13 FFT-based GPS L1 C/A correlation function – C/No threshold: 27 dB-Hz 

The normalized acquisition ambiguity function for the acquired signal is shown in Figure 

5.14. The presence of a signal is confirmed by comparing the peak value of the ambiguity 

function with its next highest peak value.  

 

Figure 5.14 GPS L1 C/A acquisition ambiguity function with code and Doppler offset estimates 
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From Figure 5.14, one can infer the ratio of the peak value to its next highest peak value 

as being approximately 2.5. The satellite code and Doppler offsets were estimated with 

sufficient confidence using the radix-2 FFT parallel code phase acquisition implemented 

on the Virtex-5QV FPGA.  

5.4. Tracking Engine Implementation 

5.4.1. LEON3 Synthesizable Processor 

The LEON3 is a synthesizable VHDL model of a 32-bit processor that implements the 

Instruction Set Architecture (ISA) of a SPARC V8 processor family. The entire source 

code for the processor is available royalty-free for research and education usage under the 

terms of the GNU GPL license [LEON3 Lib]. The LEON3 is an advanced 7-stage 

pipeline processor. It also features a high-performance, fully pipelined IEEE-754 

compliant Floating Point Unit (FPU) which supports both single and double precision 

floating point arithmetic. The LEON3 processor is fully customizable through the use of 

VHDL generics without any dependence on additional global configuration packages. 

This makes it possible to instantiate several processor cores in the same design with 

individual configurations for each processor core. The multiple processors can be 

interfaced using an appropriate operating system which supports Symmetric 

Multiprocessor (SMP) execution. The LEON3 can be clocked to run at speeds up to 125 

MHz when implemented as an ASIC. Implementation on the Virtex-5QV FPGA could 

meet timing closure at processor clock speeds up to 70 MHz.  

The LEON3 is particularly well suited for System on Chip (SoC) designs. A GNSS 

receiver can be implemented as a SoC design with FFT-based acquisition modules 

implemented using FPGA DSP resources and the receiver tracking loops and navigation 

engine implemented on the LEON3 processor. The realizable processor clock speed is 

more than sufficient for a GNSS receiver implementation, since navigation solution and 

tracking loop bandwidth updates occur at Hz to a few tens of Hz update rates. Figure 5.15 

shows the bus and peripheral interfaces supported by each processor core. A wide variety 

of peripheral interfaces are natively supported within the synthesizable model [Cobham]. 
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Internally, the processor uses the AMBA-2.0 Advanced High Performance Bus (AHB) 

standard. The AMBA bus interface is also prevalent in ARM processors, which can be 

found in most cellular and consumer devices.  

 

Figure 5.15 LEON3 synthesizable processor bus and peripheral interface [Cobham] 

Of particular interest is assessing the viability of implementing a LEON3 processor on a 

radiation-hardened Virtex-5QV. Figure 5.16 shows the implementation of two LEON3 

cores along with a 2,048-point radix-2 FFT within the same FPGA. Each LEON3 

processor consumes about 15% of the FPGA resources. Having two instances of the 

processor facilitates independent execution of receiver functionality. One processor 

instance can be used to implement the tracking control loop and navigation solution 

computation engine. The second processor instance can be used to implement any 

additionally required signal processing algorithms. In this work, the second processor 

core was used to implement the MVDR adaptive beamformer algorithm. The beamformer 

can be used to minimize spacecraft multipath error or to electronically steer beams in the 

direction of individual satellites to enhance the received signal power.  
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Figure 5.16 LEON3 processor cores on a Virtex-5QV FPGA 

5.4.2. GNSS Receiver Tracking Loops 

The principle function of the tracking module in a GNSS receiver is to keep track of and 

refine the code phase and carrier frequency/IF residual frequency obtained through 

acquisition. It must also demodulate the navigation data of the satellites being tracked. 

Each tracking loop available in a receiver is referred to as a receiver channel and is 

capable of tracking a single signal from a particular satellite at any given time. Signal 

processing within a tracking loop can be divided into signal demodulation (also referred 

to as code and carrier wipe-off) followed by baseband signal processing to dynamically 

update the code and carrier tracking loops [Ward, 2006][Misra, 2006].   

The purpose of a code tracking loop is to keep track of the code phase of a specific PRN 

code in the received signal. The output of such a code tracking loop is a perfectly aligned 

replica of the incoming code. The code tracking loop often used in GPS receivers is a 
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variant of a Delay Lock Loop (DLL) known as the Early-Late (E-L, read Early minus 

Late) tracking loop design. The DLL discriminator provides the necessary feedback 

required to ensure the replica signal is always aligned with the incoming signal. In this 

work, a normalized coherent dot product discriminator along with a 1-chip E-L correlator 

spacing was implemented. The normalized coherent dot product discriminator requires 

low computational resources but does require the carrier loop to remain in phase lock 

with the incoming signal. The normalized coherent dot product discriminator is expressed 

as [Ward, 2006] 

 1

4

(𝐼𝐸 − 𝐼𝐿)

𝐼𝑃
 (5.14) 

where: 𝐼𝐸, 𝐼𝑃, and 𝐼𝐿 are the early, prompt and late versions of the in-phase sampled data.  

Successful demodulation of the navigation data requires an exact replica of the carrier 

signal to be locally generated in a receiver. The incoming carrier signal is tracked using 

either Phase Lock Loops (PLL) or Frequency Lock Loops (FLL) or a combination of the 

two. While the use of PLLs is referred to as coherent tracking, FLL based tracking is also 

referred to as non-coherent tracking. PLL or FLL discriminators blocks are used to find 

the phase or frequency error between the incoming signal and the locally generated 

replica carrier signal. The output phase or frequency error is then filtered and used as a 

feedback to a Numerically Controlled Oscillator (NCO) in the receiver to adjust the 

frequency of the locally generated replica carrier signal.  

A pure PLL is sensitive to bit transitions in the navigation data. Therefore, a Costas PLL 

is preferred for GNSS receiver tracking loops. Costas PLL are inherently insensitive to 

the presence of data modulation in the incoming signal. The two-quadrant arctangent 

Costas loop discriminator was implemented in this work. This discriminator is optimal 

for both high and low Signal to Noise Ratio (SNR) signals and estimates the actual phase 

error between the incoming and locally generated replica signals [Van Dierendonck, 

1996]. The two-quadrant arctangent Costas loop discriminator is expressed as 

 
tan−1 (

𝑄𝑃

𝐼𝑃
) (5.15) 
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where 𝐼𝑃, and 𝑄𝑃 are the in-phase and quadrature phase of the sampled data.  

The tracking loop integration time used in a receiver is dependent on its tracking 

operation mode post acquisition. The receiver tracking loops implemented in the LEON3 

processor have three distinct tracking modes determined on the basis of how long the 

receiver has been tracking the signal post acquisition. The three modes and the 

corresponding integration times used were 

1. Pull-In Mode: 1ms Integration Time 

2. Transition Mode: 5ms Integration Time 

3. Fine Tracking Mode: 20 ms Integration Time 

The tracking results for the first 2,000 ms of tracking post acquisition of a single satellite 

are shown in Figure 5.17. The PLL discriminator output clearly indicates tracking 

convergence of the carrier phase offset as the tracking loop progressed from the Pull-in 

mode to the Fine-Tracking mode. No loss of lock was detected in the PLL operation, as 

can be verified from the lack of any discontinuities in the Doppler frequency plot. Since 

the carrier tracking loop was always in lock with the incoming signal, the normalized 

coherent dot product based DLL discriminator was able to continuously determine the 

code phase offset between the incoming signal code phase and the locally generated 

replica of the incoming signal. The specific satellite signal that was tracked had a healthy 

C/N0 of approximately 45 dB-Hz during the entire 2,000 ms processing duration. The 

results presented in Figure 5.17 use the same live-sky GPS L1 C/A data used in Section 

5.2 for validating the receiver acquisition engine implementation. In the case of 

acquisition, the received signal was intentionally degraded using software simulated 

Gaussian noise.  
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Figure 5.17 Tracking loop implementation and execution on the LEON3 processor on a Virtex-5QV 

5.4.3. MVDR Implementation on LEON3 

The MVDR algorithm was previously described in Chapter 4, wherein it was used to 

electronically steer nulls in the direction of multipath reflections. To verify the 

implementation of the MVDR algorithm on the LEON3 processor, a set of test vectors 

were generated in Matlab using the Phased Array toolbox. The test vectors modeled 16, 9 

and 4-element antenna arrays with patch antennas receiving signals at the GNSS L1 

frequency. Two signal transmitters were simulated to be located at specific (az,el) 

orientation with respect to the antenna array. Transmitter 1 was placed at an orientation 

of (0°, 30°), while transmitter 2 was placed at an orientation of (45°, 45°), respectively.  

Figure 5.18 shows the MVDR algorithm converging to identify the directions of the two 

signal transmitters. The number of antenna array elements impacts the overall resolution 

of the algorithm in accurately identifying the transmit sources. A 16-element array 

provides high spatial resolution. However, the processing capabilities required to handle 

a 16 element array cannot be implemented in real-time on a single core of the LEON3 

processor.  
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Figure 5.19 shows the corresponding algorithm convergence for a 9-element antenna 

array. The two signal transmitters are correctly identified, but the 9-element array is 

slightly less sharp compared to the output of the 16-element antenna array. A 9-element 

array also cannot be processed in real-time on the LEON3 processor.  

Figure 5.20 shows the output of the MVDR algorithm executed for a 4-element antenna 

array. The spatial resolution is significantly poorer in comparison to the outputs of the 16 

and 9-element antenna arrays. For the 4-element antenna array setup, while the two signal 

transmitters can still be uniquely identified, the poor spatial resolution of the sparse array 

would be an issue if the two transmitters were located close to each other. The MVDR 

algorithm for a 4-element antenna array can be executed in real-time on a LEON3 

processor, making it a viable path forward for potential future space mission applications.  

 

Figure 5.18 16-element MVDR direction finder implemented on a LEON3 processor 
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Figure 5.19 9-element MVDR direction finder implemented on a LEON3 processor 

 

Figure 5.20 4-element MVDR direction finder implemented on a LEON3 processor 



161 

 

5.5. Summary 

This chapter began with an overview of a generic GNSS receiver. It then provided a 

detailed description of the radiation effects that can impact silicon-based semiconductor 

devices when operated in space.  

The key contribution presented in this chapter was conducting the first proof-of-concept 

verification of the viability of implementing a reconfigurable GNSS receiver on a 

radiation-hardened by design Commercial off-the-shelf (COTS) FPGA. This approach 

can be used to enable GNSS capabilities for future space missions. The FPGA based 

GNSS receiver can acquire and track the upcoming common GPS/Galileo L1C signal. 

The receiver would be implemented using a SoC design paradigm. The FPGA logic 

resources can be used to implement FFT-based GNSS acquisition. The LEON3 

synthesizable processors can be utilized to execute high complexity, low frequency 

receiver processing tasks. This combined usage of FPGA and LEON3 capabilities, makes 

it an ideal choice for space missions spanning different orbital regimes and mission 

lifetimes. While only a single core LEON3 processor was evaluated in this work, a 

multicore LEON4 processor can be considered for applications which may need more 

computational capabilities than what the LEON3 synthesizable processor can provide.  

It must be emphasized that not all space missions are designed with radiation effects in 

mind. NewSpace Global, a research and analytics firm, has identified and tracked a 

global emergence of private companies and entrepreneurs perusing innovative products 

or services for space [NewSpace]. Such efforts are backed by private venture capital and 

angel investors seeking a profit in return for providing capital.  The expectation of 

returning a profit has required challenging traditional space technology manufacturing 

and risk profiles. They are intent on driving disruptive change on a massive scale. New 

Space missions are designed for significantly shorter in-orbit lifetimes ranging from two 

to five years at most. Cost saving is achieved by using COTS components. These parts 

are qualified to a certain extent based on the mission objectives and acceptable risk 

profiles. This is in sharp contrast to traditional spacecraft components that must survive at 
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least 15 year in-orbit lifetimes. Some missions have also adopted automotive industry 

components which are more stringently qualified in comparison to consumer electronic 

COTS components [Peters, 2015]. 
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Chapter 6  

Conclusion 

6.1. Summary and Contributions 

GNSS signal reception and receiver implementation challenges have limited its adoption 

for space missions. GNSS transmit antennas are primarily designed for Earth coverage. 

Residual signal energy not blocked by Earth, can be received at Geostationary (GEO) and 

higher orbital altitudes. This residual signal energy is contained in the side lobes of the 

transmit antenna radiation pattern. There are no antenna measurements or models 

reported in the literature that adequately characterize GPS and Galileo transmit antenna 

side lobe performance. Semiconductor devices operating in space are susceptible to 

radiation effects. GNSS receivers used for space missions must be implemented using 

radiation hardened electronics. An unmodified commercial GNSS receiver could 

experience catastrophic failure during a space mission. A GNSS receiver onboard a Low 

Earth Orbit (LEO) satellite is also vulnerable to multipath errors due to signals that can 

reflect off the spacecraft structure and its solar panels. This thesis is an attempt to find 

solutions to these issues. Algorithms, models and receiver implementation approaches 

have been developed through analysis, simulation and experimentation. It is hoped that 

the work presented in this thesis will motivate new space missions that utilize GNSS 

signals. This thesis was an attempt to find solutions to these issues. Algorithms, models 

and receiver implementation approaches have been developed through analysis, 

simulation and experimentation. It is hoped that the work presented in this thesis will 

motivate new space missions that utilize GNSS signals.     
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GPS and Galileo Transmit Antenna Modeling 

Chapter 3 comprehensively addressed the question, “Can a combined GPS + Galileo 

constellation enable autonomous spacecraft navigation at GEO and higher orbital 

altitudes?”  The full 3-D transmit antenna gain patterns for both GPS and Galileo were 

reverse engineered using an iterative CEM analysis approach. The derived gain pattern 

was used to evaluate GNSS availability at GEO. A combined GPS plus Galileo 

constellation when considering both the transmit antenna main and side lobes, can be 

used for persistent autonomous navigation at GEO and higher orbital altitudes. The 

resulting RMS 3-D position error is expected to be between 9 -15 m. This is at least two 

orders of magnitude improvement in comparison to current GEO satellite station keeping 

uncertainty bounds. The reverse engineered 3-D antenna gain patterns can be used for 

GNSS availability analysis for future GEO and higher orbital missions. The improved 

accuracy will allow more GEOs to be placed in orbit and/or will allow them to be located 

at the most optimal locations for satisfying their mission objectives.   

Multipath Mitigation Abode the International Space Station (ISS) 

Multipath is a major source of GNSS positioning errors onboard LEO missions. This is 

significantly more challenging onboard the ISS. Chapter 4 addressed the question, “Can I 

utilize antenna diversity to minimize GNSS multipath error onboard the ISS?”  Using a 4-

element antenna array with adaptive beamforming and deterministic nulling, excellent 

multipath mitigation was demonstrated. Performance was compared against a survey 

grade multipath limiting antenna and commercial GNSS receiver with proprietary 

multipath mitigation techniques. The 4-element antenna array performed superior to the 

commercial single antenna receiver for short delay reflected signal interference typical 

onboard a satellite. Proof-of-concept validation was performed using live sky data and a 

representative mockup of the solar panel reflective surface onboard the ISS. Upto 6 dB 

reduction in multipath error was experimentally demonstrated. This approach holds 

promise to enable future GNSS based guidance for ATV autonomous rendezvous and 

docking with the ISS.  
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Rad-Hard Reconfigurable GNSS Receiver 

Chapter 5 described the viability of implementing a reconfigurable GNSS receiver on a 

rad-hard by design COTS FPGA. This approach can be used to enable GNSS capabilities 

for future space missions. The FPGA based GNSS receiver can acquire and track the 

upcoming common GPS/Galileo L1C signal. The receiver would be implemented using a 

SoC design paradigm. The FPGA logic resources can be used to implement FFT-based 

GNSS acquisition. The LEON3 synthesizable processors can be utilized to execute high 

complexity, low frequency receiver processing tasks. This combined usage of FPGA and 

LEON3 capabilities, makes it an ideal choice for space missions spanning different 

orbital regimes and mission lifetimes. 

6.2. Directions for Future Work 

6.2.1. GNSS availability and accuracy for Highly Elliptical Earth Orbit (HEO) 

missions 

Chapter 3 analyzed GNSS availability and accuracy at GEO. A similar analysis can be 

conducted to access GNSS availability and accuracy for HEO missions. The NASA 

Magnetospheric Multiscale Mission (MMS) with an apogee altitude between 12-25x 

radius of Earth is one such HEO mission. Positioning accuracy using a combined GPS 

plus Galileo constellation and a high sensitivity space qualified GNSS receiver can be 

assessed.  

6.2.2. Adaptive multipath demonstration onboard the ISS 

A GPS receiver with a 4-element receive antenna array can be flown onboard the ISS. It 

can be used to assess the viability of multipath mitigation using adaptive beamforming. 

The experimental setup described in Chapter 4 was a representative setup of signal 

reflections off the ISS solar panels. It was by no means a comprehensive experimental 

verification of using antenna diversity to minimize multipath onboard the ISS. The 

NASA SCaN testbed currently operational onboard the ISS uses a single survey grade 
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receive antenna. It can be used to compare the performance of a single antenna and 

antenna array based multipath mitigation approaches. NASA is currently actively 

soliciting proposals for GNSS experimental demonstrations onboard the ISS.  

6.2.3. Real-time reconfigurable rad-hard GNSS receiver implementation 

The receiver building blocks described in Chapter 5 can be extended to implement a real-

time GPS + Galileo space qualified GNSS receiver. The same building blocks can be 

leveraged along with a few additional wrapper functions to implement such a real-time 

receiver. Such a receiver can be launched and validated using real GNSS signals onboard 

the ISS.  
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Appendix A 

Glossary 

 

ACES Atomic Clock Ensemble in Space 

ADC Analog to Digital Converter 

AF Array Factor 

AGGA Advanced GPS/Galileo ASIC 

AHB Advanced High Performance Bus 

AR Axial Ratio 

ASIC Application Specific Integrated Circuit 

ATV Automated Transfer Vehicle 

BOC Binary Offset Carrier 

C/No Carrier to Noise Ratio 

CAGR Compounded Annual Growth Rate 

CBOC Composite BOC 

CDMA Code Division Multiple Access 

CEM Computational Electromagnetics 

CHAMP Challenging Minisatellite Payload  

CMOS Complementary Metal Oxide Semiconductor 

CMT Clock Management Tile 

CORDIC Coordinated Rotation Digital Computer  

COTS Commercial off-the-shelf 

CP Circularly Polarized 

CPC Co-Polarization 

CSC Combination of Squared Correlators  

DCM Digital Clock Manager 

DFT Discrete Fourier Transform 
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DLL Delay Lock Loop 

DMA Direct Memory Access 

DOP Dilution of Precision 

DSP Digital Signal Processing 

EKF Extended Kalman Filter 

EM Electromagnetic 

EOE Edge of Earth 

ESA European Space Agency 

ESP Energetic Storm Particles  

FDMA Frequency Division Multiple Access 

FDTD Finite Difference Time Domain 

FEM Finite Element Method 

FFT Fast Fourier Transform 

FIR Finite Impulse Response 

FLL Frequency Lock Loop 

FOC Final Operational Capability 

FPBW Full Power Beamwidth 

FPGA Field Programmable Gate Array 

FPU Floating Point Unit 

GEO  Geostationary Earth Orbit 

GLONASS Globalnaya Navigatsionnaya Sputnikovaya Sistema  

GNSS Global Navigation Satellite System 

GPS Global Positioning System 

GPU Graphical Processing Unit 

GRACE Gravity Recovery and Climate Experiment 

GSFC Goddard Space Flight Center 

HDL Hardware Description Language 

HEO Highly Elliptical Orbit 

HPBW Half Power Beamwidth 

I/O Input/Output 

IC Integrated Circuit 

ICD Interface Control Document 
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IF Intermediate Frequency 

IFFT Inverse Fast Fourier Transform 

IOV In-Orbit Validation 

IP Intellectual Property  

ISA  Instruction Set Architecture 

ISGO Inclined Geosynchronous Orbit 

ISL Inter-Satellite Link 

ISS International Space Station 

JPALS Joint Precision Approach and Landing System  

JPL  Jet Propulsion Laboratory 

LAAS Local Area Augmentation System 

LDGPS Local Area Differential GPS 

LEO  Low Earth Orbit 

LET Linear Energy Transfer 

LHCP Left Hand Circularly Polarized 

LMS Least Mean Squares 

LOC Limit of Coverage 

LOS Line of Sight 

MEDLL Multipath Estimating Delay Lock Loop 

MEO Medium Earth Orbit 

ML Maximum Likelihood 

MLFMA Multilevel Fast Monopole Algorithm 

MMS Magnetospheric Multiscale Mission 

MMX Multi Media Extension 

MoM Method of Moments 

MOS Metal Oxide Semiconductor 

MSA Microstrip Antenna 

MSL Mean Sea Level 

MVDR Minimum Variance Distortionless Response 

NASA National Aeronautical and Space Agency   

NCO Numerically Controlled Oscillator 

NOX Navigation and Occultation eXperiment  
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OS Open Service 

PDOP Position Dilution of Precision 

PLL Phase Locked Loop 

PNT Position, Navigation and Timing 

POD Precise Orbit Determination 

PRS Public Regulated Service 

RF Radio Frequency 

RHBD Radiation Hardening by Design  

RHCP Right Hand Circularly Polarized 

RINEX Receiver Independent Exchange 

RIP Received Isotropic Power 

RISC Reduced Instruction Set Architecture 

RO Radio Occultation 

RWG Rao-Wilton-Glisson 

SAC-C Satelite de Aplicaciones Cientificas – C  

SBIRS Space-Based Infrared System 

SCaN Space Communication and Navigation 

SDR Software Defined Receiver 

SEB Single Event Burnout 

SEE Single Event Effect 

SEFI Single Event Functional Interrupt 

SEL Single Event Latchup 

SET Single Event Transient 

SEU Single Event Upset 

SIMD Single Input Multiple Data  

SIS Signal In Space 

SMP Symmetric Multiprocessor 

SNR Signal to Noise Ratio 

SoC System on Chip 

SPARC Scalable Processor Architecture  

SRAM Static Random-Access Memory  

SSV Space Service Volume 
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STAP Space Time Adaptive Processing 

SWaP Size, Weight and Power 

TACAN Tactical Air Control and Navigation  

TDRSS Tracking and Data Relay Satellite System  

TET-1 Technologie-Erprobungs-Trager 1  

TID Total Ionization Dosage 

TMBOC Time Multiplexed BOC 

TOPEX NASA Ocean Topography Experiment 

TWT Traveling Wave Tube 

UTC Coordinated Universal Time  

UTD Uniform Theory of Diffraction 

WAAS Wide Area Augmentation System 

XOR Exclusive OR 

XPC Cross Polarization 
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