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Abstract

The increasing demand for navigation aids and sophisticated control systems in modern cars

has led to a growing number of GPS applications in the automobile industry. In addition to

position and velocity, precise attitude measurements are needed for many emerging control ap-

plications in cars, such as lane-keeping and collision avoidance systems. GPS can also be used

to measure the attitude of a vehicle, and this approach offers a significant advantage over other

methods in the tradeoff of accuracy vs. cost. However, few commercial GPS products exist with

the capability of measuring attitude, and those that are available perform poorly in most urban

environments and are prohibitively expensive for use in consumer vehicles.

This thesis presents the system design and performance analysis of an inexpensive and ro-

bust attitude system based on GPS and inertial sensors, suitable for use in automobiles. This

system utilizes a variety of techniques and unique algorithms to improve GPS attitude robustness

and availability under the high phase-noise and limited visibility conditions encountered during

normal urban driving. Such methods include tight coupling with the inertial subsystem, and the

ability to measure attitude with as few as one satellite. A prototype of the system was realized

with inexpensive GPS and automotive grade inertial components, and demonstrated compara-

ble accuracy and superior robustness to commercial systems that depend on multiple-satellite

attitude solutions in urban driving environments.

A section of this thesis is also dedicated to GPS carrier-tracking loop design with Doppler

aiding, in which the phase-lock loops for each channel are aided with information from an iner-

tial navigation system. The resulting system benefits from higher bandwidth dynamic tracking

of GPS signals, improved resistance to phase-noise, and enhanced robustness against cycle slips.

These features vastly improve the quality and reliability of GPS carrier-phase measurements for

attitude determination and other applications. Detailed analysis and simulation results are pre-

sented to illustrate the benefits of Doppler aiding at the signal tracking level and in the higher-

level application of attitude determination. An experiment was also performed to collect real

inertial navigation data from a moving car, and synchronized GPS signal samples from a com-

mercial software receiver. Doppler aiding was implemented with this data, and the results from

this experiment validate those from simulation. This experiment also demonstrated the viability

of implementing Doppler aiding with automotive-grade inertial components.
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Chapter 1

Introduction

Attitude sensors are an essential component of vehicle control systems and inertial navigation

systems. Some traditional methods for measuring the attitude of a vehicle include magnetome-

ters and compasses, tilt sensors, and high-grade gyroscopes. In the last decade, the use of the

Global Positioning System (GPS) for attitude determination has become well known, as it offers

advantages over other methods in the tradeoff of accuracy vs. cost. However, few GPS com-

mercial products exist that provide attitude measurements, and none are available that meet the

low cost and robustness requirements for the growing number of applications in the automobile

industry. This thesis covers the design and performance analysis of a low cost and robust atti-

tude system based on GPS and inertial sensors, specifically designed for the typical operating

conditions of a car.

This introductory chapter reviews some of important background information pertaining to

this thesis, including brief overviews of GPS and carrier-phase applications, techniques for inte-

gration of GPS with inertial sensors, and the use of GPS in automobiles. A discussion covering

some relevant prior research is included, and a summary of thesis contributions delineates the

main points of the original research presented in this document. The chapter concludes with a

preview of the more detailed discussions that follow in the remaining chapters.

1.1 Overview of GPS and Carrier Phase Applications

GPS has become one of the most popular methods of navigation for users worldwide. The

high accuracy of GPS and low cost of modern receivers have precipitated widespread use in a

variety of terrestrial, marine, airborne, and space navigation applications. Primarily designed for

military purposes by the U.S. Department of Defense, GPS has also been adopted eagerly by the

civilian community through the use of its civil signal.

GPS consists of a network of over 24 satellites (including spares) designed to provide precise

measurements of position, velocity and time. The GPS satellites, often referred to as SVs (for

Space Vehicles), transmit on two frequencies in the L-band, designated as Link 1 (L1) at 1575.42
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MHz, and Link 2 (L2) at 1227.60 MHz. The L1 band contains a civil signal and an encrypted

military signal; the L2 band contains another encrypted signal for military use. For the purposes

of this thesis, only the civil signal on L1 is of interest. The civil signal from a given satellite is

composed of three parts:

Carrier: A sinusoidal carrier signal at the L1 frequency.

Code: The coarse/acquisition (C/A) code, unique to each SV. This code repeats every 1ms

and consists of 1023 bits (called chips); the C/A code is used to differentiate signals coming from

different SVs, and for ranging.

Navigation Data: Transmitted at 50 bits per second (bps), this data contains information

about the satellite orbit and clock, and the time of transmission.

The product of the code and navigation bits is modulated onto the carrier by binary phase shift

keying (BPSK), where a 180◦ shift in carrier phase represents a change in bit sign. Figure 1.1

illustrates the GPS civil signal components.

Figure 1.1: Time Domain Representation of GPS Signal Components

A GPS L1 receiver picks up the superposition of signals coming from all satellites in view.

The resultant signal at the receiver antenna has a spectrum bandwidth of about 2.1MHz, cen-

tered at the L1 frequency. Through a process called frequency down-conversion, the RF (Radio

Frequency) front end on the receiver translates the signal spectrum to a lower center frequency

where it can be sampled. Typical receivers sample the down-converted signal with a 2-8 bit

analog-to-digital converter (ADC), and with sampling frequencies of 4-20 MHz. Sometimes the

sampling process uses deliberate aliasing to further translate the spectrum to its final intermediate

frequency (IF), which will be the center frequency of the discrete signal spectrum.

Once the GPS signal is in discrete form, the GPS receiver performs acquisition and tracking

of individual satellites through a bank of multiple channels (usually 6-12). Each channel is dedi-

cated to one satellite, and contains tracking loops for the code and the carrier signal components.

The carrier-tracking loop is typically a phase lock loop (PLL) that tracks the carrier frequency
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and phase changes due to Doppler shift and local oscillator dynamics, and allows decoding of

the navigation data. A delay-lock loop (DLL) is used to track the code needed to extract a given

satellite signal from the composite GPS signal, and provides an accurate code phase for ranging.

A raw range estimate from the receiver to a satellite is partially constructed from this code-phase,

and is called a pseudorange (PR). The pseudoranges will contain an error due to the local clock

bias, common to all the channels, which is resolved along with user position.

Typical GPS positioning is done by quadrilateration with four or more pseudorange mea-

surements, and with no external corrections, is known as stand-alone GPS. Stand-alone GPS has

a typical horizontal positioning accuracy of about 10m, and a vertical accuracy of about 15m.

While adequate for many navigation purposes, this accuracy is not sufficient for applications

such as aircraft precision approaches, which may require meter-level positioning accuracy or

better, depending on visibility. This need gave rise to the differential GPS (DGPS) augmenta-

tion systems, such as Maritime GPS used by the U.S. Coast Guard, the Wide Area Augmentation

System (WAAS) available to everyone over most of the conterminous U.S., and Local Area Aug-

mentation System (LAAS) planned for aircraft navigation near airports. These systems broadcast

pseudorange corrections to users sufficiently near a reference station, and correct errors due to

the ionosphere and troposphere delay, satellite clock, and satellite ephemeris inaccuracies. With

these corrections, the users of DGPS achieve positioning accuracies on the order of 0.5-3 meters,

depending on their distance from a reference station.

Even better accuracy can be achieved by making use of the precise tracking of carrier phase

in a GPS receiver, which allows for centimeter level positioning relative to a reference station

within a few miles. This technique is known as carrier-phase positioning, and has been studied

extensively for its unparalleled accuracy. Carrier-phase positioning is achieved by using the car-

rier phase instead of the code phase to formulate a range measurement. In this case, the range

measurements refer to the inner product of the line of sight (LOS) unit vector to a satellite and

a vector (called a baseline) between a reference antenna and a mobile antenna. Such a measure-

ment can be obtained by taking the difference between integrated carrier phase measurements

taken from the two antennas, and correcting for the whole number of cycles (integer ambigu-

ities) that make up the range measurement. One of the biggest difficulties with carrier phase

positioning involves determination of these integer ambiguities. This process can be numerically

expensive and time-consuming, and susceptible to error. In terms of system robustness, integer

ambiguity resolution is often the weakest link when repeated cycle slips occur and large phase

noise is present. For this reason, much of the research on carrier phase positioning has focused

on faster and more reliable methods of determining integer ambiguities [20, 48, 13].

A close relative of carrier-phase positioning is differential carrier-phase attitude determina-

tion. With multiple fixed GPS antennas on a vehicle, differential carrier-phase can also be used to
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measure attitude. In contrast to carrier phase positioning, the magnitude of the baseline is fixed,

and only its orientation defines the quantities of interest. Since the antennas are fixed relative to

each other, another important simplification is the ability to use a common clock among multiple

receivers. This advantage allows for the use of single differencing of carrier phase measurements,

instead of the double differencing technique needed to remove the clock error in carrier phase

positioning. Integer ambiguity searches are also part of the attitude determination process, but

the use of shorter and fixed-length baselines simplifies the integer search process and improves

its reliability.

1.2 GPS/INS Integration Techniques

The integration of GPS and inertial navigation systems (INS) systems is a well-studied field.

The motivation for this type of sensor fusion is usually to overcome some of the shortcomings of

GPS in terms of bandwidth, noise performance, and robustness.

GPS and INS have complementary qualities that make them ideal candidates for sensor fu-

sion. The limitations of GPS include occasional high noise content, outages when satellite signals

are blocked, vulnerability to interference, and low bandwidth. The strengths of GPS include its

long-term stability and its capacity to function as a stand-alone navigation system. In contrast,

inertial navigation systems are not subject to interference or outages, have high bandwidth and

good short-term noise characteristics, but have long-term drift errors and require external infor-

mation for initialization. A combined system of GPS and INS subsystems can exhibit the robust-

ness, higher bandwidth and better noise characteristics of the inertial system with the long-term

stability of GPS.

The level and complexity of GPS and INS coupling is dictated by several factors, includ-

ing desired navigation accuracy, quality of the inertial measurement unit (IMU), and required

robustness of the GPS receiver outputs. The levels of integration are usually classified as loose

integration, tight integration, and ultra-tight or deep integration.

Loose integration is the simplest method of coupling, and is depicted in Figure 1.2. In this

scheme, GPS and the inertial sensors generate navigation solutions independently (position, ve-

locity and attitude (PVA)). The two independent navigation solutions are subsequently combined

to form a blended (or filtered) GPS-inertial navigation solution. One of the benefits of loose inte-

gration is that the blended navigation solution typically has a higher bandwidth and better noise

characteristics than the GPS solution alone.

Loose integration is best implemented with higher quality inertial sensors (navigation or tac-

tical grade) if the GPS outages are long in duration. Lower quality inertial sensors can also
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provide some immunity against momentary GPS outages, especially if their various biases were

calibrated using GPS prior to the outage. In this case, the GPS-inertial loose integration is said

to include feedback, whereby the difference between the GPS and inertial solutions is fed back

to the inertial sensors to carry out the calibration. In general, lower quality inertial sensors (con-

sumer or automotive grade) are suited for applications where GPS outages are infrequent and

short in duration.

Figure 1.2: GPS/INS System With Loose Integration

A more complex level of coupling is tight integration, where GPS pseudoranges, Doppler,

or carrier phase (CP) measurements are blended with the navigation solution generated by the

inertial sensors. Figure 1.3 shows the general structure of a system with tight integration.

In addition to the benefits of loose coupling, a tightly integrated system can have a more

accurate navigation solution. This benefit is obtained because the effect of some deterministic

errors in channel-specific GPS observables (i.e. PR, Doppler, and phase measurements), such

as signal-to-noise ratio, can be accounted for in the GPS/INS blending filter. Furthermore, the

use individual channel GPS observables for INS calibration will tend to diffuse the effect of

unpredictable GPS-measurement time-correlation on estimates of inertial sensor biases, as long

as channels tend to be uncorrelated with each other. In contrast, the correlation mechanism of

GPS PVA solutions used in loose coupling is generally unknown, and cannot be mitigated or

accounted for in a navigation Kalman filter [22].

Tight integration also provides a means for implementing a more sensitive fault detection and

isolation scheme that can be used to verify the quality of the GPS observables at the channel level

[7, 16]. Applications which use carrier-phase output (attitude determination and CP positioning)
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especially benefit from tight integration because integer ambiguities can be recovered and veri-

fied quickly from the navigation outputs, despite cycle slips and increased carrier-phase noise [2].

In attitude determination systems, this feature can be implemented with automotive- grade iner-

tial sensors, whereas CP positioning applications would probably need the higher performance

of tactical or navigation-grade sensors.

Figure 1.3: GPS/INS System With Tight Integration

The most complex and potentially the most beneficial level of GPS-inertial integration occurs

at the GPS tracking-loop level, as shown in Figure 1.4. This level of coupling is called ultra-tight

integration. This configuration is more complex than the other architectures discussed because it

changes the structure of the traditional GPS tracking loops. In terms of performance, ultra-tight

integration also offers the most benefits in terms of accuracy and robustness improvements to the

GPS receiver and overall system.

Ultra-tight integration can improve acquisition time [49] as well as the tracking performance

of the phase-lock loop in terms of bandwidth and noise rejection, thus producing more accurate

Doppler and phase measurements. The use of inertial sensors in ultra-tight integration allows

reduction of the carrier-phase tracking-loop bandwidth by eliminating the need to track the ve-

hicle platform dynamics. This integration scheme results in cleaner carrier-phase measurements

and faster tracking of the carrier phase. Furthermore, estimation of the drift-rate of the GPS

receiver clock permits uninterrupted tracking of a channel despite a brief line-of-sight blockage.

This capability can prevent carrier-phase cycle slips, and therefore has potential applications in

high performance navigation systems where robustness to cycle slips is of paramount importance

[45, 54].
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Figure 1.4: GPS/INS System With Ultra-Tight Integration

It should be noted that the term “tight integration” has been used in a broader context to en-

compass both the tight and ultra-tight architectures introduced here, as done in [56] and [61]. To

clarify the terminology used in this thesis, ultra-tight coupling/integration refers to any coupled

GPS/INS system where the GPS tracking loops are aided with data derived from inertial sen-

sors. This nomenclature applies whether the tracking loops are implemented as part of a larger

navigation filter, or with a federated architecture where the tracking loops are separate from the

navigation filter.

1.3 GPS Applications in Automobiles

The advent of GPS receivers on cars was spurred by demand for accurate and inexpensive

navigation aids that could be used to track vehicles and provide real-time driving directions. Ve-

hicle tracking with GPS units is now vital to the operation of many businesses, as knowledge

of the positions of a large deployment of vehicles is used for fleet management, and can greatly

improve efficiency. In the consumer market, GPS navigation systems have become popular prod-

ucts (Garmin StreetPilot, Magellan 750M, etc). Custom navigation systems are also available in

some rental cars (Hertz Neverlost Navigation System) and new car models, where seamless in-

stallation of the GPS system (including user interface and antenna) has been achieved.

Modern cars are also equipped with a variety of control systems that improve passenger safety

and comfort. Braking control, stability control, and lateral control systems are an integral part of

high-performance vehicles. Anti- lock braking and cruise control are examples of some common
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existing control systems. More advanced systems for lane-keeping control and collision avoid-

ance are being studied, and may appear in future consumer models [23]. Many of these systems

utilize vehicle position and/or velocity measurements; stability control and lateral control in par-

ticular, also require measurements of the vehicles attitude, especially yaw and roll [58]. GPS is a

suitable sensor for such control applications [1, 50], as it can provide all of those measurements

with a pair of antennas. However, from a bandwidth standpoint, current GPS receivers do not

have sufficiently fast update rates for vehicle control, and some form of integration with inertial

sensors is often imperative to achieve a higher system bandwidth [23]. Coupling with an inertial

system is also necessary for reliability and robustness of any safety-critical system on a car, as

multipath and lack of visibility of satellites can hinder the performance of GPS in urban areas.

Attitude can be provided in the short term by integrating gyro outputs, but automotive-grade

inertial sensors require initialization and frequent calibration updates from a GPS attitude system,

or equivalent reference. Despite the significant accuracy and cost advantages of GPS over other

methods of measuring attitude, few commercial GPS products have emerged with this capability.

Some of the GPS attitude devices that are currently available are the Novatel Beeline (two-

antenna system) [27], the Trimble TANS vector (four-antenna system), and the Furuno Satellite

Compass (three-antenna system). These commercial systems are primarily designed for usage in

aircraft [33], farm vehicles [8], and marine [26, 28] applications. With costs ranging from $4k to

over $10k, these systems are prohibitively expensive for consumer automobile applications, and

clearly do not target this market.

In addition to their high cost, existing commercial GPS attitude systems perform poorly in ur-

ban environments, where the number of visible satellites changes often and may be less than four

(typical number required for acceptable accuracy). As an example of this problem, Figure 1.5

illustrates the number of channels that were usable for GPS attitude during a drive through a

suburban neighborhood. With the likelihood that at least one of the few measurements available

will contain significant phase- noise, traditional multiple-satellite GPS attitude solutions would

have difficulty maintaining continuity and integrity during such a drive. Although an integrated

INS system can provide navigation solutions during short GPS dropouts, the length of the poten-

tial outages shown in Figure 1.5 (tens of seconds) suggest that dead-reckoning with low-grade

inertial components may not be sufficient because of the sporadic availability of a calibration

reference.
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Figure 1.5: Number of SVs Usable for GPS Attitude in an Urban Environment

1.4 Prior Research

The use of GPS for attitude determination was conceived as early as the late 1970s, and saw

its first practical implementations in the early 1990s [68]. The research of Cohen [13] produced

one of the first comprehensive documents of GPS attitude methodology and capabilities, with

a focus on aircraft and spacecraft applications. Hayward [43] and Dumaine [18] pioneered the

prototyping of low-cost GPS attitude systems. Efforts to make carrier phase applications more

practical and robust, both carrier-phase positioning and attitude determination, have concentrated

on the integer-ambiguity search process, and have resulted in numerous publications that present

algorithms to reduce the search space and execute more reliable and efficient searching [13, 14,

20, 21, 48]. However, prior research on GPS attitude systems has not addressed the difficulties

introduced by large phase noise induced by multipath, frequent cycle slips, and limited satellite

visibility, which can deter system robustness in urban areas.

Aiding of inertial navigation systems with some kind of RF-based measurements of position,

velocity, or acceleration has been used for several decades. The use of GPS for this purpose

is only the latest variant of this old idea. Research and applications of GPS/INS integration

go back nearly to the inception of GPS itself, and publications on this subject are prolific. For

conciseness, only notable prior research relevant to attitude determination is mentioned here.

Code-phase or carrier-phase from a single GPS antenna can be used to aid a six degree-

of-freedom INS, which includes attitude outputs, for measuring pitch and roll angles. Used

in conjuction with distance measuring equipment (DME) or instrument landing systems (ILS),
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this technique is often used in aircraft for aiding their INS. Hayward [43] explored these ideas

using low-cost inertial sensors and code-phase based GPS-derived acceleration and showed that

automotive grade inertials could be used to achieve better than 1◦ accuracy. The yaw or heading

angle, however, still used a two-antenna system to provide observability of the aircraft yaw angle,

which may not be the same as the velocity heading obtained from a single GPS antenna. This

idea is also applicable to a car, where yaw measurements can be obtained from a GPS attitude

system or from single-antenna velocity heading when the car is not turning.

In regard to multiple-antenna aircraft attitude systems, Gebre and Hayward [33] implemented

a loosely coupled GPS/INS attitude system, and demonstrated the benefits of such coupling.

Tome [65], Fathy [24] and others have also published results with GPS/INS coupling for aircraft.

For ground vehicles, Bevly [8] used loose coupling with a Trimble TANS Vector system for

automatic control of a tractor. More recently, Ryu and Rossetter [58] used loose coupling with

a Novatel Beeline to measure sideslip in a car. Most studies of GPS/INS integration have been

done for specific applications, with specific components. A more general treatment of the topic

was done by Gautier [31], where the full design space covering IMU types and methods of

integration was investigated.

Ultra-tight GPS/INS integration is a popular subject in modern research, and is being devel-

oped by a few organizations, including Interstate Electronics Corporation [6], The Aerospace

Corporation, and Draper Laboratories [40]. The approach taken in their implementations in-

volves the use of a single large filter, or smaller multiple filters that use in-phase and quadrature

samples from the GPS receiver channels as measurements for updating the filter states. Con-

trol of the replicated carrier and code generators comes from navigation filter outputs, which

are propagated with IMU measurements to achieve high bandwidth carrier-phase tracking and

anti-jam capability. This variant of ultra-tight integration is characterized by implementing the

closed-loop signal tracking for all channels through the navigation filter itself, thus precluding

the need to maintain separate code and carrier tracking loops. The disadvantage of this architec-

ture is its complexity, as the designs of the navigation filter and the GPS receivers are coupled.

Another important detail about the implementation of these primarily military applications, is

that the IMU is of tactical or navigation grade, and too expensive to be considered for consumer

automotive applications. Thus, the feasibility of implementing such a system with automotive-

grade inertial components has not been assessed by previous research.

1.5 Thesis Contributions

This thesis focuses on a low-cost implementation of an automobile attitude determination

system with GPS and INS, and methods for making it more robust in urban areas where GPS
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outages, cycle slips, and large phase noise are commonplace. The contributions to this aim are

as follows:

• Development of algorithms for single-satellite attitude determination, and quantification

of the performance of these algorithms.

• Design and construction of an inexpensive prototype of a real-time GPS/INS attitude sys-

tem that incorporates one-satellite attitude algorithms, tight integration at the carrier phase

level, and multiple baseline redundancy.

• Development of controls-based techniques for the design of Doppler aided GPS tracking

loops, utilizing both GPS clock and IMU quality parameters, and considering inexpesive

designs for automotive applications.

• Quantification of advantages of Doppler aiding, including temporary cycle-slip immunity

through open-loop tracking (important to automotive carrier phase applications)

• Demonstration of Doppler-aiding with real GPS signal samples taken in a car, and with au-

tomobile attitude system prototype (i.e, with automotive-grade IMU and inexpensive GPS

equipment) to enable Doppler-frequency feedback from a navigation filter to individual

channel PLLs.

1.6 Thesis Organization and Solution Overview

The remaining sections of this thesis will present the details of attitude determination with

GPS for automotive applications, and robustness improvements through tight and ultra-tight

GPS/INS integration.

Chapter 2 contains a detailed discussion of methods and algorithms utilized in GPS attitude

determination with multiple satellites and with a single satellite. This chapter includes sections

on the initialization steps for a GPS attitude system, line-bias estimation and integer-ambiguity

resolution. Traditional operational methods of GPS attitude determination are also covered, with

a focus on the linear least-squares solution.

Chapters 3 and 4 focus on the component and system design of an inexpensive attitude-

system prototype for automobiles. The main points in these chapters include hardware descrip-

tions, incorporaton of multiple-satellite and one-satellite solutions into a single GPS subsystem,

and robustness enhancement methods with and without tight integration. The performance of

this system is evaluated in Chapter 5, which shows the results from various road tests.
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Chapter 6 delves into the topic of ultra-tight GPS/INS integration through Doppler-aiding

(with federated tracking loops), and the further benefits to GPS carrier-phase outputs that can

be obtained from this technique. This discussion covers details such as PLL design, impact of

local clock and IMU type, and selection of phase-lock loop bandwidth. This level of integration

was not incorporated into the real-time attitude prototype discussed in Chapters 4 and 5, but was

tested comprehensively in post processing with the use of a software GPS receiver, and utilizing

real and simulated data. The results of this testing are covered in Chapter 7.

Chapter 8 contains some concluding remarks that review the main points of this thesis, and

recommendations for future work.

A block diagram that summarizes the system architecture recommended in this thesis is pre-

sented in Figure 1.6. Note that the blocks are subdivided into two subsets, which are labeled

“Real-Time System” and “Post-Process/Simulation”. While the entire diagram represents the

eventual configuration of a real-time system, the tools available for the development of this re-

search precluded the implementation of Doppler-aiding in real time. Thereby, the characteristics

of this solution were demonstrated in two parts. The first part includes real-time performance

analysis with all features and benefits of tight integration at the carrier phase level, and is rele-

vant to Chapters 2-5. The second part that demonstrates the Doppler-aiding concepts discussed

in Chapter 6 was implemented through post processing of both real and simulated data.

Figure 1.6: Architecture of Automobile GPS/INS Attitude System with Doppler Aiding
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Chapter 2

Attitude Determination with GPS

This chapter begins with a review of differential carrier-phase and algorithms utilized in

multiple-satellite/multiple antenna, attitude determination, with an emphasis on the linear least-

squares solution. The review presents simple techniques for line bias and integer-ambiguity

resolution, and describes the concept of attitude dilution of precision and the process of phase-

delay calibration. This chapter also contains a detailed development and analysis of one-satellite

attitude determination. This technique can be employed to provide GPS attitude availability

when GPS satellite visibility is limited, and is particularly suitable for vehicles that experience

small pitch and roll. The chapter concludes with a discussion on baseline configuration design,

which describes the design tradeoff of accuracy versus robustness, and presents a quantitative

analysis on the accuracy and robustness that can be expected from varying baseline lengths.

2.1 Differential Carrier-Phase Measurements

Carrier-phase measurements are obtained from the PLL in a GPS receiver. The specific

details of how these measurements are generated will be discussed in Chapter 6. For the purposes

of this chapter, it is assumed that the PLL in all channels is tracking the phase and frequency of

the carrier signals. In other words, a component of the PLL called the numerically controlled

oscillator (NCO) is generating a precisely synchronized replica of the down-converted carrier

signal from a given satellite. The frequency of this replica is regulated by the PLL to adjust for

Doppler frequency and local clock drift. The NCO can thus provide a measurement of the phase

of the down-converted carrier signal at any given time, expressed as a fraction of a cycle. As long

as the carrier is tracked continuously between carrier-phase measurements, the integrated carrier-

phase (ICP) can also be generated. This quantity consists of the fractional phase measurement

plus the whole number of cycles that have elapsed since initialization. The ICP measurement can

be represented in terms of its components, as follows:

ϕk
A(t) = ϕk

f A(t)+mk
A(t) (2.1)
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where

ϕk
A(t) = ICP measurement for antennaA and SV#k at timet

mk
A(t) = Integrated cycles since initialization for antennaA and SV#k

ϕk
f A(t) = Fractional phase measurement for antennaA and SV#k

Since the IF is constant, the ICP measurements provided by a receiver do not usually include

number of cycles due to the IF component of the down-converted carrier. With this simplification,

a change in the integrated number of cycles can be attributed only to relative motion between the

satellite and the receiver (Doppler frequency) and local or satellite clock drift. To provide a visu-

alization of how the ICP measurement behaves, Figure 2.1 illustrates a simple one-dimensional

example of how the relative motion between a satellite and a receiver would be measured with

the ICP.

Figure 2.1: Integrated Carrier-Phase Measurements

The ICP at each time epoch is indicated with the thicker red arrows. Note that the ICP is

made up of the integrated number of whole-number cycles since initialization, plus the current

fractional phase measurement. Other important features pointed out in Figure 2.1 are that the

ICP is proportional to the relative distance between the SV and receiver (RX) antenna, and that

the absolute number of cycles between the satellite and the RX antenna is an unknown quantity.

Certain conditions like very high accelerations and high phase noise may cause the PLL to

lose lock of its current cycle and begin tracking another cycle. This condition is known as a
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cycle slip, and causes a discontinuity in the integrated number of whole-number cycles in the

ICP. Cycle slips also occur occasionally during regular operating conditions, simply as a result

of typical noise in the input signal to the NCO [62]. Cycle slips do not affect the fractional

phase component, since the phase discriminator in the PLL always provides a measurement of

the relative phase between the replicated and tracked carrier signals, whether or not the PLL has

achieved phase lock.

The ICP measurement can also be written in terms of the physical quantities that influence

its value [19]:

ϕk
A(t) = rk

A(t)+Tk
ϕA(t)+ Ik

ϕA(t)+nk
A + fL1(δtA(t)+ δtk(t))+ lA(t)+ εk

ϕA(t) (2.2)

where

rk
A(t) = Range between antennaA and SV#k at timet

Tk
ϕA(t) = Troposphere phase-delay between antennaA and SV#k at timet

Ik
ϕA(t) = Ionosphere phase-delay between antennaA and SV#k at timet

nk
A = Integer ambiguity for antennaA and SV#k

δtA(t) = Clock error for antennaA at timet

δtk(t) = Satellite clock error for SV#k at timet

lA(t) = Line propagation delay for antennaA at timet

εk
ϕA(t) = Phase noise for antennaA, in channel tracking SV#k at timet

Note that the integer ambiguity is not a function of time in this equation; its value is fixed after

initialization and remains constant as long as there is no cycle slip. In reality, the phase-noise

term may include phase-delay, which is a function of the incidence angle of the signal relative to

the antenna; for now this effect is neglected, but will be revisited in Section 2.5.

The range term in Eq. 2.2 is the one that would be of interest for carrier phase applications,

and all other terms can be considered nuisance parameters. The unobservability of the various

individual terms in Eq. 2.2 makes the range very difficult to determine from a single ICP mea-

surement. Due to this complication, ICP measurements from a single antenna at a single epoch

have little use. However, the difference between concurrent ICP measurements taken from two

nearby antennas tends to cancel out the atmospheric delays and other common mode errors, and

makes relative ranging between antennas possible. The local clock error also cancels when the

PLLs for the two antennas are driven from the same reference or local oscillator. This simplifica-

tion can be assumed for attitude determination, but not for CP positioning. Similar cancellations

15



can be achieved through differencing of ICP measurements from the same antenna at different

epochs, and these “delta phase” measurements can be used to measure user velocity [67] or

relative position from an arbitrary starting point.

The difference between ICP measurements from two antennas is called differential carrier

phase (abbreviated dICP in this document to emphasize difference of integrated carrier-phase

measurements). For attitude determination, where multiple GPS receivers use the same reference

oscillator, and where the distance between antennasA andB is typically no more than several

meters, the following assumptions can be made:

Tk
ϕA(t) ≈ Tk

ϕB(t) (2.3a)

Ik
ϕA(t) ≈ Ik

ϕB(t) (2.3b)

δtA(t) ≈ δtB(t) (2.3c)

Utilizing these assumptions and Eq. 2.2, an expression for the dICP between antennasA andB

is obtained:

∆ϕk
AB(t) = ϕk

A(t)−ϕk
B(t)

= rk
AB(t)+nk

AB+ lAB(t)+ εk
ϕAB(t) (2.4)

where

∆ϕk
AB(t) = dICP measurement between antennasA andB

rk
AB(t) = rk

A(t)− rk
B(t) (Delta-range term)

nk
AB = nk

A−nk
B (Integer ambiguity term)

lAB = lA− lB (Line-bias term)

εk
ϕAB(t) = εk

ϕA(t)− εk
ϕB(t) (Phase-noise term)

The line bias term in Eq. 2.4 also accounts for differences in phase between frequency synthe-

sizers in different RF front ends, which exhibits similar behavior to a true line-propagation delay

that varies slowly in time.

The dICP measurement can also be written in terms of its integer and fractional components,

analogous to Eq. 2.1:

∆ϕk
AB(t) = ϕk

A(t)−ϕk
B(t)

= ϕk
f AB(t)+mk

AB(t) (2.5)
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where

ϕk
f AB(t) = Fractional component of dICP measurement

mk
AB(t) = Integer component of dICP measurement

It is important to note thatmk
AB(t) is not necessarily the same integer ambiguity as in Eq. 2.4; it

is merely the whole-number portion of the raw dICP measurement, and it depends on the precise

time at which the two PLLs initialize the ICP. It is possible to use only the fractional portion

of the dICP by truncating out its integer component, but the carrier phase application would

need to perform integer searches at every epoch. For most applications, this inconvenience is

best avoided by keeping the whole-number components in the dICP measurements. Combining

Eqs. 2.4 and 2.5 emphasizes this idea by illustrating how the integer component of the dICP

measurement contributes to the tracking process of the terms in Eq. 2.4 that change with time

(delta range, line bias), and allows the integer ambiguity to remain fixed as long as there is no

cycle slip:

∆ϕk
AB(t) = ϕk

f AB(t)+mk
AB(t)

= rk
AB(t)+nk

AB+ lAB(t)+ εk
ϕAB(t) (2.6)

2.2 Linear Least-Squares Attitude Solution

2.2.1 Formulation

The geometrical relationship between the orientation of a baseline, the LOS unit vector and

the delta-range term in Eq. 2.5 is illustrated in Figure 2.2. Vector quantities are shown as the

thicker, red arrows; the baseline vector points from antenna A to antenna B, and the LOS vec-

tor is points from the user (either antenna) to the SV. Figure 2.2 also shows the fractional and

whole-number components of the delta range, and how they relate to the components of the mea-

surement. To simplify the image, the line bias and phase-noise terms from Eq. 2.6 are assumed

to be zero, and not included in the figure.

In mathematical terms, the delta-range (a scalar value) is the magnitude of the projection of

the baseline vector onto the LOS unit vector, and can be written as the inner product of the two

vectors:

rk
AB(t) =−~1k(t) · A~BB(t) (2.7)

This expression is valid regardless of the coordinate frame (also called a basis) in which the vec-

tors are expressed. However, attitude is usually measured relative to a locally-level frame; some
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Figure 2.2: Vector Diagram for Attitude Determination

such frames include the local East-North-Up (ENU), North-West-Up or North-East-Down. True

Earth-fixed coordinate frames can also be used, such as Earth-Centered-Earth-Fixed (ECEF). The

locally-level frames are not truly Earth-fixed, as they would rotate with translation of the vehicle

on the Earth’s surface. However, for vehicles that move relatively slowly such as automobiles,

the locally-level frames are nearly fixed (rotationally) relative to the Earth. To be consistent with

the more intuitive GPS output formats, this thesis uses the ENU frame (denoted with subscript

‘e’) as the Earth-fixed frame for referencing vehicle attitude. This frame can be thought of as a

locally-level frame centered on the vehicle, whose horizontal axes always point East and North.

Expressed with an ENU basis, Eq. 2.7 becomes

rk
AB(t) =−1kT

e (t) ABB
e(t) (2.8)

The vector and basis notation introduced in Eqs. 2.7 and 2.8 is used consistently throughout this

document, and is summarized in Appendix A.

Substituting Eq. 2.8 into Eq. 2.6 yields an equation containing raw dICP measurements and

unknown quantities:

∆ϕk
AB(t) =−1kT

e (t) ABB
e(t)+nk

AB+ lAB(t)+ εk
ϕAB(t) (2.9)

While all terms but the integer ambiguity are functions of time, the LOS vector and the line bias

change very slowly when compared with the baseline, and are often assumed to remain constant
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in the short term.

With N satellites in view, Eq. 2.9 represents a row of the matrix equation:

∆ΦAB(t) = H
e
(t) ABB

e(t)+NAB+LAB(t)+EϕAB(t) (2.10)

where

∆ΦAB(t) = [ ∆ϕ1
AB(t) ∆ϕ2

AB(t) · · · ∆ϕN
AB (t)]T (2.11a)

H
e
(t) =

[
−11

e(t) −12
e(t) · · · −1N

e (t)
]T

(2.11b)

NAB =
[

n1
AB n2

AB · · · nN
AB

]T
(2.11c)

LAB(t) = lAB(t)
[

1 1 · · · 1
]T

(2.11d)

EϕAB(t) =
[
ε1
ϕAB(t) ε2

ϕAB(t) · · · εN
ϕAB(t)

]T
(2.11e)

With three or more dICP measurements (requires≥3 common SVs tracked with both anten-

nas), and if the line bias and integer ambiguities are known, the baseline vector components can

be resolved with a least-squares solution:

A
B̂

B
e(t) = H†

e
(t)(∆ΦAB(t)−NAB−LAB(t)) (2.12)

where

H†
e
(t) =

(
HT

e
(t)H

e
(t)
)−1

HT
e
(t) (2.13)

A variant of this equation includes a correction term to the original line-bias estimate, and can

be computed with four or more dICP measurements:[ A
B̂

B
e(t)

δ l̂AB(t)

]
= H1

†
e
(t)
(
∆ΦAB(t)−NAB−LAB0

)
(2.14)

where

H1
e
(t) =

[
−11

e(t) −12
e(t) · · · −1N

e (t)

1 1 · · · 1

]T

(2.15)

δ l̂AB(t) = Line-bias correction term

Note that in this equation, the line-bias correction term is a function of time, allowing the line

bias matrix to remain constant after initialization. Including this correction allows tracking of

slow time variations in the line bias, which occur as a result of temperature changes in the cables
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and RF front ends.

Since the baseline-vector solutions in Eqs. 2.12 and 2.14 are expressed in an ENU frame and

the baseline is fixed on a vehicle, simple geometry yields two attitude degrees of freedom from

a single baseline; that is, rotations about two axes orthogonal to the baseline. This topic will be

revisited in Section 2.2.4.

As suggested by Eq. 2.9 the total line-bias is indistinguishable from the integer ambiguity in

the raw dICP measurement. However, the combined quantity can be split into an integer part and

a fractional part. The integer part can then become part of theNAB vector, and the fractional part

can be attributed to line bias. This notation is advantageous, for it allows for simpler integer-

ambiguity searches in which true integers (not real numbers) are sought. Furthermore, a cycle

slip will cause a change in the integer ambiguity but not in the line bias; since line bias changes

slowly with time, repeated computation of its value after cycle slips would be overly redundant.

For these reasons, the algorithms described in the following sections treat line-bias estimation

and integer determination separately.

2.2.2 Line-Bias Estimation

Line-bias estimation is the first step to obtaining an attitude solution, as future integer searches

(as will be described in the next section) will require an estimate of line bias to search for whole-

number integer ambiguities. Furthermore, this initial line bias estimate will serve as a constant

in subsequent attitude solutions, as shown in Eq. 2.14. The method described in this section uses

the fact that line bias is a common term in all channels, as represented in Eq. 2.11d. This fact

will be exploited in a search through the possible baseline-orientation space, which will yield an

attitude estimate based on the point in the search-space where the line biases from all channels

agree with minimum variance.

The orientation of a baseline is determined by two angles, which define the rotation matrix

between a baseline-fixed frame and the ENU frame. Note that by using a body basis aligned

with the baseline, there is no need to use the three angles (roll,pitch,yaw) that define thevehicle

orientation. Figure 2.3 illustrates the definitions of the baseline orientation angles, whereψAB

andφAB are the baseline’s yaw and roll orientation angles, respectively. As shown, the baseline-

fixed frame is defined such that they andz components of the baseline vector are zero when

expressed in this basis.

Using Eq. 2.9 and dropping the integer ambiguity results in an expression for a line-bias

guess (symbol ‘~’denotes a guess) in one channel, as a function of a guess for the baseline

orientation:

l̃kAB(ti) = f raction
(
∆ϕk

AB(ti)−1kT

e (ti)
AB̃B

e

)
±1 (2.16)
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where

f raction(x) =

{
x− f loor(x) x≥ 0 ( f loor = round down operation)

x−ceil(x) x < 0 (ceil = round up operation)
(2.17)

AB̃B
e = RAB


cosψ̃ABcosφ̃AB

sinψ̃ABcosφ̃AB

−sinφ̃AB

 (2.18)

Figure 2.3: Definition of Baseline Orientation Angles

The±1 term in Eq. 2.16 adjusts for cycle rollover, such that all channels have the same sign

on the line bias guess, andRAB in Eq. 2.18 is the length of baselineAB.

To facilitate expression of the channel line-biases variance, the followingNx1 matrices are

defined, forN channels:

l̃AB(ti) =
[

l̃1AB(ti) l̃2AB(ti) · · · l̃NAB(ti)
]T

(2.19)

l̃AB(ti) = ¯̃lAB(ti)
[

1 1 · · · 1
]T

(2.20)

where

¯̃lAB(ti) =
1
N

N

∑
k=1

l̃kAB(ti) (2.21)

The sample variance of the channel biases as a function of the guess for baseline orientation can

now be computed as:

σ2
lAB(ti , ψ̃AB, φ̃AB) =

(
l̃AB(ti)− l̃AB(ti)

)T (
l̃AB(ti)− l̃AB(ti)

)
(2.22)

Estimates of the baseline’s yaw and roll angles can be obtained through an iterative search
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for the values that minimize Eq. 2.22 (globally) in the search space:

(ψ̂AB(ti), φ̂AB(ti)) = min
ψ̃AB,φ̃AB

{
σ2

lAB(ti , ψ̃AB, φ̃AB)
}

(2.23)

Note, the symbol ‘̂’ denotes an estimate henceforth.

Iterations in yaw and roll should only span plausible values. In automobile applications for

example, the baseline roll is not likely to exceed±5◦ in most situations. Furthermore, if the

baselines are short (on the order of 0.5m), iterations in the roll dimension can usually be ignored

under the assumption that the baseline is level (φAB =0).

Figure 2.4: Attitude Search Based on Channel Line-Bias Variance

Figure 2.4 shows the results of this search process for a 50cm baseline at a single epoch.

As shown clearly in the contour plot,̂ψAB(ti) ≈ 340◦ and φ̂AB(ti) ≈ 0◦ would be the baseline

orientation estimate in this case, as the channel line-bias variance is minimized at these values.

This plot was generated with a coarse attitude search with increments of 2◦ in yaw and 1◦ in

roll. A subsequent finer resolution search (with 0.5◦ angle increments) in the neighborhood of

the coarse estimate yielded attitude estimates ofψ̂AB(ti)≈ 341◦ andφ̂AB(ti)≈−0.5◦. With long

baselines (>1m) iteration in roll is more necessary and a smaller increment in the coarse search

may be needed to locate the minimum, as the width of the depression in the contour plot becomes

smaller with increasing baseline length.

Once this rough estimate of the baseline orientation is determined, the baseline vector esti-

mate can be obtained with Eq. 2.18, and the channel line-bias estimates with Eq. 2.16:

A
B̂

B
e = RAB


cosψ̂ABcosφ̂AB

sinψ̂ABcosφ̂AB

−sinφ̂AB

 (2.24)
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l̂kAB(ti) = f raction
(
∆ϕk

AB(ti)−1T
ek(ti)

A
B̂

B
e

)
±1 (2.25)

In Eq. 2.24, the magnitude of the baseline is assumed to be a known quantity. Finally, the

common line-bias is estimated from the average of the individual channel line-biases, which

should agree to within about 0.1 cycles:

l̂AB(ti) =
1
N

N

∑
k=1

l̂kAB(ti) (2.26)

Figure 2.5: An Image of Line-Bias Estimation

Figure 2.5 illustrates the results of this process, for the same data set used to obtain Figure

2.4. As shown, the estimated line bias for this baseline is about 0.85 cycles, and this value can be

estimated with sufficient accuracy at a single epoch or as an average over multiple epochs. From

a single epoch, the initial line-bias matrix estimate can now be expressed as:

L̂AB0
≈ l̂AB(t0)

[
1 1 · · · 1

]T
(2.27)

To correct any errors in this initial estimate and to maintain accuracy over long periods, it

is necessary to track line-bias variations in time, as shown in Eq. 2.14. While line-bias correc-

tions are not necessary at every epoch, they should be computed whenever more than four dICP

measurements are available. As long as temperature transients in the lines and RF front ends

have reached steady state after startup, these corrections tend to remain small (on the order of

a few centimeters). The time-varying component of the line-bias matrix is best obtained as the

low-pass filtered value or running average of several consecutive line-bias correction terms, and

23



can be expressed as follows:

δL̂AB(ti) = δ l̂AB(ti)
[

1 1 · · · 1
]T

(2.28a)

where

δ l̂AB(ti) = mean
(
δ l̂AB(ti),δ l̂AB(ti−1), ...δ l̂AB(ti−n)

)
(2.28b)

At any given time, the total line-bias estimate used when computing attitude can be expressed as

the sum of the initial estimate, plus the time-varying component:

L̂AB(ti) = L̂AB0
+ δL̂AB(ti) (2.29)

2.2.3 Integer Ambiguity Determination

As explained in Section 2.1, the nature of dICP measurements between different receivers

makes integer ambiguities (as defined in Eq. 2.6) essentially random. This difficulty makes it

impractical to use anN-dimensional integer search space, since the value of an integer ambiguity

would be limited only by the size of the register that accumulates the integrated number of cycles

of the ICP measurement. Thus, this section discusses a method for integer searches by iterating

in discrete steps through the baselineattitudespace, similar to the technique used in the previous

section to estimate the line bias. Other integer-determination methods are discussed briefly at the

end of this section.

Making use of Eq. 2.10 and assuming that a line-bias estimate is available, a guess for the

integer ambiguities as a function of a guess for baseline yaw and roll is:

ÑAB = round
(
∆ΦAB(ti)− L̂AB(ti)−H

e
(ti)

AB̃B
e

)
(2.30)

From this integer guess, a more precise baseline guess not limited to the resolution of the angular

increments of the integer search can be computed by using Eq. 2.12:

Aˆ̃B
B
e = H†

e
(ti)
(
∆ΦAB(ti)− ÑAB− L̂AB(ti)

)
(2.31)

To test the validity of the integer ambiguity guess in Eq. 2.30, the baseline-length error and the

residual of the baseline guess can be used, and are defined as:

δBAB(ÑAB) =
∣∣∣∣Aˆ̃B

B
e

∣∣∣∣−RAB (Baseline Length Error) (2.32)
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eAB(ÑAB) =
∣∣EϕAB

∣∣
=

∣∣∣∣∆ΦAB(t j)−H
e
(t j)

Aˆ̃B
B
e − ÑAB− L̂AB(ti)

∣∣∣∣ (Residual) (2.33)

These two quantities tend to be minimized whenÑAB matches the correct set of integers, and can

thus be used to differentiate correct integers from incorrect ones. The residual test is the more

discriminating test, as the baseline-length error test can often have minimum values for incorrect

sets of integers.

To simplify the decision process, the residual and baseline-length error tests can be used

together in a single cost function, which the integer search process seeks to minimize. For

example, a cost function that weighs the residual test three times more than the baseline error

test would be:

JN(ÑAB) = δBAB(ÑAB)+3eAB(ÑAB) (2.34)

The integers that minimize this cost function in the search space would be the best guess for the

correct integers:
ˆ̃NAB = min

ÑAB(φ̃AB,ψ̃AB)

(
JN(ÑAB)

)
(2.35)

Figure 2.6 shows the results of an integer search process for the same data used to generate

the line bias estimation plots in the last section. As shown, the search space covers the 360◦ yaw

space in 10◦ increments, and found equivalent cost-function minimums (corresponding to the

same set of integers) atψ̃AB = 0◦, 350◦, 340◦, and 330◦. As expected, these results are consistent

with those of Figure 2.4, which shows that the baseline yaw angle should be about 340◦.

Since the 50cm baseline was known to have small tilt(< 5◦), this integer search did not

iterate in the roll degree-of-freedom. However, baselines that expect high roll angle may need

to iterate in both of their rotational degrees of freedom, depending on the baseline length and

magnitude of the roll angle. Longer baselines may also require smaller angle increments to

cover all possible integer combinations, thus increasing the size of the integer search-space.

Furthermore, the distinction between correct and incorrect integers (based on the minimum of

the cost function) becomes less pronounced with increasing baseline length, thus compromising

integrity in environments with high phase noise [15].

Because of phase noise from such phenomena as multipath, signal attenuation, and RF in-

terference, finding the minimum of a cost function does not always correspond to the correct set

of integers. For this reason, further verification is necessary to assess the validity of the integers

determined per Eq. 2.35. With no external aiding, the baseline-length error and the residual

values can be compared with previously established maxima for these errors, and the integers

rejected if the measured errors exceed either of the maximum acceptable values. This technique
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Figure 2.6: Image of an Integer-Search Process

is expressed as follows:

N̂AB =

{
ˆ̃NAB if (δBAB < δBmax)AND(eAB < emax)

Unknown Else
(2.36)

The maximum acceptable error values can be established empirically from test data, as values

can change depending on the baseline lengths and the amount of phase noise present. Typical

values for both thresholds are on the order of 1-2cm.

The integer-determination method described in this section can be described as an “instanta-

neous” method, as data from only the current epoch is necessary to execute the integer search.

This feature is desirable in real-time systems that need to be initialized without motion. Other

instantaneous methods for attitude determination utilize the length of the baseline to reduce the

size of the search-space, but introduce a sign ambiguity on the vertical baseline component [21].

Non-instantaneous methods can also be used to determine integer ambiguities for attitude de-

termination, and may be necessary for long baselines of several meters. The technique described

in [13] uses the antenna motion over several epochs to resolve the integer ambiguities at the first

epoch, and thus requires that there are no cycle slips during the integer determination process.

While the use of more data increases confidence in the integer solution through geometric diver-

sity and averaging, most attitude applications are not suited to provide sufficient motion at any

time for proper initialization.

Once the GPS attitude system has been initialized as described above, subsequent integer
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searches can utilize information from channels for which the integer ambiguity is known or

from an external estimate of attitude. The former case is applicable if at least three channels

are available with known integers, as a baseline-orientation estimate could be computed from

these channels. This knowledge would restrict the size of the search-space to the neighborhood

of the original attitude estimate, and it may preclude the need to iterate at all depending on the

baseline length and confidence in the attitude solution provided by the known channels. If an

external estimate of the baseline orientation is available, as would be the case with a coupled

inertial system, the same simplification can be made for all the channels. This technique can be

a very powerful robustness improvement to a GPS attitude system, as integer searches through

blind iteration can be avoided entirely as long as the inertial system does not operate without

GPS calibration for an extended period. The advantage of this scheme is that erroneous integer

combinations which could potentially result in low values of the cost function and large attitude

errors are not considered. Without such aiding, phase noise in one or more channels may cause

the iterative integer-search process to converge to the wrong integers, thus causing a failure in

integrity.

Since the integer-determination process with an external attitude estimate is an important

part of the robustness enhancements discussed in Chapter 4, it will be also be documented here

to be used as a reference later. The process of determining the integers for an arbitrary number

of channels can be adapted easily from Eq. 2.30 by replacing the baseline guess by an external

estimate:
ˆ̃NAB = round

(
∆ΦAB(ti)− L̂AB(ti)−H

e
(ti)

A
B̂

B
eext

)
(2.37)

The integers determined in this fashion should still be subject to passing tests in Eq. 2.36.

2.2.4 Linear Attitude Solution

With the line bias estimate and resolved integer matrix, the three components of the baseline-

vector estimate can be computed readily from Eq. 2.12:

A
B̂

B
e(ti) =

[
x̂eAB ŷeAB ẑeAB

]T

= H†
e
(ti)
(
∆ΦAB(ti)− N̂AB− L̂AB(ti)

)
(2.38)

Finally, the two-axis orientation of the baseline is determined with simple geometry:

ψ̂AB(ti) = arctan2

[
ŷeAB(ti)
x̂eAB(ti)

]
(2.39)

φ̂AB(ti) = arcsin

[
−ẑeAB(ti)

RAB

]
(2.40)

27



In Eq. 2.39, “arctan2” refers to the four-quadrant arctangent of the horizontal components of the

baseline.

If the baseline-fixed basis depicted in Figure 2.3 lines up with the body axes of a vehicle,

then the baseline yaw and roll angles determined with Eqs. 2.39 and 2.40 would correspond

to the yaw and roll of the vehicle itself. However, due to mounting constraints and to provide

observability over three axes of rotation, baselines often do not line up with the body axes of

a vehicle. In this case, the baseline vectors computed per Eq. 2.38 require some manipulation

before vehicle Euler angles can be extracted.

The following development presents one possible method for transforming three arbitrary

baselines into vectors parallel to the vehicle roll and pitch axes, such that vehicle attitude can be

computed easily. It is assumed that the antennas are coplanar with the bodyx-y plane (spanned

by the pitch and roll axes), as shown in Figure 2.7. The three antennas define three baselines

(one redundant) that may not line up with the body axes.

The baseline-defined basis for the longest baseline (basisbAB for A~BB ) is chosen as an inter-

mediate basis, whose axes line up with two perpendicular vectors derived from the three base-

lines. The construction of these orthogonal vectors is illustrated in Figure 2.7a, and are computed

as follows:

A~BD = A~BB + A~BC−B~BC (2.41)

A~BF = A~BC + B~BC−

(
A~BC + B~BC

)
·A~BB

R2
AB

A~BB (2.42)

As shown in Figure 2.7, thebAB basis is offset from the body basis (b) by angleγAB, so a

rotation by the negative of this angle about thebz axis would transformA~BD andA~BF into vectors

parallel to the body axes, which are shown in Figure 2.7b asA~BD∗
andA~BF∗. Assuming that Eqs.

2.41 and 2.42 are implemented in the ENU basis (as the result of Eq. 2.38 is in ENU basis), this

transformation is achieved through the following quaternion rotations:

ABD∗
e = ABD

e +2
(

q4qX

e

ABD
e +qX

e
qX

e

ABD
e

)
(2.43)

ABF∗
e = ABF

e +2
(

q4qX

e

ABF
e +qX

e
qX

e

ABF
e

)
(2.44)

where

q
e

=
[

qe1 qe2 qe3

]T

=
ABBX

e
ABC

e∣∣∣ABCX

e
ABC

e

∣∣∣ sin

(
−γAB

2

)
(2.45)
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q4 = cos

(
−γAB

2

)
(2.46)

The ‘X’ superscript in these equations is the skew-symmetric matrix used as the cross-product

operator as defined in Appendix A. Using these new vectors for attitude measurements does

not affect sensitivity in roll and pitch, as the vectorsA~BD∗
andA~BF∗ span the same plane as the

original three baselines.

Figure 2.7: Derivation of Roll and Pitch Axes from Arbitrary Baselines

Finally, the vehicle’s three-axis attitude estimate can be computed from estimates of the ro-

tated vectors. Using a yaw-pitch-roll sequence (from ENU to body basis), the vehicle’s three

Euler angle estimates are:

ψ̂(ti) = arctan2

[
ŷeAD∗(ti)
x̂eAD∗(ti)

]
(2.47)

θ̂(ti) = arcsin

[
ẑeAF∗(ti)

RAF∗

]
(2.48)

φ̂(ti) = arcsin

[
−ẑeAD∗(ti)

RAD∗ cos
(
θ̂(ti)

)] (2.49)

where

A
B̂

D∗

e =
[

x̂eAD∗ ŷeAD∗ ẑeAD∗

]T

A
B̂

F∗

e =
[

x̂eAF∗ ŷeAF∗ ẑeAF∗

]T
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2.3 Nonlinear Attitude Solution

As shown in Figure 2.3, only two unknown angles define the orientation of a baseline. How-

ever, Eq. 2.38 requires at least three channels to solve for the three Cartesian coordinates of the

vector, as it does not utilize the baseline length constraint that fixes one vector component as a

function of the other two. Thus, while the linear solution is simple and relatively inexpensive

(numerically) to compute, it requires one more channel than unknowns in the attitude equation,

and results in less accuracy than what is achievable from multiple channels. A set of equations

that contains only two unknown quantities to solve for the baseline orientation is inherently non-

linear and more difficult to solve, but typically has a more accurate solution. For this reason,

the nonlinear attitude solution may be preferred in some applications at the expense of slightly

higher implementation complexity and computation time. The best solution can also be a com-

bination of the linear and nonlinear methods, in which the linear solution is used as an accurate

first guess to solve the nonlinear equation numerically, thus reducing the number of iterations

needed to solve for the nonlinear attitude solution.

The nonlinear attitude equation is traditionally written to solve for Euler angles directly [13,

31]. To rewrite Eq. 2.10 as a nonlinear equation, the baseline vector is first expressed as a

function of its orientation by using the rotation matrix from the baseline-fixed basis to the ENU

basis:
ABB

e(t) =
e
C

bAB
(t) ABB

bAB
(2.50)

where

ABB
bAB

=
[

RAB 0 0
]T

(2.51)

e
C

bAB
(t) =


cψABcφAB −sψAB cψABsφAB

sψABcφAB cψAB sψABsφAB

−sφAB 0 cφAB

 (2.52)

Note, ‘s’ and ‘c’ are abbreviations for sine and cosine of angles in Eq. 2.52. Substituting Eq.

2.50 into Eq. 2.10 yields:

∆ΦAB(t) = H
e
(t)

e
C

bAB
(t) ABB

bAB
+NAB+LAB(t)+EϕAB(t) (2.53)

This matrix equation is now a nonlinear function of two unknown angles that define the baseline

orientation. Using the previously obtained integer ambiguities and line-bias estimate, a cost

function is formulated from Eq. 2.53 to quantify the value of the residual as a function of a guess
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for baseline orientation:

JAB(ψ̃AB, φ̃AB) =
∥∥∥∆ΦAB(ti)− N̂AB− L̂AB(ti)−He(ti) e

C
bAB

(ψ̃AB, φ̃AB) ABB
bAB

∥∥∥2
(2.54)

Finally, a search for the minimum of this cost function in the neighborhood of an initial guess for

the baseline orientation results in the nonlinear attitude estimate:

(ψ̂AB, φ̂AB) = min
(ψ̃AB,φ̃AB)

JAB(ψ̃AB, φ̃AB) (2.55)

2.4 ADOP

The attitude dilution of precision (ADOP) is analogous to the better-known DOP quantities

related to GPS positioning. In positioning, the DOPs are a measure of how the current config-

uration of the satellite constellation relative to the user affects positioning accuracy; the HDOP

refers to horizontal positioning, and the VDOP to vertical positioning. Likewise, the ADOP is

a measure of how the configuration of the satellite constellation relative to the user affects the

accuracy of attitude measurements. Several different definitions of ADOP exist [36], and this

section will focus on the definition presented in [70].

To give a simple and intuitive introduction to ADOP, this section begins with the one-dimensional

example shown in Figure 2.8, in which all vectors shown lie in the plane of the page. The un-

known attitude is the angleθ, which is given by the relationship

θ = Elk−βk
AB

= Elk−cos−1
(

rk
AB

RAB

)
(2.56)

The partial derivative of the attitude estimate with respect to the measurement (rk
AB) is:

∂θ
∂rk

AB

=
−1

RABsinβk
AB

(2.57)

This equation can be interpreted as the sensitivity of the attitude estimate to errors in the mea-

surement; that is, for a small change in the measurement, the change in the attitude is:

δθ =
−1

RABsinβk
AB

δrk
AB (2.58)
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Figure 2.8: One-Dimensional Attitude for Visualization of ADOP

Or in terms of the variances,

var(δθ) =
1

R2
ABsin2βk

AB

var
(
δrk

AB

)
(2.59)

As shown in this equation, the error sensitivity of the attitude measurement is inversely propor-

tional to the baseline length and to the sine of the angle between the LOS and the baseline. When

this angle is zero (i.e., when the SV and the baseline are collinear) the error sensitivity has a

singularity and the attitude error diverges. The ADOP for this one-dimensional case is simply

the relationship between the variances in Eq. 2.59. Written in terms of the LOS and baseline

attitude, the ADOP is:

θDOP=
1

R2
ABsin2(Elk− θ

) (2.60)

This simple example demonstrates how the ADOP depends on the baseline length and the relative

orientation of the baseline to the LOS vectors.

A more general expression for the ADOP of a vehicle with multiple baselines and channels

would need to relate the variance of carrier phase measurements to the variance of three vehicle

Euler angles. To this end, the baseline vector in Eq. 2.10 can be expressed as a function of two

rotation matrices, one from the estimated body frame to ENU (function of Euler angle estimates)

and one from true to estimated body frames (function of small Euler angle perturbations):

ABB
e =

e
C

b̂
(θ̂, φ̂, ψ̂)

b̂
C

b
(δθ,δφ,δψ)ABB

b (2.61)
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where

e
C

b̂
(θ̂, φ̂, ψ̂) =


cψ̂cφ̂−sψ̂sθ̂sφ̂ −sψ̂cθ̂ cψ̂sφ̂+sψ̂sθ̂sφ̂

sψ̂cφ̂+cψ̂sθ̂sφ̂ cψ̂cθ̂ sψ̂sφ̂−cψ̂sθ̂cφ̂

−cθ̂sφ̂ sθ̂ cθ̂cφ̂

 (2.62)

b̂
C

b
(δθ,δφ,δψ) ≈


1 −δψ δφ

δψ 1 −δθ
−δφ δθ 1


≈ I

3x3
+ δAX (2.63a)

δA =
[
δθ δφ δψ

]T
(2.63b)

Substitution of Eqs. 2.61 and 2.63a into Eq. 2.10, and rewriting the dICP noise as a pertur-

bation to the true value yields:

∆ΦAB+ δ∆ΦAB = H
e e

C
b̂
(I

3x3
+ δAX

b
) ABB

b +NAB+LAB (2.64)

Using the fact that the true and estimated body frames are approximately equal, the nonlinear

attitude equation can be extracted from this equation, leaving a relationship between the two

perturbation terms:

δ∆ΦAB = H
e e

C
b̂
δAX

b
ABB

b

= −H
e e

C
b̂

ABAX

b
δAb (2.65)

This equation can be expanded to include an arbitrary number of baselines. In fact, to make the

three Euler angles observable, two or more non-collinear baselines must be included. Using two

of the baselines in Figure 2.7 (the third is redundant), the relationship between perturbations is:

δ∆Φ=

[
δ∆ΦAB

δ∆ΦAC

]
=

[
−H

e e
C

b̂
ABBX

b

−H
e e

C
b̂

ABCX

b

]
δAb

= G δAb (2.66)

Assuming that dICP measurements are uncorrelated, the covariance of the attitude perturbation

vector can now be evaluated as:

cov(δAb) =
(

GTG
)−1

var(δ∆Φ)

= F var(δ∆Φ) (2.67)
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In this implementation, the matrixF is the 3x3 ADOP matrix, whose diagonal entries corre-

spond to the variance of individual Euler angles. The corresponding ADOPs are:

θDOP = F(1,1) (Pitch DOP) (2.68a)

φDOP = F(2,2) (Roll DOP) (2.68b)

ψDOP = F(3,3)( Yaw DOP) (2.68c)

If using the line-bias correction term, its DOP could also be obtained with a slightly different

development that would result in a 4x4 ADOP matrix. This variation would use the geometry

matrix in Eq. 2.15 instead of that in Eq. 2.11b, and have a fourth term in the attitude perturbation

vector in Eq. 2.63b.

2.5 Phase-Delay Calibration

The discussions regarding phase measurements up to this point have assumed that the phase

center of an antenna is at its physical geometric centroid, which is typically used in practice

to define the endpoints of a baseline. The phase center refers to the point in space on which

phase measurements appear to be centered. Phase delay is an error that is incurred through the

use of imperfect GPS antennas, in which the phase center does not exactly coincide with the

physical center of the antenna. The phase center is not even a constant for a given antenna, but

varies depending on the incident angle of the signal with respect to the antenna [43, 63, 64].

These errors can be as large as 2cm even for survey-grade antennas [4], which would result in

differential phase-delay errors of up to 4cm for an attitude system. Clearly, phase delays of this

magnitude can be a primary source of error in systems with short baselines. Fortunately, these

errors can be measured in a calibration process and the antenna phase map stored as a lookup

table, such that the phase delay can be corrected in real time. Of course, the quantity of interest

for an attitude system is the differential phase-delay between two antennas, but for brevity it is

referred to as phase delay.

The error term in Eq. 2.6 can be expanded to include the phase-delay term and a broadband

noise term:

εk
ϕAB(1

k
b, t) = ηϕAB(1k

b)+υϕAB(t) (2.69)

where

ηϕAB(1k
b) = Differential Phase-Delay between antennas A and B

υϕAB(t) = Broadband differential phase-noise
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As indicated, the phase-delay term is a function of the LOS vector in the vehicle body basis (or

another antenna-fixed basis), as the phase delay will depend only the orientation of the satellite

relative to the antenna. This dependency is illustrated in Figure 2.9, which shows measured phase

delay for a stationary baseline, and for one channel. The two data sets shown were taken two

orbit periods apart, to ensure that the satellites had the same LOS vectors relative to the baseline.

The repeatability of the phase delay illustrated in this figure was similar in all the other channels

and with longer periods of time between data sets, suggesting that calibration would probably

mitigate most of the error. The antennas used for this data collection were vehicle-tracking patch

antennas made by Micropulse (32000 series).

Figure 2.9: Phase-Delay Repeatability in One Channel

As shown in Figure 2.9, the phase delay can vary several centimeters with only a few degrees

of change in the LOS. Thus, a fairly accurate attitude reference is necessary to measure the phase

delay. If such an attitude reference is available, the phase delay can be measured as follows:

η̂ϕAB(1k
b) = 1kT

e (ti) e
C

bre f
(ti)ABB

b −∆ϕk
AB(ti)+nk

AB+ l̂AB(ti) (2.70a)

where

e
C

bre f
= f cn(θre f ,φre f ,ψre f) (2.70b)

If an attitude reference can be used that is independent of the GPS measurements themselves,

then simply rotating the baseline can provide the geometric diversity needed to cover the entire
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phase-map. If such a reference cannot be provided, as is usually the case for lower budget

applications, then the yaw reference angle can be estimated by averaging measurements from

a static baseline. The pitch and roll reference angles can be zero if the baseline is leveled,

or measured with an inclinometer. If the baseline is forced to remain static for measuring the

reference angles accurately, then the geometric diversity needed to cover the phase map must

be provided by satellite motion, and by concatenating data taken with various different baseline

orientations. This technique is obviously much more tedious as the LOS vectors change slowly

over time, but the collection of more data allows time-averaging of measurements and improves

the accuracy of the phase map.

Figure 2.10: Example of a Phase-Delay Map

The static-baseline method described above was used to generate Figure 2.10, in which the

left image shows the azimuth and elevation of the satellites (in the vehicle body frame) during

multiple data-collection periods, and the right image is a contour plot of the phase-delay map.

The data shown in the phase map has been smoothed and interpolated from the raw measurements

computed per Eq. 2.70a.

In concurrence with Figure 2.9 and results obtained by other authors [42], the phase map

shown in this figure indicates that phase-delay can vary significantly over small spans of azimuth

and elevation. This result suggests that phase-delay effects would resemble uncorrelated noise

for a rotating baseline, and could be mitigated by integration with an INS and proper filtering.

For a static or slowly moving baseline (which does occur in a car), the phase-delay would cause

more distinct time-correlated errors that could only be corrected through calibration. Such a case
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is shown in Figure 2.11, for a three-antenna attitude system with 50cm baselines (equilateral

triangle configuration). The plots were generated with the same platform attitude (θ ≈ 0◦, φ ≈
0◦, θ ≈ 35◦) and exactly two orbit periods apart to ensure the same satellite geometry relative to

the baselines.

Figure 2.11: Attitude Measurements With and Without Phase-Delay Calibration

The benefit of calibration on the pitch and roll measurements is clear, but the effect on the

yaw measurement is negligible. This result is primarily due to the method used for measuring

the reference attitude during calibration. As described previously, the reference yaw angle was

based on filtered measurements of the GPS yaw measurements, while the reference roll and

pitch angles were set to zero with the aid of an inclinometer. While this method does not require

external attitude estimates during calibration, it has the disadvantage of not fully estimating the

phase delay for low elevation signals, which are not well observed with roll and pitch; this

shortcoming is revealed by the remaining correlation of the yaw measurement noise between the

two data sets.
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2.6 One-Satellite Attitude Solution

This final section of Chapter 2 will discuss the details of one-satellite attitude determina-

tion with GPS. This technique, introduced in [2], refers to Euler-angle estimation based on a

dICP measurement from a single baseline channel. One-satellite attitude determination is par-

ticularly useful in environments where GPS satellite visibility is limited and signal multipath

may be severe, as multiple satellite solutions are often not realizable with too few uncorrupted

dICP measurements. As discussed in Chapter 1, such is the case for automobiles in urban en-

vironments. When multiple measurements are available, one-satellite attitude estimates can be

combined into a weighted average to form a composite estimate. In this implementation, individ-

ual dICP measurements are not dependent on each other to produce Euler-angle estimates, and

can thus result in a more robust, but less accurate, estimate than the multiple-satellite solution.

As will be discussed in Chapter 4, a combination of both solutions can be used to exploit their

respective strengths in an attitude system for automobiles.

The primary goal of one-satellite attitude is to enhance the yaw determination capability

of a GPS attitude system. Yaw is the most critical vehicle-orientation angle for lateral control

applications and for inertial navigation with strap-down sensors. While knowing roll and pitch

is also important for inertial navigation, these angles are often less ambiguous than yaw in a

vehicle with small tilt, and can often be measured by other means, including inclinometers (in a

non-accelerating vehicle) or accelerometers combined with GPS velocity measurements. Since

the use of a single channel allows solving for only one unknown, the one-satellite attitude solution

must assume a value for one of the orientation angles of a baseline, as defined in Figure 2.3. If

small vehicle tilt can be assumed, then zero baseline roll is a reasonable assumption in solving for

one-satellite yaw. Of course, having an estimate of the baseline roll can result in a more accurate

one-satellite yaw measurement. Likewise, if an estimate of yaw is available, then the dICP

measurement can also be used to compute a one-satellite baseline roll estimate. The discussion

to follow will cover formulation of both one-satellite yaw and roll baseline-orientation angles,

error equations, and implementation issues.

2.6.1 Formulation and Accuracy of One-Satellite Yaw

The one-satellite yaw is most conveniently derived relative to the LOS of the satellite being

used. For this purpose, a basis is defined whose y-axis is lined up with the horizontal projection

of the LOS vector. This basis is depicted in Figure 2.12 with its axes labeledsk
x andsk

y and is

referred to as thesk basis. The one-satellite yaw for baselineAB and SV#k is labeledψk
AB and

represents the rotation of the baseline-fixed basis with respect to thesk basis.

38



With these definitions, and if the LOS vector is defined in the ENU frame as

1k
e =

[
Ck

x Ck
y Ck

z

]T
(2.71)

then it is defined in thesk basis as

1k
sk =

[
0
√

Ck2
x +Ck2

y Ck
z

]T
(2.72)

Assuming that the baseline roll angle is zero, the baseline vector can also be expressed in thesk

basis as
ABB

sk =
[

RABcosψk
AB RABsinψk

AB 0
]T

(2.73)

Figure 2.12: Vector Diagram for One-Sat Yaw

Now, substituting Eqs. 2.72 and 2.73 into Eq. 2.7 and the result into Eq. 2.6 results in an equation

with only the one-satellite yaw as an unknown:

∆ϕk
AB(t) = RAB

√
Ck2

x (t)+Ck2
y (t)sinψk

AB(t)+nk
AB+ lAB(t) (2.74)

This equation can be solved for the one-satellite yaw using previously determined values for the
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integer ambiguity and line bias estimate:

ψ̂k
AB(t) = arcsin

∆ϕk
AB(t)− n̂k

AB+ l̂AB(t)

RAB

√
Ck2

x (t)+Ck2
y (t)

 (2.75)

Since the possible values for yaw span 360◦, Eq. 2.75 has a dual solution. Specifically,ψk
AB

andπ−ψk
AB have the same sine, so it must be determined whether the satellite is in front of, or

behind the baseline to obtain a unique solution. This information requires a very rough estimate

of the baseline orientation and can be obtained in a number of ways, including an accompanying

INS system or GPS velocity heading.

As expected from the concept of ADOP, the accuracy of the one-satellite yaw will depend

on the direction of the LOS relative to the baseline. This dependency is partially indicated in

Eq. 2.75, as the equation has a singularity when the satellite is directly overhead (Ck
x = Ck

y = 0)

where the dICP measurement would be independent of the baseline yaw angle. As pointed out in

Section 2.4, the equation is also ill conditioned when the satellite is collinear with the baseline.

A more thorough analysis of the one-satellite ADOP is necessary to identify all configurations

for which the one-satellite yaw is not well observed. As with the multiple-satellite ADOP, this

analysis is done by applying a perturbation to the measurement and the solution, and extracting

a relationship between the two perturbations. In this case, the perturbations are applied to∆ϕk
AB

andψk
AB in Eq. 2.74:

∆ϕk
AB+ δ∆ϕk

AB = RAB

√
Ck2

x +Ck2
y sin

(
ψk

AB+ δψk
AB

)
+nk

AB+ lAB (2.76)

Applying a trigonometric transformation and assuming that the perturbation to the yaw angle is

small, the sine term can be expressed as

sin
(
ψk

AB+ δψk
AB

)
= sinψk

ABcosδψk
AB+cosψk

ABsinδψk
AB

≈ sinψk
AB+ δψk

ABcosψk
AB (2.77)

Substituting Eq. 2.77 into Eq. 2.76 and extracting the relationship between perturbations yields:

δψk
AB =

δ∆ϕk
AB

RABcosψk
AB

√
Ck2

x +Ck2
y

=
δ∆ϕk

AB

RABcosψk
ABcosElk

(2.78)
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The relationship between the variances of the perturbations is the one-satellite yaw ADOP:

One-Sat Yaw ADOP=
1

R2
AB

(
cosψk

ABcosElk
)2 (2.79)

This equation indicates that the accuracy of the one-satellite yaw breaks down nearψk
AB =±90◦

and for high elevation satellites.

To illustrate the impact of the ADOP on the yaw estimate accuracy, Figure 2.13 shows plots

of one-satellite yaw measured with a 50cm baseline, and the one-satellite ADOP normalized with

unity baseline length. The multiple-satellite yaw estimate is also plotted for reference to better

visualize the error in the one-satellite yaw. As shown, the yaw estimate from this one satellite

is usable until the normalized ADOP is greater than about 10, after which accuracy degrades

significantly. Note, the ADOP as described in Eq. 2.79 is being computed with the one-satellite

yaw estimate, so its value also gets noisy when the yaw estimate gets noisy.

Figure 2.13: One-Satellite Yaw Accuracy and ADOP

The other factor that affects the accuracy of the one-satellite yaw is the magnitude of the

baseline roll angle, as it was assumed to be zero. A deviation of this assumption introduces error

into the yaw estimate, and the error increases with increasing elevation angle. This behavior

can be anticipated by visualizing how high elevation satellites have a larger component of the

dICP measurement associated with the baseline roll angle, and thus contribute more to the ob-

servability of roll than yaw. The opposite is true for low elevation satellites, which have a higher
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component of their dICP measurement associated with yaw, and are thus better for measuring

baseline yaw than roll.

The sensitivity of the one-satellite yaw to nonzero baseline-roll can be analyzed by modifying

Eq. 2.74 to include effects of both baseline orientation angles. This variation is done simply by

using an expression for the baseline vector with nonzero roll angle:

ABB
sk = RAB

[
cosψk

ABcosφAB sinψk
ABcosφAB −sinφAB

]T
(2.80)

The use of this equation in the same process that results in Eq. 2.74 gives an expression that

relates the dICP measurement to the baseline roll and yaw. Omitting the notation to indicate

functions of time, this relationship is

∆ϕk
AB = RAB

√
Ck2

x +Ck2
y sinψk

ABcosφAB−RABCk
z sinφAB+nk

AB+ lAB (2.81)

Once again, perturbations are applied (analogous to Eq. 2.76) to the dICP measurement and the

baseline orientation angles. Assuming a small roll angle, a relationship between perturbations in

the dICP measurement and orientation angles is obtained:

δψk
AB =

1

RABcosψk
ABcosElk

δ∆ϕk
AB+

tanElk

cosψk
AB

δφAB (2.82)

The second term on the right-hand side describes the sensitivity of the one-satellite yaw estimate

to nonzero baseline roll angles. The numerator is related to the elevation of the satellite, and con-

firms that low elevation satellites are better for measuring baseline yaw. As in the ADOP expres-

sion (Eq. 2.79), the denominator indicates that the yaw estimate error sensitivity is unbounded

whenψk
AB = ±90◦. To illustrate the magnitude of errors due to nonzero baseline-roll, Figure

2.14 shows the sensitivity of the one-satellite yaw to nonzero roll angle for a fixed baseline-yaw

(ψk
AB = 0◦) with varying SV elevation, and for a fixed SV elevation (Elk = 45◦) with varying

baseline yaw. Note, the axes in this figure represent absolute values.

In automobile applications, using the one-satellite yaw as discussed thus far may have limited

benefits in situations for which it is intended, as most of the satellites that are likely to be visible

in an urban canyon tend to be at high elevations. However, the error in the one-satellite yaw due

to nonzero baseline roll can be mitigated if an estimate of the baseline roll is available. If such is

the case, then the effect of the roll angle can be accounted for, and the error of the one-satellite

yaw angle would increase with the error in the roll estimate, rather than with the roll magnitude.

Figure 2.14 would still be applicable in this case, but the x-axis would represent the magnitude

of theerror in the baseline roll estimate.
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Figure 2.14: One-Sat Yaw Sensitivity to Nonzero Baseline-Roll Angle

The need to provide a baseline-roll estimate to the one-satellite yaw algorithm to improve its

accuracy implies that this method would be best implemented with a secondary set of sensors that

could provide such estimates. As will be discussed in Chapter 4, this external input to the one-

satellite yaw algorithm can be realized with the filter output of an integrated GPS/INS attitude

system. For now it can be assumed that a baseline-roll estimate is given, and a similar formulation

to that of Eq. 2.78 (except using Eq. 2.80 instead of Eq. 2.73) results in an equation that uses

external baseline-roll estimates to provide more accurate yaw measurements. This modification

can be obtained by rearranging the terms in Eq. 2.81 and assuming small baseline roll. Denoting

the roll angle as an external estimate, the modified expression for one-satellite yaw estimates is:

ψ̂k
AB(t) = arcsin

(∆ϕk
AB(t)− n̂k

AB− l̂AB(t)
)
+RABCk

z(t)sinφ̂ABext(t)

RAB

√
Ck2

x (t)+Ck2
y (t) cosφ̂ABext(t)

 (2.83)

The terms that include the external roll estimate in this equation give an insight into the qualitative
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behavior of the error that would be induced by an inaccurate estimate. More specifically, a

positive error in the external roll estimate would result in a positive error in the one-satellite yaw

if the satellite was in front of the baseline, and in a negative error if the satellite was behind the

baseline (where the one-satellite yaw would beπ− ψ̂k
AB radians). This characteristic can actually

be beneficial, since the errors with opposite sign from a satellite in front of the baseline and one

behind would tend to cancel each other out when averaged.

2.6.2 Formulation and Accuracy of One-Satellite Roll

The previous section concluded with a discussion on improving the accuracy of one-satellite

yaw estimates by using external estimates of the baseline roll angle. It was also mentioned that

these estimates could be obtained from a coupled INS system, which would include gyroscopes

to measure vehicle pitch and roll rates. When using automotive-grade gyros, calibration with

GPS attitude measurements must be executed as often as possible, as the integrated noise from

the gyros results in a random walk that can degrade attitude estimates up to a few degrees per

minute. For this reason, it would be advantageous to be able to also compute baseline-roll es-

timates from a single satellite, to maximize the availability of GPS roll measurements during

periods of poor GPS-satellite visibility.

In developing an expression for one-satellite baseline roll, no value of yaw can be assumed.

Thus, an external estimate of the baseline yaw angle must be used to leave only one unknown

to be solved from a single equation. Once again, this estimate could be provided by the coupled

INS system that will be discussed in Chapter 4. The one-satellite baseline-roll angle can be

expressed from Eq. 2.81 simply by rearranging terms, assuming a small baseline-roll angle, and

using the yaw angle as a given quantity. The result of this process is the following expression for

the one-satellite baseline-roll estimate:

φ̂k
AB(t)≈

RAB

√
Ck2

x (t)+Ck2
y (t)sinψ̂k

ABext
(t)−

(
∆ϕk

AB(t)− n̂k
AB− l̂AB(t)

)
RABCk

z(t)
(2.84)

One of the properties of the one-satellite baseline-roll ADOP is immediately obvious. It is

clear that this equation has a singularity for satellites with zero elevation (Ck
z = 0), confirming

the fact that high elevation satellites are best for measuring baseline roll. Another important

characteristic is that the value of the one-satellite yaw will also affect the precision of the one-

satellite roll estimate. The useful equation derived previously that relates perturbations in the

measurement to perturbations in the baseline orientation angles (Eq. 2.82) can be rearranged

to emphasize the sensitivity of one-satellite baseline-roll estimates to dICP measurements and

44



external yaw estimates:

δφk
AB =

1
RABsinElk

δ∆ϕk
AB+

cosψk
AB

tanElk
δψk

AB (2.85)

Figure 2.15: One-Satellite Roll Accuracy and ADOP

The one-satellite baseline-roll ADOP is evident from the first term on the right-hand side of

Eq. 2.85, which relates errors in the dICP measurements to errors in the roll estimate:

One-Sat Roll ADOP=
1

R2
AB

(
sinElk

)2 (2.86)

The second term relates error in the one-satellite baseline yaw estimate to errors in the one-

satellite roll, and indicates that the best satellites for measuring one-satellite roll are at high ele-

vations and for higher values ofψk
AB. Naturally, this relationship is the inverse of the one-satellite

yaw sensitivity to errors in baseline-roll estimates (See Eq. 2.82). The effect of the one-satellite

roll ADOP on the accuracy of the roll estimate is shown in Figure 2.15. The multiple-satellite

baseline-roll angle is shown for comparison, and the ADOP is normalized to unity baseline

length.

To finalize the comparison between errors in one-satellite yaw and roll, Figure 2.16 shows the

sensitivity of the one-satellite roll to errors in baseline-yaw estimates, for a fixed baseline yaw

(ψk
AB = 0◦) with varying SV elevation, and for a fixed SV elevation (Elk = 45◦) with varying

baseline yaw. While similar to Figure 2.14, the important difference between these two figures is

that satellites that are poor for measuring one-satellite yaw are good for measuring one-satellite
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roll (and vice versa), so all satellites in view can usually be used to measure at least one baseline

orientation angle.

Figure 2.16: One-Satellite Roll Sensitivity to Errors in Yaw Estimate

The interdependence between one-satellite roll and yaw that has been discussed in the last

two sections may lead to the supposition that an iterative process between Eqs. 2.84 and 2.83

could be used to converge to a solution for both baseline orientation angles from a single dICP

measurement. While this process may converge topossiblevalues of baseline roll and yaw, the

idea is erroneous because a single measurement cannot be used to find a unique solution for two

unknowns.

2.6.3 Integer Determination for One-Satellite Attitude

The nature of the solution for one-satellite attitude requires a different strategy for integer

searches. The essential difference is that for one-satellite attitude, integer searches must be con-

ducted without dependence on other channel measurements, to allow for a single satellite in

view to be useful and to remain decoupled from other channels which may be experiencing phase

noise. This difficulty precludes the use of baseline-length and a compound residual measurement

as error checks on integers, so a baseline orientation estimate must come from an external source

to resolve the integer ambiguity. This necessity comes from the fact that the residuals are always

zero if computed with a one-measurement iterative scheme that covers the space of possible yaw

angles, analogous to that described for the multiple-satellite case. Without this type of resid-

ual test, a cost function cannot be defined to discriminate correct integers from incorrect ones.

Consequently, the ability to achieve single-channel integer-ambiguity determination depends on
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having an external attitude estimate, and reveals yet another benefit of having a coupled INS or

some other attitude reference.

As done in the last section, it will be assumed that an external baseline-yaw estimate is

available from a coupled INS subsystem. Assuming small baseline roll, the one-satellite integer

can be computed as follows:

n̂k
AB = round

(
∆ϕk

AB− l̂AB+RAB

√
Ck2

x +Ck2
y sin(ψ̂k

ABext
)
)

(2.87)

For short baselines, this integer does not change in the neighborhood of the original baseline-

yaw estimate because of the rounding operation. Thereby, the integer-determination process

may consist of checking only one integer, even with an error of a few degrees in the external yaw

estimate. The residual of the equation can be computed by using the external estimate, and is

equivalent to comparing the resulting one-satellite yaw with the external estimate:

resk
AB =∆ϕk

AB− l̂AB− n̂k
AB−RAB

√
Ck2

x +Ck2
y sin(ψ̂k

ABext
) (2.88)

Of course, nonzero baseline-roll angles will have a component in this residual, but if an external

roll-angle estimate is also available, it can be used to refine the equation in a similar way in which

Eq. 2.83 was obtained. Therefore, the use of a maximum residual value for accepting an integer

must consider the expected accuracy of the external baseline yaw and roll estimates, the baseline

length, and the satellite position.

2.6.4 One-Satellite Measurement Averaging

The one-satellite attitude solutions are not only useful when a single satellite is in view, but

can also be valuable when multiple measurements are available. In many situations where phase

noise is present in one or more channels, the multiple-satellite solution (linear or nonlinear) ex-

periences difficulty maintaining integrity, as all channels are dependent on each other to obtain

an attitude solution and solve for integer ambiguities. In contrast, the one-satellite solutions can

provide an alternative attitude estimate that is obtained from all available channels independently

of each other. With this scheme, a simple weighted average of the one-satellite attitude estimates

can be used, in which noisy channels do not affect the attitude estimates and integer-ambiguity

searches from good channels. While less accurate than the multiple satellite solution, the im-

proved robustness of this strategy makes it a very useful option when few satellites are in view,

and/or several channels experience significant phase-noise.

Recall that the nonlinear attitude solution for a baseline only contains two unknowns, and can

theoretically be resolved with two measurements. For the special case where two measurements
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are available, this option is an alternative to using the average of the two one-satellite solutions.

However, the nonlinear solution requires iteration, and is a more complex implementation than

averaging the two one-satellite attitude estimates. If the nonlinear attitude solution is used with

as few as two satellites, the accuracy of the solution will be largely dependent on the position

of the two satellites relative to the baseline; as such, the ADOP of each satellite with respect

to each degree of freedom may have to be considered when defining the iteration limits of the

nonlinear solution. For simplicity, the attitude system that will be discussed in Chapters 4-5

uses the weighted average of one-satellite solutions for each degree of freedom rather than the

nonlinear attitude solution in such cases.

As discussed previously, the ADOPs have a large impact on the accuracy of the one-satellite

attitude estimates. The significant difference in accuracy that can be achieved with different

ADOPs implies that when averaging attitude estimates from more than one channel, each channel

should be weighed according to its expected accuracy. Since the one-satellite ADOPs are related

to the error variance of the baseline orientation angles, a logical choice for a weighting function

may be the square root of the inverse of the ADOP expressions. With this weighing function, the

error contribution from each channel to the composite attitude estimate would be roughly equal

for a given baseline, assuming small errors in the external attitude estimates (see Eqs. 2.83 and

2.84). One can also choose to account for the sensitivity of the one-satellite attitude estimate

to the external baseline-orientation estimate, which is not dependent on baseline length. In this

case, it is useful to define the ratio of the variances of external attitude estimates to the variance

of dICP measurements:

rφAB =
var(δφ̂ABext)
var(δ∆ϕAB)

(2.89)

rψAB =
var(δψ̂ABext)
var(δ∆ϕAB)

(2.90)

These ratios may not remain constant over time, but values can be chosen based on typical dICP

measurements and from the covariance matrix of the navigation filter which provides attitude

estimates. Using these relationships, the one-satellite ADOPs could be rewritten from Eqs. 2.82

and 2.85 to include the sensitivity to errors in the external attitude estimates. Taking the square

root of the inverse of these ADOP expressions would result in the following weighing functions:

Wk
φAB

=

√
R2

ABsin2Elk

1+R2
ABrψAB cos2Elk cos2ψk

AB

(2.91)

Wk
ψAB

=

√
R2

ABcos2Elk cos2ψk
AB

1+R2
ABrφAB sin2Elk

(2.92)
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The baseline-orientation estimates would be computed fromN available channels as follows:

ψ̂AB =
1

N
∑

k=1
Wk
ψAB

N

∑
k=1

Wk
ψAB(ψ̂

k
AB+Azk) (2.93)

φ̂AB =
1

N
∑

k=1
Wk
φAB

N

∑
k=1

Wk
φAB φ̂

k
AB (2.94)

Once this process is completed for multiple baselines on a vehicle, the vehicle attitude can

be determined as described in Section 2.2.4. With many satellites in view, the average one-

satellite attitude is comparable in accuracy and noise statistics with the multiple-satellite solution,

as shown in Figure 2.17. These measurements were taken with a set of three 50cm baselines

in an equilateral triangle configuration, and were generated without phase-delay calibration to

illustrate how even the phase-delay errors affect the two solutions similarly.

Figure 2.17: Comparison of Mult.-Satellite and Avg. One-Satellite GPS Attitude Measurements

2.7 Baseline Configuration Design

The baseline positions and lengths in an attitude system must be chosen to suit a particular

application. The measurement accuracy needed in each attitude degree-of-freedom should be
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the primary concern in choosing the baseline lengths. As shown in the various expressions for

ADOP in this chapter, the pointing accuracy of the system is proportional to baseline length. It

was also shown that phase-delay calibration could be implemented to improve the accuracy of a

short-baseline system, but it would require a tedious process to obtain accurate measurements of

the entire phase-delay map. The decision whether or not to use phase-delay calibration could be

influenced by the use of a coupled inertial subsystem in a highly dynamic platform, as the use

of filtering will mitigate the uncalibrated phase-delay errors if they have correlation times on the

order of a few seconds or less.

Unfortunately, the accuracy criterion is not the only one to consider when choosing baseline

lengths. It was mentioned briefly in Section 2.2.3 that increasing the baseline length arbitrarily

could jeopardize the robustness of integer searches in the presence of phase noise. For this

reason, the intended operating environment of the attitude system should also be considered

before increasing baseline lengths beyond that which is needed to meet accuracy specifications.

In the case of automobiles, it should be expected that strong multipath signals could introduce

significant phase errors. Thus, an automobile attitude system should be as robust as possible to

avoid erroneous integer solutions, if an integer search happens to coincide with momentary high

phase-noise on a channel. In other words, the baselines should be of the minimum length allowed

by accuracy requirements.

The subsections to follow present a simple design guideline for choosing baseline lengths

based on required attitude accuracy and integer-determination robustness. Since these guidelines

are developed with the use of various simplifying assumptions, they should be used as a starting

point for choosing baseline lengths; based on empirical results, these lengths should then be

adjusted to meet specifications more closely.

2.7.1 Attitude Accuracy Performance Envelope

The attitude performance envelope refers to the theoretical maximum accuracy of a GPS atti-

tude system. The concept was introduced by Cohen [13], where a relationship between pointing

accuracy, tracking-loop bandwidth, signal-to-noise ratio, and baseline length is given. Various

simplifications are implied in the simple closed form for this relationship, including perfect syn-

chronization between RF front ends, applicability to a one-dimensional problem (one angle to

solve with one equation), and a LOS vector orthogonal to the baseline vector. The process by

which this expression is obtained will be reviewed here, as it is not specified in [13] and the result

is slightly different.

For a commonly used Costas phase-discriminator, the variance of carrier-phase measurement

noise is given in [44] as the sum of the clock-error variances (local clock and satellite clock) and
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the variance induced by thermal (or interference) noise. Remaining consistent with the notation

used in Eq. 2.2, this relationship is:

var
(
δϕk

A

)
= f 2

L1var(δtA + δtk)+var(εk
ϕA) (cycles)2 (2.95)

The variance of the thermal noise component is also given in [44]:

var
(
εk
ϕA

)
=

Bnϕ

(S/N0)
k

[
1+

1

2Tav(S/N0)
k

]
(rad)2 (2.96)

where

Bnϕ = Noise-equivalent bandwidth of PLL (Hz)

(S/N0)
k = Signal-to-noise ratio for SV#k

Tav = Pre-detection integration time (1-20ms)

Typical values ofBnϕ are in the neighborhood of 15Hz [19], andS/N0 is typically between 35dB-

Hz (ratio of 3160) for low-elevation satellites and 45dB-Hz (ratio of 31600) for high-elevation

satellites. Thus, depending on the values used, the second term between the brackets in Eq. 2.96

may be ignored, as it is in [13]. However, in cases of high loop bandwidth, low SNR, and small

averaging time, this term may be larger than unity and should not be ignored.

The dICP measurement is the difference of two measurements which have equivalent (but

uncorrelated) noise terms. With the use of a common reference oscillator, the single-difference

of CP measurements from two antennas cancels out the majority of the phase errors coming

from the satellite and local clock, as long as they are tracked by the PLLs. However, if different

frequency synthesizers are used in the two front ends, there may be some notable remaining

noise in the dICP measurement that can be attributed to clock jitter. This case is applicable

to the attitude system prototype discussed later in this thesis. Thus, the variance of the dICP

measurement between two antennas can be expressed as two times the expression in Eq. 2.96 to

account for the addition of two random variables, plus an additive term to account for the use of

different frequency synthesizers in the RF front ends.

To relate these measurement errors to errors in attitude, the problem is simplified by reducing

it to a planar scenario, as described in Section 2.4 to introduce the concept of ADOP. Further-

more, the denominator of Eq. 2.59 is maximized by assuming that the baseline is perpendicular

to the LOS. Noting that the perturbation in the delta-range measurement in Eq. 2.59 is equiva-

lent to an error in the dICP measurement, and combining this equation with Eq. 2.96 yields an
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expression for the attitude performance envelope of baselineAB:

var(δθAB) = var
(
εk
ϕAB

)( λL1

2πRAB

)2

(rad)2 (2.97)

where

var
(
εk
ϕAB

)
=

2Bnϕ

(S/N0)
k

[
1+

1

2Tav(S/N0)
k

]
+σ2

clk (rad)2 (2.98)

λL1 is the wavelength of the L1 carrier (19cm) andσ2
clk is the additive term to account for the use

of separate frequency synthesizers. Figure 2.18 shows various plots of this equation, indicating

the effects from varying bandwidth, SNR, and baseline length. The predetection averaging time

in this figure is fixed to 1ms (minimum for a PLL based on length of PRN code).σ2
clk is chosen

as 0.02 rad2, which is a conservative estimate equal to twice the value of the phase-noise specifi-

cation in [62], for the design of a second-order PLL based only on local oscillator characteristics.

Note, effects from multipath and uncalibrated phase-delay are not considered in this analysis.

Figure 2.18: Attitude Accuracy Performance Envelope

2.7.2 Attitude Robustness Performance Envelope

Quantification of the robustness of an attitude system also requires some simplification of

the problem. In this case, a planar problem is also considered by analyzing the robustness of

the one-satellite integer ambiguity resolution specified in Eq. 2.87, with
√

Ck2
x +Ck2

y = 1. The

robustness of this equation is quantified as the probability that it will round to the wrong integer,

which is equivalent to the probability that the argument to the rounding operation has more than
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half a cycle of error:

P(wrong integer) = P

(∣∣∣(∆ϕk
AB− l̂AB−RABcosβ̂k

ABext

)
−nk

AB

∣∣∣> 1
2

cycle

)
(2.99)

where

β̂k
ABext

= External estimate of angle between baseline and LOS vectors

=
π

2
− ψ̂k

ABext
(for a level baseline and zero elevation satellite) (2.100)

This error can be introduced into the dICP measurement by thermal noise, RF interference, mul-

tipath, or it may come from inaccuracies in the external attitude estimate. Error in the line-bias

estimate is also possible, but will be neglected in this analysis. The contribution from thermal

noise is the same as in Eq. 2.97. The effect from multipath should also be included, as it can

contribute up 1/4 of a cycle of phase distortion, assuming that the reflected ray amplitude is equal

to or less than that of the direct ray [19].

To simplify Eq. 2.99, the true integer ambiguity cancels out all terms but the noise in the dICP

measurement, and the external attitude estimate is written as its true value plus a perturbation

(βk
ABext

+ δβk
ABext

). The effect from maximum multipath can be included simply by changing

the right-hand side of the equation to 1/4 cycle. After implementing these simplifications and

assuming a small value for the external attitude estimate perturbation, the robustness equation

becomes:

P(wrong integer) = P

(∣∣∣εk
ϕAB+ δβk

ABext
RABsinβk

AB

∣∣∣> 1
4

cycle

)
(2.101)

Equation 2.101 indicates that the probablility of a getting a wrong integer during an integer-

search process will depend on the amount of phase noise in the channel and the accuracy of the

external attitude estimate. More importantly, the latter is scaled by the length of the baseline and

the sine of the angle between the baseline and LOS vectors. Qualitatively, this description implies

that the probability of rounding to the wrong integer will increase with increasing baseline length,

unless the baseline and LOS vectors are collinear. Figure 2.19 shows values of this probability

for a PLL with fixed bandwidth of 15Hz and a channel with 35dB-Hz SNR (for a low-elevation

satellite), and assumes Gaussian distributions forεk
ϕAB andδβk

ABext
. It should be noted that this

figure assumes the maximum possible multipath in the channel, which makes it applicable to

situations where significant multipath is expected. Otherwise, values obtained from this graph

for channels free of multipath would be very conservative.

Equation 2.101 can also be used to assess the reliability of integer searches with multiple

satellites. In this case, the robustness of the integer search would also be analyzed one channel at

a time, and the accuracy of the external attitude estimate would be analogous to the GPS attitude
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accuracy achievable with the other channels, including effects of phase-noise and ADOP.

Figure 2.19: Attitude Robustness Performance Envelope
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Chapter 3

System Components of GPS/INS Attitude System

Prototype

This chapter begins a comprehensive description of an attitude system prototype for auto-

mobiles, based on the GPS attitude algorithms discussed Chapter 2 and tight integration with

inertial sensors. As a precursor to the more high level system details covered in Chapter 4, the

focus of this chapter involves the hardware and software devices that enable a realization of this

system. The discussion begins with an assessment of adequate baseline configurations for a car

and continues with details of inexpensive component selection, including GPS receivers, inertial

sensors, and computer hardware. Cost was an important criterion for hardware selection, as this

prototype is intended to be representative of the type of inexpensive equipment that could be

used in large-scale production. A section on interface software covers the low level data struc-

tures that were implemented to handle the delayed serial-port data from the GPS receivers and

nearly real-time data from the inertial sensors. Proper handling of this information as it is input

into the application is a key low-level function that allows use of time-synchronized GPS and

inertial sensor data in the GPS/INS filters. As time synchronization of sensor data is a funda-

mental feature of the system and not a necessarily a trivial detail, the last section of this chapter is

dedicated to the method that was used in this prototype to apply GPS time tags to inertial sensor

data.

3.1 Baseline Configuration

The configuration of the baselines on an automobile is the first system-design parameter to

consider. The baseline lengths must be chosen to give sufficient accuracy for automobile control

applications, and still allow the system to operate with sufficient robustness (with low probability

of obtaining wrong integers). It is expected that the low satellite visibility and high multipath in

urban environments will strain the system robustness, so a reasonable starting point would be to

choose the minimum baseline lengths that meet accuracy specifications based on the accuracy

performance envelope discussed in Section 2.7.1. The accuracy specification was chosen as
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1σ of 1◦, based on the achievable heading control accuracy of a tractor for precision farming

[53]. Since this accuracy is desired regardless of channel SNR, Figure 2.18 suggests that a 50cm

baseline is adequate for this application, with PLL bandwidths up to about 20Hz. The robustness

of a 50cm baseline is also reasonable based on Figure 2.19, which shows that the probability of

rounding off to a wrong integer is about 2×10−5 for a low elevation satellite with significant

multipath.

Mounting constraints of GPS antennas on a vehicle can also be a design criterion for baseline

configuration. The most suitable location for GPS antennas on a car is on the roof of the vehicle,

probably below a plastic surface flush with the contour of the metal frame. The width of a typical

consumer vehicle is on the order of 1.0-1.3 meters and the length of the roof is usually over 1

meter, which allows for ample space for mounting multiple 50cm baselines.

Figure 3.1: Automobile Baseline Configurations With Three Antennas

The last consideration when placing baselines on a car addresses the issue of one-satellite

ADOP. As explained is section 2.6.1, satellites in front of and behind the baseline are best for

measuring yaw. A car in an urban canyon is more likely to see satellites in front of and behind the

car than to either side, so the primary baseline for measuring yaw should be placed perpendicular

to the length of the car. This way, the few satellites that may be visible in an urban canyon are

more likely to have good one-satellite yaw ADOP. This baseline will also measure the vehicles

roll angle directly. A third antenna can be added to enable vehicle pitch measurements and to

provide baseline redundancy. In addition, the use of multiple, nonparallel baselines will improve

GPS one-satellite attitude availability, as satellites that have poor ADOP for one baseline may

have good ADOP for another baseline. Figure 3.1 shows several baseline configurations that

are possible. The two equilateral-triangle configurations (a and b) are equivalent and the two

right-triangle configurations (c and d) are equivalent. Note, all line-segments drawn represent
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baselines of the same length. The symmetry of the equilateral configurations can make some

aspects of the software easier to implement, but the right-triangle configurations would result

in slightly more accurate pitch and yaw measurements. This difference is due to the fact that

configurations c and d have longer baseline components parallel to the roll axis of the vehicle

and have a longer diagonal baseline.

Due to easier construction and vehicle mounting, the configuration shown in Figure 3.1a was

chosen (with 50cm baselines) for the automobile attitude system prototype. The baselines were

assembled on an aluminum structure that was designed to mount onto a removable roof rack.

The assembly is shown in Figure 3.2, mounted on a test vehicle.

Figure 3.2: Baseline Assembly on Test Vehicle

3.2 GPS Receivers and Antennas

The GPS receivers used in the prototype were Canadian Marconi (now Novatel) Allstar OEM

boards. These boards were chosen based on their low cost, versatility, and ease of interaction with

a custom computer program. Furthermore, these boards have been used by researchers in several

implementations of low-cost attitude systems [18, 43, 51, 71].

As of November 2003, these Novatel Allstar boards cost about $500 for 1Hz PVT outputs

and 10Hz carrier phase outputs. The boards use the Zarlink GP2010 (RF Front End and ADC)

and GP2021 (12-channel correlator) chipsets, which are available individually for about $10 and

$18, respectively, if purchased in large quantities [72, 73]. Including the passive components,

clock, and a dedicated microprocessor to interact with the correlator chip, the total parts cost for

a single receiver would probably not exceed $60, making it a relatively low-cost component in a

consumer vehicle.
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The only modification performed to use these receivers in an attitude system was using a

single reference oscillator for all receivers in the system. For only three receivers, this alteration

involves removal of the clock from two of the boards and replacing it with parallel connections to

the clock output in the unmodified board. The oscillator used in these receivers is a Rakon 4080

TCXO, which can provide sufficient current to drive the clock inputs to roughly four boards. To

minimize noise in the clock lines, the parallel clock connections should be implemented with

a coaxial cable or a tightly-wound twisted pair that connects ground and clock inputs in all

receivers, with wires kept as short as possible.

A more professional implementation of a multiple-receiver common-clock setup may utilize

a commonlocal oscillator, which provides intermediate frequencies for down conversion of

the GPS signal and ADC triggers [13]. The local oscillator in an RF front end derives these

frequencies from the reference oscillator. The use of a common local oscillator provides more

stable phase-offsets between receivers as a function of temperature changes, which is perceived

in the software as line-bias drift. However, this technique is more complicated than simply

using a common reference oscillator, in that it requires customized design of the RF front ends,

and cannot be implemented with inexpensive “off-the-shelf” components. For this reason, the

prototype system discussed here does not have this deeper level of receiver integration, but a

commercial product based on customized chips for attitude determination most likely would.

Figure 3.3: GPS Receiver Assembly for Attitude Determination

The Allstar boards use a serial communications protocol that is compatible with a common

computer serial port, but the line voltage levels need external conversion to RS232 specifications.

This conversion can be implemented easily with a very simple circuit based on any number of

inexpensive IC chips available for that purpose, including the popular line of Maxim RS232 line

drivers/receivers (MAX231, MAX232, etc).

58



Figure 3.3 shows images of an Allstar board, and an assembly of three boards used in the

attitude-system prototype.

GPS antennas are available in a wide range of quality and cost. The antennas that would

most likely be used in an inexpensive automobile system are simple patch antennas, which are

also used in the prototype. The antennas used were 26dB active (26dB of gain), vehicle- track-

ing Micropulse antennas (32000 series), but any other model of patch antenna with comparable

specifications is expected to perform similarly.

3.3 Inertial Sensors

Inertial sensors typically refer to gyroscopes for measuring angular rates, and accelerometers

for measuring specific force (gravity plus platform accelerations). A complete IMU contains

three sets of each, such that three-axis attitude and three- dimensional acceleration can be mea-

sured. Many different kinds of gyroscopes and accelerometers can be used in an INS, and are

usually classified as one of four types depending on their long-term stability: navigation, tactical,

automotive, and consumer.

A sensor’s long-term stability and noise can be quantified with the Allan variance of the

device’s output. The Allan variance is defined as the variance of a number of averaged subsets of

data of equal length. The time constant (τ ) specifies the length of the averaged data subsets, and

the number of subsets used to compute the variance ranges from as few as two to the number of

samples in the complete data set. The Allan variance is a very useful method for characterizing

a random process, as both long-term stability and broadband noise characteristics of a signal can

be ascertained from a graph of Allan variance vsτ .

Table 3.1: Characteristics of Different Types of Inertial Sensors

Gyroscopes Accelerometers
Sensor Stability Noise Cost Stability Noise Cost
Quality τ σav std per τ σav std per

(sec) (deg/hr) (deg/sec) axis (sec) (g) (g) axis
US$ US$

Navigation 3600 0.003 1.3x10−4 10k+ 3600 25x10−6 5x10−6 10k+
Tactical 100 0.35 0.0017 1k+ 60 50x10−6 50x10−5 1k+

Automotive 100 180 0.05 100+ 100 120x10−3 10x10−3 100+
Consumer 100 360 0.05 40+ 100 240x10−3 10x10−3 5+

The different grades of inertial sensors are summarized in Table 3.1, which includes measures

of Allan variance (σ2
av) at the specified time constant, wide-band noise, and cost range. These
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details were obtained from [31] and [32], and a more detailed analysis on Allan variance and the

stability of the various types of inertial sensors can be found in these citations.

Modern cars are usually equipped with inexpensive automotive-grade inertial sensors, which

are used in various control and safety subsystems. These sensors do not have the necessary long-

term stability for prolonged dead-reckoning navigation, and are therefore not used by themselves

for this purpose. Integrated with GPS, however, automotive-grade sensors can be used for nav-

igation, as sensor biases can be calibrated whenever GPS is available, and these biases can be

assumed to remain constant during short GPS outages (on the order of 100 seconds). Considering

the significant cost difference between automotive and tactical or navigation sensors, a combina-

tion of GPS with inexpensive inertial sensors is a much more practical alternative for consumer

automobile applications than high-grade inertial navigation systems.

While a full INS navigation system needs accelerometers and gyroscopes, an integrated

attitude system needs only gyroscopes as long as a secondary subsystem (GPS in this case)

can provide three-axis attitude measurements. With GPS velocity, accelerometers can also be

used to provide roll and pitch information to a navigation filter, though this technique is not im-

plemented in this attitude system prototype. Nevertheless, accelerometers are included in the

IMU package and their outputs are stored for post-processing navigation outputs.

Table 3.2: Bosch DRS-MM1 Specifications

Gyroscope Accelerometer
Measurement Range ±100◦/sec ± 1.8g
Scale Factor 18mV/◦/sec 1000mV/g
Scale Factor Error ≤5% ≤ 5%
Offset Error ≤ 5◦/sec ≤ 0.06g
Max Offset Error Rate ±0.2◦/sec /min ±0.03g/min
Dynamic Response ≥ 30Hz ≥ 30Hz
Electrical Noise ≤ 5mV rms ≤ 5mV rms
root Allan Variance σav = 36deg/hrτ = 100sec σav = 2×10−4g τ = 100sec

The inertial sensors used in the attitude system prototype are Bosch DRS-MM1 Yaw-Rate

Sensors. Some of the important specifications for these sensors are included in Table 3.2. More

detailed information can be found in [57]. These MEMS devices consist of one accelerometer

and one gyroscope, and are packaged in a rugged enclosure for use in automobiles. The three-

axis IMU was constructed from three of these units, mounted orthogonally to each other inside

an aluminum box that mounts near the center of the GPS antenna triangle. The image in Figure

3.2 shows the IMU box hanging below the aluminum frame. Figure 3.4 shows an image of an

individual sensor and more detail of the IMU assembly.
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Figure 3.4: Inertial Sensors and IMU Assembly

3.4 Computer Hardware

3.4.1 Analog To Digital Converter

The outputs of the inertial sensors are analog, and they must be sampled with an ADC that

runs in real time and in parallel with the GPS attitude-determination software on the same com-

puter. The ADC selected for this purpose was a Quatech DAQP-16 PCMCIA device, which

has eight differential ADC channels that are sampled with 16 bits and eight digital I/O lines for

control or monitoring (one of which was utilized in the timing circuit discussed in Section 3.6).

This device also has the important feature of having optional external triggering for the sam-

pling clock, which allows precise time-synchronization with a pulse-per-second signal from a

GPS receiver. The ADC can be initialized and operated with user-defined functions written in C,

allowing the INS software and GPS attitude-determination software to run in the same program.

The card is also hardware-interrupt driven, which precludes the need to run a separate software

thread for the IMU or perform time-consuming polling for the next IMU output. Once the ADC

is initialized, the samples are triggered from an external source synchronized to GPS time and

processed with an interrupt-service routine which uses very little CPU time.

3.4.2 Serial-Port Expansion Card

Each Allstar GPS receiver communicates with a computer through a standard serial port. To

accommodate concurrent use of the three of these GPS receivers, a minimum of three serial ports
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are needed, which is more than most computers have. Therefore, a serial-port expansion card was

necessary to provide enough serial ports for assembly of the attitude-system prototype. For this

purpose, a Quatech QSP-100 PCMCIA card was selected, which provides four additional serial

ports.

3.4.3 Computer

The computer used in the prototype system is a Dell Insipiron 5000 laptop with a 500MHz

processor. A laptop was used to facilitate portability of the testing equipment. The only other

requirements for the computer were that it have two PCMCIA slots for the ADC and serial-port

cards, and sufficient CPU speed to handle all aspects of the attitude system; that is, process GPS

attitude determination code at 10Hz (including full integer ambiguity searches), service the ADC

interrupt routine at 100Hz, read data from three serial ports at 19200 baud without losing packets

due to buffer overflows, and display a graphical user interface for monitoring program status and

vehicle attitude. Furthermore, this performance was necessary without the use of a real-time

operating system (such as QNX), as development and testing of the software was done with a

Windows 2000 operating system. Through testing, it was found that this computer was sufficient

to run all the processes simultaneously, though some optimization of the graphics and serial-port

access was necessary.

Figure 3.5: Attitude System Prototype Equipment

The decision to use Windows was made on the facts that inexpensive programming resources

are well developed for Windows (including graphics programming), and that most GPS and

computer-hardware manufacturers provide drivers and interface software for Windows, allowing

for a variety of choices when selecting the previously-mentioned hardware. The disadvantage of
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using Windows is that applications do not have exclusive use of the CPU, and running processes

are constantly interrupted (if for a short time) by other background processes. This behavior

makes the implementation of a true real-time system difficult, as the time delay for measure-

ments to be available by the software is unpredictable. However, for the sole purpose of pro-

totype development where no other subsystem needs to use attitude measurements in real time,

time delays associated with CPU interruptions are negligible. For applications that go beyond

this prototype development, the applicable portable software for this system has also been used

successfully with QNX and Linux operating systems.

Figure 3.5 shows a photograph of all the equipment used to construct the attitude system

prototype, and illustrates its portability. Note, the picture does not include the DC to AC power

inverter and adapters needed to supply power to the computer, GPS receivers, and inertial sensors.

3.5 Interface Software

This section gives an overview of some important aspects of the software that are related to

interfacing with hardware and with a user. The software hierarchy is the first topic covered, and

specifies the overall architecture of the attitude system application. This discussion includes the

subdivision of functions, which are organized in such a way that exportable code can be easily

extracted and used in other systems which may utilize different hardware and have a different

user interface. The section on GPS interface software details the use of special data structures

used to receive and match GPS data from different serial buffers and inertial data from the ADC.

The objective of the serial-port interface software is to provide a means for storing and matching

GPS data as it is read from multiple serial ports, allowing for time-lags caused by operating-

system interruptions and accumulation of data in serial buffers. The IMU interface software

ensures that IMU data is properly time-tagged, used to obtain a real-time attitude estimate, and

stored until it has been used by the GPS/INS filter. The user-interface section contains a short

description of the graphical interface used in the development and testing of this attitude-system

prototype.

3.5.1 Software Hierarchy

The attitude-determination software and all of the hardware interface functions are pro-

grammed in C and are executed from a single custom Windows application. However, the

software is written in such a way that system-specific code is separate from exportable code,

and exchange of data between these sections takes place through a single global data structure.
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System-specific code includes control software for the ADC, and functions that utilize the Win-

dows Application Programmers Interface (API), such as control of serial ports and the graphical

user interface (GUI). Operating-system (OS) specific and ADC-specific software are grouped

together, since any ADC used will require drivers written for a specific OS. Exportable code is

software that can be copied without modification to a project compiled under another operating

system and that uses different hardware. Functions under this category include the GPS attitude-

determination and filtering (GPS/INS integration) functions. A smaller subset of the software

can be classified as semi-exportable, as it can be copied to a project that uses the same GPS

receivers but on a different operating system. The functions used to decode the various serial

messages from the GPS receivers are included in this category.

Figure 3.6: Prototype Software Architecture

Figure 3.6 shows a schematic of the major software blocks of the prototype system, where

each software block is classified as exportable, semi-exportable, or system-specific. The com-

munication between exportable and non-exportable code is bridged by a global data structure,
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such that adaptation of exportable code in another system would only involve assigning values to

the global-structure fields from another system-specific code. As shown in this figure, interface

software serves as a medium for communication between exportable code and system-specific

code.

3.5.2 GPS Interface Software

The serial ports which receive data packets from the GPS receivers have to be accessed con-

tinuously to flush out the data in their buffers. The serial data accumulates in the buffer when

the port is not being read, and data is retrieved in a first-in-first-out (FIFO) order when the port

is read. Consequently, the port has to be read fast enough so that incoming-data rate does not ex-

ceed outgoing-data rate in a time period long enough to overflow the buffer. The consequences of

a buffer overflow vary, depending on which message is lost. In most cases, loss of a data packet

results only in a missed GPS update for the GPS/INS integration filter, resulting in a longer prop-

agation step based on inertial measurements. Integration with an INS is designed to overcome

such momentary losses in GPS, so this scenario is relatively innocuous. However, a more serious

integrity problem can occur in some implementations. Some consumer GPS receivers which use

inexpensive oscillators, including the Allstar boards used in this prototype, often correct their

internal estimates of GPS time, and modify their ICP measurements when they do so. In the case

of the Allstar receivers, the occurrence of a time correction is accompanied by a quarter-cycle

discontinuous jump in phase measurement; the occurrence of this event is reported as part of the

raw-measurement data-packet which contains ICP measurements. If the message is received, the

discontinuity in the phase measurement can be corrected, and the correction remains applicable

until the next clock correction. If a message which coincides with a time correction is missed,

the ICP is not corrected properly, and a quarter-cycle error is introduced into all dICP measure-

ments. This situation is equivalent to suddenly invalidating the current line-bias estimate, and

could possibly result in a condition which can be difficult to rectify if wrong integer ambiguities

are determined as a result of the error. For this reason, the handling of serial port data is of crit-

ical importance for maintaining the robustness of this attitude system, and similar systems that

utilize serial ports for communication with inexpensive GPS receivers.

The sequence in which the different ports are accessed can be implemented in different ways.

One possible method is to use a multi- threaded program with one thread dedicated to each

receiver, as described in [2]. This method reads the ports as fast as possible, but complicates the

data interchange between threads. An easier technique can be employed, in which a single thread

iterates to read from the multiple ports, and reads from whichever receiver has the oldest time-

stamp on its latest carrier-phase message. With this strategy, if a receiver sends more packets

than the others (such as ephemeris or user-position packets which are only needed from one
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receiver), the IO buffer for its port would temporarily accumulate more data, but the port would

be read more often when it falls behind the other two receivers. The same process would apply

if one receiver falls behind due to a CPU interruption while its port was being read. This method

was found to work very well and is easier to implement than the multithreaded alternative, with

only a slightly longer average delay (less than 0.1 sec) in retrieving carrier-phase packets from

the serial ports. If used in a real-time system, this delay would only mean that the GPS/INS

integration filter would run slightly behind real time, and inertial measurements would have to

be propagated from the last filter update to obtain the real-time navigation solution.

Figure 3.7: Representation of GPS Interface Data Structure

The implication of using a random sequence for serial-port reading is that data packets are

also obtained in a random order, and carrier-phase measurements from different receivers must be

matched according to their time tag (which is part of the message itself). Thereby, if a receiver is

not the last to send a packet at a particular epoch, the data must be buffered until the last receiver

sends an update for this epoch. Data buffering was implemented with the use of a linked-list

structure, where each node of the list contains data from a single epoch. When data from a new

epoch is reported by any receiver, a node is added to the front of the list. When a second receiver

sends data for the same epoch, the node is found in the list and the data is inserted. The node will

remain in the list in chronological order, until data from all three receivers has been read for that
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epoch, at which time the data is processed into an attitude estimate and the node is discarded.

Figure 3.7 represents this process pictorially for a scenario in which RX1 is two epochs

ahead of RX2 and three epochs ahead of RX3. Since the latest time-tag for RX3 is older than

that for the other receivers, the software reads a CP data packet for RX3, places the data in the

appropriate linked-list node, and GPS attitude determination can be computed at epochti−3. The

same linked-list strategy can be used with any data that is combined from the three receivers to

form a composite measurement, such as GPS velocity and position data which can be averaged

from various receivers to give better estimates of vehicle velocity and position.

3.5.3 IMU Interface Software

The function of the IMU interface software is to buffer inertial data as it comes in from the

ADC, and supply appropriate measurements to the GPS/INS filter when they are invoked after

a GPS attitude update. Since the GPS/INS filter will have a time delay and the IMU data is

obtained practically in real time, the IMU interface software needs to identify the appropriate

data to send to the filter by matching GPS time-tags. Furthermore, inertial data that have been

sampled recently but whose time-tags are newer than the GPS time in the filter update need to be

kept until they are used by the filter, and can be used immediately to give an attitude estimate that

is as current as the last IMU sample. Since these samples are based on hardware interrupts, they

have a time-delay of less than a millisecond and can be used to give a nearly real-time attitude

estimate.

The requirements of the IMU interface software are also well served by a linked list. In this

case, each node in the list contains IMU data (time tag, accelerometer and gyro outputs) for a

single ADC sampling epoch, and for simplified processing, also contains integrated IMU data

up to and including that epoch. Unlike the GPS linked-list which may sometimes miss epochs

during outages, this list is updated without exception every 0.01 seconds immediately after each

IMU sample, at which time a new node is placed at the head of the list. The continuity of this

process is what guarantees real-time measurement availability at a high bandwidth. When the

GPS/INS filter needs the data, the time-tag of the filter update is matched to that of a node in

the list, and the integrated inertial data from the previous node is sent to the filter to generate

a propagated-state. Subsequently, used nodes are discarded and remaining nodes will continue

to be used to propagate inertial measurements into the real-time attitude estimates. Figure 3.8

depicts an example of this process, in which the time-tags in the list nodes are marked with

two subscripts:i (first subscript) represents an index for the GPS time update, andj (second

subscript) is an index for the IMU samples between GPS updates. Thus, for 10Hz GPS updates

and 100Hz IMU samples, thej index would range from 0-9 in between successive GPS samples,
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as there are 10 IMU samples in between GPS updates (assuming no outage). In this example,

the GPS/INS filter receives a GPS attitude update at timeti,0 andn IMU samples are used to

propagate the updated state into a real-time estimate.

Figure 3.8: Representation of IMU Interface Data Structure

Note that two separate threads access the IMU interface linked list; the ADC interrupt routine

adds nodes to the front of the list when new data is sampled, and the serial-ports thread reads

data from the list and discards used nodes. Although all linked-list operations are handled from

a single module, care must be taken to prevent data access conflicts. This problem can occur

when a section of data is being read or written by one thread, and another thread interrupts in the

middle of the update to access the same data. For this reason, access to the interface module must

be controlled to ensure that a thread completes its operations before another thread is allowed

access to the list. This important feature is common to multithreaded programs and is usually

implemented with the use semaphores (or critical sections in Windows API), which act a software

“traffic lights” to allow only one thread at time to access shared data [55].

3.5.4 Graphical User Interface

For the development process of this attitude-system prototype it was useful to have a GUI

to display as much information as possible in real time. For this purpose, a custom Windows

application was written to display various system variables, such as one-satellite yaw estimates,

inertial-sensor measurements and bias estimates, lengths of linked lists, etc... In addition, the
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window shows numerical and graphical representations of the GPS and INS attitude estimates

which can be easily monitored visually. Figure 3.9 shows a screen-capture of the GUI window

in operation. In this instance, the GPS information window shows all the satellites in view, their

one-satellite yaw and averaging weight for three baselines, and a few other parameters pertaining

to the size of the dICP linked list and time-lag of the three receivers. This information is displayed

when the “GPS Info” button is selected. To display other useful items, The “Messages” button

can be selected to view scrolling status messages from the software, and the “INS Info” button

is used to view inertial measurements, bias estimates, calibration readiness status, and other

variables and flags relevant to the inertial subsystem. The application also allows the user to save

data and debugging files with a unique suffix to identify a particular data set later.

Figure 3.9: Screen Capture of Attitude System GUI

3.6 Time Synchronization

The necessity to synchronize IMU measurements to GPS time was emphasized in Section

3.5, where the appropriate IMU measurements to send to the GPS/INS filter were identified
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by their time tag. Commercially-available IMUs do not generally have GPS time-tags on their

measurements, but the inertial system in this prototype was built with hardware that made this

important characteristic possible. This section describes the hardware and software components

that were used to achieve precise time synchronization of GPS and inertial measurements.

The two features of the hardware in this prototype that make time synchronization possible

are the pulse-per-second (PPS) signals from the GPS receivers and the ability to trigger the ADC

from an external source. The PPS signal is a 1Hz digital signal available in most GPS receivers,

which consists of a pulse train whose rising or falling edges are lined up in real-time with the

one-second transitions of GPS time, also commonly referred to as Universal Time Coordinated

(UTC). The rising edges also correspond to the time when GPS PVT navigation outputs are

valid. The PPS signal is based on the receivers internal estimate of GPS time, which is resolved

along with code-based user position. The software time estimate in a receiver is accurate to a

few nanoseconds, but the rising edges of the PPS signal are usually several hundred nanoseconds

from the UTC second transitions. The pulse train typically has a low duty cycle, meaning that

the signal stays high (+5V) or low (0V) for a relatively short fraction of its period. For the Allstar

boards, the rising edges are specified to be within 1µs of UTC, and the pulse-width (dwell-time

with signal high) is 1.01±0.01ms [9].

To synchronize a signal faster than 1Hz to UTC, the PPS signal can be used as a refer-

ence from which to generate a faster periodic signal. Traditionally, synchronization is achieved

through a phase-lock loop or similar control scheme in which the phase or edge of the signal to

be synchronized is compared to that of a reference signal (in this case the PPS signal), and the

frequency (or phase) of the generated signal is adjusted to achieve synchronization. The tech-

nique which was implemented in this prototype is somewhat different and possibly less accurate,

but was much simpler to implement with inexpensive hardware. In this approach, synchroniza-

tion was not achieved with a control system, but rather with a repetitive scheme which consists

of polling for the rising edge of the PPS signal, outputting a pulse train of 100 pulses spaced

0.01 seconds apart (initiated at rising edge of PPS), and repeating indefinitely. Thus, the 100Hz

signal realigns itself with UTC every second, with an accuracy limited by the PPS signal itself

and the speed with which its rising edge can be detected by polling. The accuracy of the next 99

pulses will be dependent on a local oscillator, so each pulse in the sequence may have a slightly

larger misalignment that the last, with the 100th pulse having the largest error. However, this

open-loop drift will incur little error in timing (<1ms) during the one second before realignment,

even utilizing an inexpensive ceramic oscillator. The resulting 100Hz output signal is relatively

seamless in the transition between the end of a 100-pulse sequence and the beginning of the next,

and is more than sufficient for the timing needs of a filter which processes dynamic signals no

faster than several tens of hertz.
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Given that there is virtually no distinction between the pulses of the 100Hz signal, the PPS

signal still needs to be used to identify the first pulse of a 100-pulse sequence to initialize a time-

stamp counter. Detection of the PPS signal can be implemented with a simple delay on the falling

edge of the PPS pulse, and detecting this longer pulse with a digital input on the ADC card. Once

this first pulse is identified, the counter can keep track of subsequent pulses and is used to form

the fractional part of the time-stamp (in seconds) on each IMU sample. The whole-number part

of the time-stamp (in seconds of week) can be determined easily from the last time-tag on the

10Hz carrier-phase message from a GPS receiver, which is never delayed for more than a few

tenths of a second.

Figure 3.10: Time-Synchronization Diagrams

The hardware needed to implement this timing strategy is nothing more than an inexpensive

microprocessor with at least one input pin and one output pin, a compatible ceramic oscillator,

and a few passive components. The total cost of this hardware in the prototype was less than

$10, though the digital input on the ADC card is not considered as part of this cost. The spe-

cific parts used were a PIC16F84 microprocessor and a 10MHz ceramic oscillator. The PIC was

71



programmed in assembly language to do the polling for the PPS rising edge on one input pin (de-

tectable within 2µs), and output the 100Hz trigger signal on one output pin. This microprocessor

has many features that are not necessary for this application, and a lower cost alternative could

be used.

Figure 3.10 shows a block diagram of this timing scheme, and includes representations of

the hardware and software components. A digital waveform diagram also shows the hardware

signals at various points of interest in the circuit, and depicts the timing relationships between the

PPS signal, the PPS signal with elongated pulse-width, and the 100Hz signal used as the ADC

trigger.
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Chapter 4

System Design of a GPS/INS Automobile Attitude

System with Tight Integration

Chapter 2 presented a detailed description of GPS attitude determination, including tech-

niques for line-bias estimation and integer-ambiguity resolution, traditional methods for deter-

mining attitude with multiple satellites, and alternative methods for estimating attitude with as

few as one satellite. The development of one-satellite attitude estimation techniques used the

simplification of having small vehicle tilt, and thus made it particularly suitable for automo-

bile applications, where vehicle tilt is typically less than 5◦ in any direction. It was also shown

that multiple-satellite and one-satellite solutions have advantages and disadvantages with respect

to one another. Specifically, multiple-satellite solutions have better accuracy, but one-satellite

solutions can function with fewer satellites and provide better GPS measurement availability

in urban environments. Another contrast is that multiple-satellite solutions are inherently self-

contained at any single epoch, while one-satellite solutions benefit greatly from having external

estimates of attitude from a coupled INS subsystem. The complementary strengths of both GPS

attitude-determination methods suggests that the best solution for an automobile system may be

a combination of both, with an inertial subsystem to provide the external estimates needed by the

one-satellite methods and allow for dead-reckoning navigation during GPS outages.

In Chapter 3, the low-level details of realization of an inexpensive GPS/INS attitude system

were covered, including the baseline configuration on a vehicle, hardware components, software

data structures needed to interface with typical hardware units, and synchronization of measure-

ments. The next logical step in the development of such a system is to specify the details of

subsystem integration.

This chapter focuses on the system-level design and performance of an attitude system proto-

type that incorporates both of the techniques for GPS attitude determination, and integration with

an inertial subsystem. The filtering techniques employed in this system for integration of GPS

and INS are specified. In addition to system integration, a detailed discussion on integrity moni-

toring is included which presents an overview of fault detection at various levels, from ensuring

single-channel dICP continuity to the use of multiple-baseline redundancy.
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4.1 Subsystem Integration

As mentioned in the introduction to this chapter, two of the unique features of this attitude-

system prototype are the usage of multiple-satellite and one-satellite attitude algorithms together

as a single GPS subsystem, and tight integration with an inertial subsystem. This section de-

scribes some of the important details pertaining to the union of both GPS attitude modules, and

the filtering techniques that are utilized to integrate the GPS and INS subsystems. Figure 4.1

shows a diagram of the subsystems that are discussed in this section and the next, and the infor-

mation paths between them. This figure will serve as a reference in the following subsections

which will explain in more detail how the GPS subsystem output is chosen from that of two

independent GPS modules, and the integration filters that merge the GPS and INS subsystems.

Figure 4.1: GPS/INS Attitude-System Prototype Subsystems

4.1.1 GPS-Attitude Module Selection

The GPS attitude-determination block in Figure 4.1 contains the multiple-satellite solution

module (per Eq. 2.38) and the average one-satellite solution module (per Eqs. 2.93 and 2.94).

As specified in Chapter 2, these two methods take the same information from the GPS receivers

and produce independent measurements of attitude. Besides attitude measurements, the outputs

of these modules include various system variables that are used to assess the integrity of their

respective attitude solutions. The integrity monitors shown in Figure 4.1 combine this informa-

tion into a single flag for each module, which indicates whether the applicable attitude output is

considered usable or not. The algorithms for integrity monitoring are the subject of Section 4.2,

and it will be assumed in this section that the binary value of their output flags is known.

Using only these two flags, the decision of which set of attitude measurements to use as the
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overall GPS subsystem output is relatively simple. If the multiple-satellite solution is usable,

it should be used as the default because of its better accuracy. If for any reason the multiple-

satellite solution is not considered usable, then the average one-satellite solution should be used.

If neither solution is usable, then the GPS/INS filter should not receive a measurement update and

the propagation step (dead-reckoning from the last state update) would be lengthened until a GPS

solution is available again. The ability to transition to and from dead-reckoning is represented

in Figure 4.1 by the switch symbol inside the GPS/INS filter, in the path from the update to the

propagation step.

Figure 4.2 shows a diagram that summarizes this description symbolically as the contents

of the GPS-module selection block. The input flags to this block are the output flags from the

integrity monitors, and are labeledmult sat att ok andonesat at ok; the output flag from this

block is equivalent to the union ofmult sat att ok and onesat att ok (equivalent to an OR

operation), and indicates whether GPS attitude-measurements should be used in the update step

in the filter, or whether the filter should revert to dead-reckoning.

Figure 4.2: GPS Attitude Module Selection

4.1.2 GPS/INS Integration Filters

As indicated in Figure 4.1, integration of GPS and INS is accomplished at various stages

in the attitude system, including inside the GPS subsystem. The goals of this integration are to

calibrate the inertial sensors and to enhance the robustness of the GPS attitude algorithms by

providing a reference for fault-detection at the channel level. Inertial-sensor calibration can be

implemented with either a loose-coupling or a tight-coupling filter. Without the feedback path

from the system output to the GPS subsystem, the block diagram in Figure 4.1 would represent a

loosely coupled system, where the GPS attitude measurements are not influenced by the inertial
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sensors. In a literal interpretation of a tight-coupling filter, the inertial sensors are calibrated

with a nonlinear filter whose state vector would include at least estimated dICP quantities and

sensor biases. In contrast to loose coupling, the GPS attitude measurements would be obtained

from filtered estimates of dICP that are influenced by the inertial sensors. In terms of inertial

sensor calibration, tight coupling offers a slight benefit over loose coupling due to the fact that

the individual channel dICP measurements that drive the calibration process are less correlated

than the full GPS attitude solution. This advantage alone is rarely sufficient motivation to incur

the added complexity of tight integration. The more important improvement when implementing

tight integration in a GPS carrier-phase application benefits the GPS subsystem, and involves

dICP filtering and fault-detection at the channel level. This feature can be used to smooth the

dICP measurements during periods identified as having high phase-error in a channel and to

detect cycle slips.

The filtering architecture in an implementation of tight coupling can have different forms.

The use of a single centralized (Kalman) filter is arguably the most complex alterative, as the

relationships between all inputs, measurements, and estimated states in the system are related

through large gain and covariance matrices in ways that can be nonintuitive. This interrelation

is theoretically optimal for the implemented system models, but poses difficulty for performing

fault detection on individual states and subsystems, and for maintaining stability under highly

variable satellite visibility conditions. Implementation of tight integration can also be achieved

with a f ederatedfiltering approach, which is a simpler alternative to using a centralized filter.

This technique involves the use of multiple smaller filters instead of one larger, more complex

filter. A federated approach can be more stable and is simpler to construct, but the theoretical

optimality of a centralized filter may be renounced for sub optimality [12]. In applications where

the conditions for optimality of a single filter are compromised regardless, federated filtering

may be a better alternative if it offers a more straightforward and more robust configuration. For

example, a GPS/INS attitude system on an automobile will often experience periods of unpre-

dictable high phase-noise on dICP measurements, which will invalidate the current “optimal”

filter gains that were chosen based on different values of measurement variance. In this situation,

the filter would no longer be considered optimal, because previously specified measurement vari-

ances that are used to compute filter gains are not applicable to current measurements. Since the

use of a single integration filter in this application offers limited advantage in terms of optimality

and is more difficult to implement, a federated approach is a more favorable alternative.

Another reason to use a federated architecture is to simplify the option to bypass filtering

(but not integrity monitoring) of dICP measurements. Under good signal conditions, the error

of a dICP measurement is on the order of 5mm (RMS); the error of an integrated automotive

rate-gyro multiplied by the distance between the IMU and antenna (considering both bias-drift
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and wide-band noise) may easily exceed that of a raw dICP measurement after a sufficiently

long integration time. In this case, the result of blending a propagated estimate of a dICP value

with a more accurate dICP measurement would defeat the original purpose for filtering, and

be detrimental to system accuracy. Using filtered dICP values for attitude estimation is more

useful when the dICP measurement is corrupted, and integration times of the IMU are short.

Considering both of these circumstances, filtering at the dICP level for the benefit of the GPS

subsystem should only be done on noisy channels. When it is not done on any channel, the

filtering characteristics of the system resemble those of a loosely-coupled system but the critical

channel-level integrity monitoring of a tightly-coupled system remains.

As shown in Figure 4.1, a federated GPS/INS filtering architecture was adopted for this

system, and is divided into two blocks. The primary tasks of the block labeled “Primary GPS/INS

filter” are calibration of the inertial sensors with GPS-based attitude measurements and to provide

synchronized attitude estimates as system output and to the GPS subsystem. The block labeled

“dICP filtering and Integrity Monitors” performs dICP filtering for fault-detection (namely cycle

slips and high noise conditions) and to use in attitude determination when needed. The branches

of the feedback path from the GPS/INS filter to the GPS attitude-determination modules and

integrity monitors represent the aspects of tight integration that are always present regardless

of the dICP filtering activity. These aspects of the integration do not require filtering, and are

covered in Subsections 2.2.3 and 2.6.3 for integer-ambiguity searches and in Section 4.2 for

integrity monitoring. The focus of this section is the filtering architectures that are employed for

dICP integrity monitoring, and for inertial sensor calibration and blended attitude estimation.

Primary GPS/INS Filter

The primary GPS/INS filter is responsible for inertial sensor calibration and blended attitude

estimation. Under normal system operation with good dICP measurements, the dICP filters are

only used for channel-level fault detection and the primary GPS/INS filter is the only system

component that performs literal blending of GPS and inertial measurements. The function of the

INS is also fundamentally coupled to the function of this filter, as the inertial sensor biases are

part of the estimated state. In this system, the INS is comprised of the IMU and the algorithms

that use its measurements to produce attitude estimates. These algorithms are implemented in

the propagation step of the filter, and consist of integrating gyro rates and biases from the last

state-update to the current time. State updates are the other core function of this filter, and occur

whenever GPS attitude measurements are available. The state updates give corrected inertial-

sensor bias estimates and a blended attitude estimates from the GPS and the propagated attitude

solutions.
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The state vector of the filter contains all the quantities (called state elements) that are esti-

mated. This filter needs to estimate three Euler angles for the attitude of the vehicle and all error

parameters of interest for three gyros. The inaccuracy in gyro measurements can be modeled

very well if all the sources of error are considered, including scale factor, misalignment, and bias

drift, among others (See Appendix C). All these parameters can be estimated in the filter with

nonlinear dynamic equations, but such a technique complicates the problem needlessly when

some of the parameters are nearly constant for a given gyro. Inertial sensor error-parameter es-

timation can be simplified by determining some of these constant (and repeatable) parameters

offline at a typical operating temperature. This type of calibration was found to be useful for the

scale-factor error and misalignment errors, whose values were estimated experimentally and cor-

rected in software without the need for real-time estimation. This simplification leaves the gyro

biases as the only error parameters that are to be included as states. For automotive-grade inertial

sensors, biases (or offset errors) appear to remain constant in the short-term, but always contain

exponentially correlated noise that must be corrected in the long term to maintain the accuracy of

the INS subsystem. Thereby, the error models for the gyros in this filter only consist of additive

biases to the raw gyro measurements. The raw measurements from the gyros are components of

the input vector to the filter (denoted with symbolu), and the body rates are expressed as follows

in terms of the inputs and biases:

Pitch body rate:q = u1 + δq (4.1a)

Roll body rate:p = u2 + δp (4.1b)

Yaw body rate:r = u3 + δr (4.1c)

With these definitions, the state vector can now be written as:

x =
[
θ φ ψ δq δp δr

]T
(4.2)

The first three elements are the vehicle pitch, roll and yaw, respectively, and the last three are the

pitch-gyro bias, roll-gyro bias and yaw-gyro bias, respectively.

The next step in the development of this filter is modeling of the dynamic relationships among

states and inputs. These equations will serve as the algorithms for state propagation in between

GPS updates, and constitute the software component of the INS. In general, the relationship

between body rates and Euler-angle rates is nonlinear with nonzero vehicle tilt, as roll and pitch

cause coupling between the gyro outputs. For a yaw-pitch-roll rotation sequence from ENU to
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body basis, the relationships between body rates and Euler-angle rates are:
q

p

r

=


cosφ 0 −sinφcosθ

0 1 sinθ

sinφ 0 cosφcosθ



θ̇

φ̇

ψ̇

 (4.3)

The inverse of the matrix in Eq. 4.3 would contain the nonlinear relationships needed to

integrate the body rates into Euler angles. The nonlinear relationships between state elements

and inputs would require the use of an extended Kalman filter [39], in which linearized equa-

tions are used to compute the state covariance and Kalman gain matrices, but the full nonlinear

relationships are used to propagate the state. Extended Kalman filters are used widely in esti-

mation applications of nonlinear problems, and are not difficult to implement. However, in this

application the nonlinear problem can be simplified, by realizing that the roll and pitch of a car

are small (typically≤ 5◦). With this simplification, the matrix in Eq. 4.3 is approximately equal

to the identity matrix and the angle-integration equations become uncoupled, thus allowing the

use of a simple linear filter. The validity of this simplification was tested in actual road tests,

and the results of using both types of filters were indistinguishable. These results confirmed that

a linear filter can be used for this application without appreciable loss of accuracy. The small

tilt-angle approximations described herein can be summarized as the following relationships be-

tween Euler-angle rates and body rates:

θ̇ ≈ q = u1 + δq (4.4a)

φ̇≈ p = u2 + δp (4.4b)

ψ̇ ≈ r = u3 + δr (4.4c)

The behavior of an automotive-grade gyro bias can be modeled fairly accurately as a constant

plus a first order Markov process, with correlation time on the order of hundreds of seconds. This

time period is relatively long when compared to correlation times of the GPS measurements used

to update the bias, so the dynamics of the gyro bias will likely behave like a constant in a time

period of less than about 100 seconds. Using this approximation, the dynamic equations of the

gyro biases are:

δq̇≈ 0 (4.5a)

δ ṗ≈ 0 (4.5b)

δṙ ≈ 0 (4.5c)

The continuous-time state-propagation equations can be written in matrix form by combining
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Eqs. 4.2, 4.4 and 4.5:

ẋ = A x+B u (4.6)

where

A =

[
03x3 I3x3

03x3 03x3

]
(4.7)

B =

[
I3x3

03x3

]
(4.8)

For using these equations in a discrete-time filter, a special notation needs to be adopted to

account for the fact that the propagation equation will be augmented with GPS measurements,

where the inputs (u) and the GPS measurements have different update rates. The same notation

as in Subsection 3.5 will be used, in which subscripti denotes the index of a GPS update, and

subscript j denotes the index of an IMU sample in between GPS updates. With this notation,

subscriptj resets to zero whenever subscripti increments, as illustrated in Figure 3.8. Since the

propagation step takes place in between GPS samples and involves IMU inputs only, subscripti

remains fixed and subscriptj increments with each new IMU sample. Therefore, the conversion

of Eq. 4.6 to discrete time is done with the sampling period of the ADC (∆tINS=0.01 sec):

x(−)i,1 = Φ x(+)i,0 +Γ ui,0 ( j=0) (4.9a)

x(−)i, j+1 = Φ x(−)i, j +Γ ui, j ( j > 0) (4.9b)

where

Φ = eA·∆tINS (4.10)

Γ =
∫ ∆tINS

0
eAηdηB (4.11)

In this application, the dynamics an automobile can be assumed to be much slower than the

100Hz sampling frequency of the ADC, so Eqs. 4.10 and 4.11 are simplified with the use of a

first order approximation of the matrix exponential [30]:

Φ ≈

[
I
3×3

∆tINSI
3×3

0
3×3

I
3×3

]
(4.12)

Γ ≈

[
∆tINSI

3×3

0
3×3

]
(4.13)

The ‘−’ signs in Eq. 4.9 are traditionally used to label a state estimate before an update step
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(the pre-update state-estimate), while the ‘+’ sign indicates an estimate after the update step (the

post-update state-estimate). This differentiation is necessary, as the two estimates are valid at

the same time-epoch and will have the same time subscripts. Most literature on Kalman filtering

will present Eq. 4.9 only as a relationship between the post-update state-estimate at epochi and

the pre-update state-estimate at epochi+1, assuming that inputs and measurements are updated

at the same rate. The notation used here emphasizes the fact that inputs are sampled faster than

the measurement update rate, in which case the propagation step represented in Eq. 4.9a is used

with the first input after the update (j=0) and Eq. 4.9b is used with all subsequent inputs until

the next GPS update.

When a GPS measurement is available, the filter performs an update step that consists of

combining the propagated state-estimate with the measurement. To maintain consistency with

the established notation, the occurrence of a GPS update should increment thei subscript of

the IMU time tags, and reset thej subscript. To simplify the notation of the update step, the

propagated state estimate up to an instant before the current update should have (i,0) subscripts.

If n IMU samples occur between the last GPS update at timeti−1,0 and the current GPS update

at timeti,0, then the subscript modification that precedes the update step would be as follows:

x(−)i,0 = x(−)i−1,n−1 (4.14)

For this filter, the measurement vector is defined as the three Euler angle measurements from

the GPS subsystem:

y
i
=
[
θGPS(ti) φGPS(ti) ψGPS(ti)

]T
(4.15)

The state-update process consists of blending this GPS measurement vector with the propagated

state, and is described by the following equation:

x(+)i,0 = x(−)i,0 +K
(

y
i
−H x(−)i,0

)
(4.16)

where

H =
[

I
3×3

0
3×3

]
(4.17)

K = Gain Matrix

Note that when GPS measurements are not available, this step is bypassed and the propagation

step is prolonged. This scenario is represented in Figure 4.1 with the open connection between

the “Update” and “Propagate” blocks in the primary GPS/INS filter.

81



The gain matrix is usually selected based on the relative confidence levels between the prop-

agated state and the measurement. If the errors in these quantities can be assumed to be uncor-

related and with Gaussian distributions, then a Kalman filter can be used which converges to

the optimal gains based on the known variances of process noise (which affects the propagation

step) and measurement noise. The Kalman gains tend to be high (near unity) when confidence

in the measurements outweighs that of the propagated estimate, and low (near zero) otherwise.

To avoid extra computation cost, Kalman gains can also be computed offline based on known

variances [35, 39, 59], in which case the gain matrix would be constant. The sacrifice for this

simplification is that the gains may not necessarily be optimal initially (depends on covariance

of initial state estimate), but the estimated-state covariance would eventually converge such that

the gains are optimal.

Kalman filters are usually implemented for systems with stationary random processes. A

stationary random process is one whose statistics such as variance and time-correlation remain

constant. As mentioned previously, however, the variances of the GPS measurements in this

system are highly dependent on the signal environment and number of satellites in view, and

are difficult to quantify in real time. The time-correlation of GPS attitude errors is also not

always stationary as a result of imperfect phase-delay calibration, which results in distinct time-

correlation for non-rotating antennas, but much less time-correlation for rotating antennas. These

complexities make realization of a true optimal filter very challenging, and a sub-optimal filter

was opted for ease of implementation. The constant gains were chosen near the Kalman values

obtained under nominal conditions, but are more favorable towards the propagated state to adjust

for frequent high phase-noise conditions. Gain scheduling was also implemented to allow for

cases where the confidence in the propagated state is reduced as a result of long GPS outages

or rapid yaw maneuvers. In such cases, the accuracy of the dead-reckoned attitude estimate is

expected to degrade after a prolonged period without bias-calibration updates, and the gains are

adjusted accordingly. In situations where the INS could have drifted by several degrees (about

30 seconds if there is a yaw maneuver) the INS is reset with the first available GPS solution.

Table 4.1 shows the values of the filter gains used in various situations. The columns of the

table represent states of the system in which different sets of gains are used. The different cases

are as follows:

Case A: Initialization (before convergence of gyro bias estimates) or after GPS outages during

which significant yaw maneuvering occurred.

Case B: After Initialization; normal operation with small yaw rate.

Case C: Normal operation, but with significant yaw rate (> 10◦/sec). Gains are adjusted to

mitigate errors from scale factors or gyro misalignment, as these quantities are not included as

states and are not calibrated perfectly.
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Case D: First epoch after a long GPS outage (> 30sec). Attitude estimates are reset to first GPS

solution.

Table 4.1: Primary GPS/INS Filter Gains

Gain A B C D

k1,1 0.15 0.1 0.3 1
k2,2 0.15 0.1 0.3 1
k3,3 0.15 0.05 0.15 1
k4,1 0.04 0.001 0 no change
k5,2 0.04 0.001 0 no change
k6,3 0.04 0.0005 0 no change

Figure 4.3 contains plots of the GPS yaw and filtered yaw for a test case in which two 60-

second GPS outages were induced by negating theusegpsatt flag artificially. During the first

outage the antenna array was left static, and during the second outage the antenna array was ro-

tated about 33◦ counterclockwise. The purpose of this test was to verify that the drift rate of the

INS-only attitude solution was small for GPS outages on the order of a minute. The amount of

INS error-drift accumulated during the outage can be gauged by the difference between the INS

and GPS solutions when GPS is recovered after the outage; as shown, this difference is less than

one degree in both cases, suggesting that the yaw rate-gyro was well calibrated before the outage

and the bias did not change measurably during that time. Figure 4.4 shows the yaw rate-gyro

bias estimate for this data set, and confirms this fact. The notable change in the variance of the

bias estimate at t = 35sec and t=310sec is due to gain adjustments from the gain-scheduling algo-

rithms, which occur after the bias has converged to a relatively constant value after initialization,

and after long periods under dead reckoning. The running average of the gyro bias is also shown

in this plot, and is simply a low-passed version of the filter’s output. This cleaner estimate of the

bias is used during GPS outages in case the outage occurs while the scheduled gains are high,

which would result in high variance in the filter outputs. Although only the yaw and yaw-gyro

bias estimates are shown in Figures 4.3 and 4.4, this performance is representative of the roll

and pitch estimates as well. Of course, this comparison is subject to the caveat that GPS yaw

measurements are more accurate than GPS roll or pitch measurements for this system (see Figure

2.11), and the filter gains reflect this difference.
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Figure 4.3: Primary GPS/INS Filter Yaw Estimates

Figure 4.4: Primary GPS/INS Filter Yaw-Gyro Bias Estimates
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dICP Filters

Under conditions where one or more channels are flagged as noisy, the raw dICP measure-

ments for the appropriate channels can be replaced by filtered dICP estimates in the GPS attitude

algorithms. These estimates are obtained through a traditional filtering process where the GPS

dICP measurements are used in the update step, and the calibrated gyro rates are used in the

propagation step. The state vector of the filter contains only one state, the dICP estimate for a

given baseline and satellite.

The dynamic equation that constitutes the propagation step of this filter can be obtained by

taking the time derivative of Eq. 2.9:

d
dt

(
∆ϕk

AB(t)
)
≈ d

dt

(
−1kT

e (t)ABB
e(t)+nk

AB+ lAB(t)
)

(4.18)

Since the LOS vector and line bias change slowly with respect to the baseline in an Earth-fixed

basis, this equation can be simplified by assuming that all terms are constant except the baseline

vector:
d
dt

(
∆ϕk

AB(t)
)
≈−1kT

e
d
dt

(
ABB

e(t)
)

(4.19)

The baseline vector in the ENU basis can be written as the product of the rotation matrix from

body to ENU basis and the constant baseline vector in body basis:

ABB
e(t) =

e
C

b
(t)ABB

b (4.20)

Substituting this equation into Eq. 4.19 results in an expression that shows the time rate-of-

change of the dICP as a function of the time rate-of-change of the rotation matrix:

∆ϕ̇k
AB(t)≈−1kT

e e
Ċ

b
(t) ABB

b (4.21)

The time rate-of change of the rotation matrix is a function of the vehicle’s attitude and the

body rates, which are available from the primary filter’s output. This matrix quantity is most

easily derived by expanding the rotation matrix as the product of three single degree-of-freedom

rotation matrices where each is a function of one Euler angle:

e
C

b
(ψ,θ,φ) =

e
C

t2
(ψ)

t2
C

t1
(θ)

t1
C

b
(φ) (4.22)

The t1 andt2 bases correspond to intermediate reference frames used between successive rota-

tions. The time derivative of Eq. 4.22 is:

e
Ċ

b
=

e
Ċ

t2t2
C

t1t1
C

b
+

e
C

t2t2
Ċ

t1t1
C

b
+

e
C

t2t2
C

t1t1
Ċ

b
(4.23)
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where

e
Ċ

t2
=

∂
∂ψ

(
e
C

t2

)
ψ̇ (4.24a)

t2
Ċ

t1
=

∂
∂θ

(
t2
C

t1

)
θ̇ (4.24b)

t1
Ċ

b
=

∂
∂φ

(
t1
C

b

)
φ̇ (4.24c)

The Euler-angle rates in these equations are approximated as in Eq. 4.4 from the gyro-rate inputs

and estimated gyro biases. In discrete time, the timing relationship between the propagation and

update steps is analogous to that of the primary GPS/INS filter, so the same timing subscripts as

in Eqs. 4.9, 4.14 and 4.16 are applicable. As such, the propagation step for the dICP filters is:

∆ϕ̂k
AB(−)i,1 = ∆ϕ̂k

AB(+)i,0−1kT

e e
Ċ

b
(ti,0)ABB

b∆tINS (j=0) (4.25a)

∆ϕ̂k
AB(−)i, j+1 = ∆ϕ̂k

AB(−)i, j −1kT

e e
Ċ

b
(ti, j)ABB

b∆tINS (j>0) (4.25b)

The update step is:

∆ϕ̂k
AB(+)i,0 =∆ϕ̂k

AB(−)i,0 +k
(
∆ϕk

AB(ti,0)−∆ϕ̂k
AB(−)i,0

)
(4.26)

where the gaink would have a value of about 0.1-0.3 for automotive grade gyros.

To simplify the implementation of this filter, the states and measurements in Eqs. 4.25a and

4.26 actually represent the dICP quantities corrected for the last known integer ambiguity. If

instead they represented the raw dICP quantity, a cycle slip would create a large discontinuity

between successive time-steps and complicate monitoring and visualization of the filters opera-

tion. If a cycle slip occurs between time-steps, the propagated state’s integer correction will not

match that of the new measurement (which is not known yet), so the update step is bypassed in

these situations until the new integer is determined. Bypassing the update step is also used to

prevent poor data from corrupting the filtered dICP estimate. To identify noisy data, the magni-

tude the dICP measurement innovation (also called the measurement residual) can be compared

to a previously established noise threshold. The dICP innovation is the quantity inside the large

parenthesis in Eq. 4.26:

res
(
∆ϕk

AB(ti,0)
)

=∆ϕk
AB(ti,0)−∆ϕ̂k

AB(−)i,0 (4.27)

In this implementation, the magnitude of the dICP innovation is allowed to be as large as 0.05

cycles, which is equivalent to about two standard deviations of the expected phase-noise of a

typical PLL. If the innovation exceeds this value, the dICP measurement is ignored in the filtering
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process by bypassing the update step.

Figure 4.5 contains plots of the dICP measurements and estimates for a set of data which

includes both static and dynamic conditions. The second plot shows the value of a flag that

indicates whether the dICP innovation’s magnitude exceeds the noise thresholds of±0.05 cy-

cles. Detail A shows a section of data when the baseline is static, and the dICP measurements

exhibit some time-correlated error due to phase-delay and line-bias drift. These errors cannot

be mitigated with filtering because of their slow rate of change, and since their magnitude can

exceed that of uncorrelated noise, no accuracy advantage would be gained by using the filtered

dICP instead of the measurement in the attitude solution. Detail B focuses on a section of data

between t=102 and t=106 where the dICP measurements appear corrupted by multipath, and the

dICP filter successfully identifies and ignores the outlying data. Note how this situation is clearly

distinct to other rapid changes in dICP caused by movement of the baseline, where the gyro rates

capture the movement and properly propagate the filter estimate such that the innovations remain

small.
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Figure 4.5: Performance of dICP Filters
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4.2 Integrity Monitoring

Integrity monitoring refers to the inspection of measurements and program variables to ensure

the continuous availability and robustness of the attitude system. This process can take place

at various levels in the system, and may or may not capitalize on GPS/INS integration. At a

low level, integrity monitoring is performed at the channel-level, and its purpose is detection

of excessive phase-noise and cycle slips in individual channels. This information is critical for

knowing when to exclude noisy measurements from the attitude solution and when to perform

new integer-ambiguity searches. The next level of verification is at a single-baseline level, in

which relationships that are common to all channels in a baseline are utilized, such as the line-

bias and line-bias correction term. Geometry constraints are also applicable at the single-baseline

level, consisting of such verifications as known baseline-length (for the linear attitude solution)

and platform tilt-angle bounds. The highest level of integrity monitoring in the GPS subsystem

involves multiple-baseline redundancy, in which the vector relationships between the baselines

are used to verify various relationships between single-baseline parameters, including line-bias

and integer ambiguities. The final level of integrity monitoring takes place within the primary

GPS/INS filter, and prevents poor GPS attitude solutions from distorting the filtered attitude

estimates.

4.2.1 dICP Fault Detection and Correction Measures

The discussion on dICP filters in Subsection 4.1.2 explained much of the methodology for

dICP fault-detection and correction. The value of the dICP innovations was used as a measure

of the noise content in the raw measurement, and values that exceeded a certain noise threshold

were not used to update the filter state. Thereby, inspection of the innovations represents the first

level of integrity monitoring of GPS measurements.

In instances where the residual exceeds the noise threshold in a given channel, the dICP state

estimate is likely more accurate than the unprocessed GPS measurement, and is thus used sub-

sequently in the attitude determination algorithms. Even though the state is not updated with the

current GPS measurement, the state estimate still contains geometric information that is indepen-

dent from the other channels, and is usable as a separate measurement. This corrective measure

is useful as long as the noisy conditions are brief, such that the state estimates in the dICP filter

retain correlation with past measurements from the channel. During a prolonged period where no

updates occur, the estimated dICP for the channel may drift away from the true value simply as

a result of integrating the noise on the gyro rates, and if used in the attitude-determination equa-

tions, it would deteriorate the accuracy of the solution. For this reason, monitoring the length of

time without dICP updates is necessary for knowing when to reset the dICP estimate with the
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first available measurement. In the current implementation, the filter is reset after a 30 second

period without usable GPS measurements. This value is relatively conservative, as it assumes

that no other channels are being used to calibrate the inertial sensors.

The value of the dICP filter innovation can also be used as a cycle-slip detector, since the

change in integer ambiguity after a cycle slip will usually result in a innovation magnitude larger

than multiple cycles, and this condition is clearly distinguishable from even the most severe

multipath phase-noise in the channel. In the event of a possible cycle slip, a flag can be set to

activate an integer determination process for the channel, and the decision to use the channel is

deferred until the new integer is determined.

Figure 4.6: dICP Filter Updates and Integrity Monitoring

The flow chart in Figure 4.6 summarizes this fault-detection and correction procedure, in-

cluding the simple decision processes utilized to flag noisy measurements and cycle slips and the

actions taken in regards to the dICP filter updates and channel utilization.
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4.2.2 Baseline-Level Integrity Monitoring

The next level of integrity monitoring takes place at the baseline level, and uses the relation-

ships between the channels in a given baseline as well as geometric constraints to confirm the

validity of a GPS solution. The techniques that fall under this category for the multiple-satellite

solution include verification of the line-bias correction value, baseline length, and magnitude of

inclination angle. Note, these methods are not dependent on the inertial subsystem. The one-

satellite solutions do not allow for line-bias correction monitoring or baseline-length verification,

and are thus more dependent on the inertial subsystem for fault detection and recovery. Thereby,

integrity monitoring at the baseline level is different for the multiple-satellite and single- satellite

solutions (as depicted in Figure 4.1) and are covered separately in the following subsections.

Baseline-Level Integrity Monitoring for Multiple-Satellite Solution

The first step in verifying the integrity of a multiple-satellite solution is inspection of the

line-bias correction term. In Subsection 2.2.2, the line-bias correction term was introduced as a

method of tracking changes in the line bias. Besides reflecting the common mode biases in all

the channels in a baseline, this value also depends on the residuals in the individual channels,

and thus on the noise content of the phase measurements. Since the line-bias correction term

is supposed to be small and change slowly, any large, short-term deviations in its value can be

used to identify instances of disagreement between channels for the multiple-satellite solution.

In such cases, a simple inspection of the individual row-equation residuals yields the channels

that cause the problem, and the noisy channels can be removed from the solution.

Figure 4.7 demonstrates the result of implementing this technique. The first plot shows the

line-bias correction term (as computed with Eq. 2.14) and its running average (as computed

with Eq. 2.28b) during a short test drive. The line-bias correction term clearly exhibits erratic

behavior between 100sec and 120sec, when one or more channels became noisy as the car passed

near some trees. The second plot shows the value of a flag (dl stable) that is negated when the

line-bias correction term exceeds 5cm difference with its running average. The running average

is not updated during these relatively noisy conditions, but no further action is performed to

amend the GPS measurement. The 5cm noise threshold was established empirically for this

system, such that noise conditions that yield differences below this limit did not affect the attitude

solution significantly. The third and fourth plots show the same data for a similar test drive,

executed a few minutes later through the same path near the trees. In this case, corrective action

is taken whenever the line-bias correction term exceeds 5cm difference with its running average.

More specifically, up to two channels with the largest residuals are removed from the least-

squares solution. As shown, the line-bias correction term is much better behaved through the
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noisy section, though the scatter of points within the 10cm corridor around the running average

suggests that there is a larger noise component in other channels that remain in the solution.

Figure 4.7: Noisy Channel Removal by Residual Inspection

Two other simple but useful verifications on the baseline vector are the baseline-vector length

and the magnitude of the baseline inclination angle. The baseline-length test is identical to

that used in the integer-verification process (see Eq. 2.33), and rejects solutions for which the

norm of the baseline vector differs from the known baseline length by more than a specified

tolerance. The inclination-angle test is similar in concept, in that the vertical component of the

baseline vector is not allowed to exceed the value that would correspond to a maximum expected
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inclination angle.

Figure 4.8: Baseline-Level Integrity Monitoring for Multiple-Satellite Solution

The integrity monitoring process at the baseline level takes place for each baseline individ-

ually, and includes the line-bias correction term test, the baseline length test and the baseline

inclination test. All tests must pass for the baseline vector to be considered usable. The flow

chart in Figure 4.8 illustrates this process as it is implemented in software, and begins after all

required integer searches for the multiple-satellite solution have been performed. Near the end of

the flow chart, the flagmult sat att ok(bl index) represents the combined result of these tests.

Note, this flag represents only one of the baselines, and is not the same as themult sat att ok

flag discussed in Section 4.1.1, which represents all of the baselines and is asserted only after the

multiple-baseline integrity tests.

Baseline-Level Integrity Monitoring for Average One-Satellite Solution

For the average one-satellite attitude solution, integrity monitoring at the baseline level can

be done with or without interdependence among channels. Using other channels as a reference

with which to assess the accuracy of a one-satellite attitude estimate amounts to a similar test

as the line-bias correction term test discussed in the previous subsection, as it would consist of
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comparing residual errors of one channel with respect to the other channels. As an alternative, the

primary GPS/INS filter attitude output can be used instead of the other channels as a reference

with which to gauge the noise content in a single dICP measurement. This option helps to

maintain the decoupling of the channels, but strengthens the dependence of the one-satellite

attitude techniques on the inertial subsystem. In a sense, using the primary filter output as a

reference at this level is similar to its use in the dICP filters, in that a single GPS measurement is

compared to a reference value partially based on the inertial subsystem. The difference between

the two tests is that the reference value used in the baseline-level test is not a propagated estimate

based on the channel being tested, and is thus less correlated to the tested measurement.

In this attitude system, baseline-level integrity monitoring for the one-satellite solutions is

implemented with and without the use of the primary GPS/INS filter. Due to its simpler imple-

mentation and better reliability, using the GPS/INS filter as a reference is the preferred method

when the gyros are well calibrated. The other channels are used as a reference for integrity

monitoring only during the initialization phase of the inertial sensors or when the system oper-

ates without an INS. Regardless of the source of the reference attitude, the residual test on the

channel is the same. The residual quantity to be tested with respect to the reference attitude is

identical to that used in the one-satellite integer determination process, and is given by Eq. 2.88.

This residual measurement was introduced as a measure of confidence in a new integer solution,

but in this case it is also used to ascertain the noise content of the measurement when the integer

is known.

In addition to the residual tests on each channel, integrity monitoring of the average one-

satellite orientation angles also involves removal of channels with poor ADOP to prevent erratic

measurements from disrupting the average attitude estimates. This process consists simply of

rounding the weights of the one-satellite measurements (see Eqs. 2.91 and 2.92) to zero when

they are considered low.

Figure 4.9 shows a flow chart that represents the integrity monitoring process for the average

one-satellite solutions of a single baseline. As before, the algorithm depicted begins after any

required integer searches have been completed, and the output of the algorithm is a flag that

indicates whether the baseline vector based on one-satellite attitude measurements is usable.

Note that since the yaw and roll angles are computed separately in the one-satellite attitude

algorithms, the baseline vector is used even if the baseline roll is not determined due to poor

ADOP. Since small vehicle pitch and roll are expected the majority of the time, the baseline-roll

angle is assumed to be zero, and a usable one-satellite yaw measurement is sufficient to allow

use of the baseline vector.
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Figure 4.9: Baseline-Level Integrity Monitoring for One-Satellite Solution
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4.2.3 Multiple-Baseline Integrity Monitoring and Recovery

Baseline redundancy is the main concept used to implement integrity monitoring with mul-

tiple baselines. The concept of redundancy is based on the fact that any one baseline vector can

be obtained from the sum or difference of the other baseline vectors. As shown in Figure 2.7, the

triangular baseline configuration used in this system is subject to the relationship

A~B
C

=
A~B

B
+

B~B
C

(4.28)

Since the three baselines are computed independently, the most obvious monitoring technique

that can be used when all three baselines are available is making sure that this vector relationship

is satisfied to within a specified tolerance. If one of the baselines fails lower-level integrity

monitors, this higher-level integrity check cannot be used, but the full three-axis attitude estimate

is still available.

The line biases of the baselines also obey the same relationship, since a line-bias simply

represents a difference in propagation-delay times of the GPS signal along two paths. Thereby,

the line bias of baseline AC should be the same whether it is measured between antennas A and

C directly, or as the sum of the line biases of baselines AB and BC. Of course, this relation-

ship must be adjusted for whole-number rollover, but for simplicity it will be expressed without

emphasizing the integer correction:

lAC(t) = lAB(t)+ lBC(t) (4.29)

The relationship also applies to the phase delays, which are affected by relative differences be-

tween perceived antenna phase-centers. Since all antennas are assumed to have the same LOS

vector for a given satellite, the phase delays between the three baselines are related as follows:

ηϕAC = ηϕAB+ηϕBC (4.30)

With this equation, the line biases and line-bias correction terms can be cross-checked when they

are computed for all three baselines.

Equations 4.28-4.30 have another important use when they are combined such that the re-

lationship between integer ambiguities for different baselines is revealed. To derive this useful

property of redundant baselines, Eq. 4.28 is first multiplied by a LOS vector:

~1kT A~B
C

=~1kT A~B
B
+~1kT B~B

C
(4.31)

Each of the terms in this equation now looks like the delta-range term from a row of the linear
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attitude equation (see Eq. 2.9). Since Eqs. 4.29 and 4.30 relate the line bias and phase delay

between baselines, the relationship between the remaining terms of the attitude equation rows is:

∆ϕk
AC−nk

AC = (∆ϕk
AB−nk

AB)+(∆ϕk
BC−nk

BC) (4.32)

This equation now provides a relationship between the integer ambiguities of the three baselines,

and offers an additional means for verification that the integer values are correct.

The baseline-angle verification is one additional test that can be performed on two baselines.

This test consists of computing the angle between two estimated baseline vectors, and comparing

this angle to its known value. The cosine of the angle between two vectors can be computed with

a well-known equation. Using baselines AB and AC as an example, the cosine of the angle

between the baselines is:

cos6 CAB =
A~B

B ·A~BC

RABRAC
(4.33)

Figure 4.10: Integrity Monitoring with Multiple Baselines

Figure 4.10 shows a flow-chart that summarizes the integrity-monitoring and correction op-

erations at the multiple-baseline level. The algorithm begins when the single-baseline integrity

monitors are completed for all three baselines, and their output flags (mult sat att ok(bl index)

andonesat att ok(bl index)) indicate whether individual baselines are usable. Note, this algo-

rithm is essentially the same whether the baselines are computed with multiple-satellite solutions

or from average one-satellite solutions. The flow chart includes branches that apply for cases
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where there are three good baselines, two good baselines, or only one good baseline. In the latter

case, only two rotational degrees of freedom can be measured; the yaw angle is observable with

any single baseline, but roll and pitch depend on the position of the baseline on the vehicle. The

outputs of these final integrity monitors in the GPS subsystem are simply the Boolean flags that

were introduced in Subsection 4.1.1,mult sat att ok andonesat att ok.

4.2.4 Integrity Monitoring in the Primary GPS/INS Filter

The final level of integrity monitoring is in the primary GPS/INS filter, and uses the same

innovation-monitoring technique that was used for the dICP filters. Since the small inclination-

angle assumption decouples the three rotational degrees of freedom, each Euler angle can be

monitored separately for large differences between the GPS measurement and corresponding

propagated state. This type of error-checking capitalizes on the short-term stability of the INS

subsystem to identify momentary errors in the GPS measurements that may have gone undetected

in the GPS subsystem. After all the other integrity checks, this final level of fault-detection

mostly targets single-baseline solutions (where the two other baselines are not considered us-

able), as this situation is not subject to the multiple-baseline integrity monitors (see Figure 4.10).

The innovation vector for the primary GPS/INS filter is shown in Eq. 4.16 as the vector

quantity inside the larger parentheses. The individual components are:

Pitch Innovation = θGPS(ti)− θ̂(−)i,0 (4.34a)

Roll Innovation = φGPS(ti)− φ̂(−)i,0 (4.34b)

Yaw Innovation = ψGPS(ti)− ψ̂(−)i,0 (4.34c)

These scalar values are considered independently to determine whether a GPS measurement

should be used to update the corresponding state. In this implementation, up to a 5◦ innovation

magnitude is used to update the state, and higher values are ignored in favor of dead reckoning

during that epoch. In addition to checking the value of the innovations, the time since the last

GPS update must also be considered, as done with the dICP filters. After a sufficiently long

period without GPS measurements, the filter should be reset (instead of updated) with the GPS

attitude measurement. However, to exceed 5◦ of error, this type of outage would have to be

on the order of minutes and is very rare in most outdoor driving environments. The final stage

of verification assures that the gyro-bias state-estimates remain relatively constant. This test

consists of comparing a bias state-estimate with its running average, which is relatively free of

wideband noise, and ignoring estimates that exceed a pre established threshold.
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Figure 4.11: Primary GPS/INS Filter Updates and Integrity Monitoring

Figure 4.11 shows a flow chart that outlines the algorithm for integrity monitoring in the

primary GPS/INS filter. Note, the residual inspection and the state-update and reset operations

are independent for each degree of freedom. With this flexibility, the yaw angle estimate can

be updated when having only one of the three baselines with valid GPS attitude, in which case

vehicle roll and/or pitch may not be observable.
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Chapter 5

GPS/INS Attitude System Performance

This chapter gives an overview of the performance of the GPS/INS attitude system prototype

discussed in Chapters 3 and 4. The required performance of this attitude system encompasses

both accuracy and robustness, and individual sections are dedicated to each of these critera.

Despite having no “truth system” with which to compare system outputs during road tests, the

accuracy of the system in such tests is estimated by modeling the discrete filtering process as a

continuous-time linear system and using some of the measurable noise characteristics of the filter

inputs and innovations to derive a likely value for the attitude-error variance. The robustness of

the system is gauged as the ability to maintain the integrity of GPS attitude solutions throughout

numerous road tests through suburban roads, and it will be shown that this system performs very

well when compared to a commercial attitude system with loose GPS/INS coupling.

5.1 Accuracy

This section presents some analysis and results that are used to estimate the attitude accuracy

of this system during road tests. The method used for this purpose relies on a study of measured

filter innovations. In the following development, the observed characteristics of the innovations

(including variance and time correlation) are used to model their power spectral density (PSD).

Using the approximate linear relationships between the attitude measurements, estimates, and

innovations, the PSD of the system attitude error is estimated and used to calculate the error

variance.

It is recognized that this method of estimating attitude accuracy does not capture low fre-

quency errors well, such as the phase delay discussed in Section 2.5. With this type of error, the

GPS/INS filter converges to the GPS solution within a few seconds, and the filter innovations

would show no further time-correlated error. Thereby, the technique discussed in this section is

best used for dynamic test cases where the baseline experiences angular motion most of the time

(such as in Figure 5.4).

The primary GPS/INS filter behaves much like a low-pass filter of GPS measurements. Dur-

ing time-spans on the order of tens to hundreds of seconds, the error in the system output is
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dominated by time-correlated errors in the GPS solutions. This behavior is evident in details

A and B of Figure 4.3, where the filter follows the slowly-changing trends in the GPS solution

but attenuates high-bandwidth noise. It is also evident from these figures that the inertial system

errors are much smaller than GPS errors in the short term. These characteristics can be used

to study the filtering process in a simplified fashion, where the propagated state estimates are

assumed to have errors dominated by their initial condition (the last updated state estimate), and

errors accrued by integrating gyro rates in between updates are very small in comparison. The

validity of this assumption is fairly easy to visualize with static antennas, as the filter output is

practically the output of a low-pass filter with the GPS measurements as inputs. In a dynamic

situation, rapid transients may occur in the GPS inputs, but the filter output would track the faster

dynamics in the propagation step, and with the bandwidth provided by the inertial sensors. Con-

clusively, if the inertial sensors are assumed to have small error in the short term when compared

to the GPS inputs, the filter error equations can be studied as though the antennas are static. This

simplification is implemented by assuming that the pre-update state estimate at the current epoch

is equal to the post-update estimate at the last epoch:

x̂(−)i+1 = x̂(+)i (5.1)

Figure 3.22a shows a schematic of the filtering process after this assumption has been applied.

The measurement and state can correspond to any of the three GPS Euler angles, since each

angle is both a measurement and a state. The Z-transform relationship between the state and the

input is exactly that of a single-pole low-pass filter with unity gain at low frequencies:

X̂(z)
Y(z)

=
kz

z− (1−k)
(5.2)

The gaink is an element of theK matrix in Eq. 4.16 that relates an Euler-angle measurement

to its estimated state (k11,k22 or k33). The filter innovation is denotedδyi and the Z-transform

function that relates it to the input is a high-pass filter:

δY(z)
Y(z)

=
z−1

z− (1−k)
(5.3)

The block diagram of the system in the continuous-time domain is illustrated in Figure 3.22b and

the transfer functions are as follows:

X̂(s)
Y(s)

=
a

s+a
(5.4)

δY(s)
Y(s)

=
s

s+a
(5.5)
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where

a =− ln(1−k)/∆t (5.6)

Figure 5.1: Filter Models for Error Analysis

Based on the observed error characteristics of GPS attitude measurements (see Figure 2.11)

the inputs to this system can be modeled as the sum of the true value of the state (x), an

exponentially-correlated noise component, and a wide-band noise component. The exponentially-

correlated noise is well modeled as a first-order Gauss-Markov process (abbreviatedmy) and the

wide-band noise is assumed to be Gaussian (abbreviatedny). Using this model, the GPS mea-

surements can be expressed in the time domain as follows:

y(ti) = x(ti)+my(ti)+ny(ti) (5.7)

The error in a state estimate is defined as the difference between the state estimate and true value:

δx̂(t) = x(t)− x̂(t) (5.8)

Using Eqs. 5.5 and 5.7, this error can be expressed in the frequency domain, in terms of the GPS

measurement components and filter gain:

δX̂(s) = X(s)− X̂(s)

= X(s)− a
s+a

(X(s)+My(s)+Ny(s)) (5.9)
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Likewise, the innovation can be expressed as a function of these terms:

δY(s) =
s

s+a
(X(s)+My(s)+Ny(s)) (5.10)

As explained previously, removing the dynamics of the system by assuming small INS errors

allows the state in these equations to be represented by a nearly constant value. Thereby, the

true value of the state and its low-pass filtered value are approximately equal, and its high-pass

filtered value is approximately zero:

δX̂(s) ≈ a
s+a

(My(s)+Ny(s)) (for bandwidth ofX(s) << a) (5.11)

s
s+a

X(s) ≈ 0 (for bandwidth ofX(s) << a) (5.12)

With these simplifications, Eqs. 5.9 and 5.10 become

δX̂(s) ≈ a
s+a

(My(s)+Ny(s)) (5.13)

δY(s) ≈ s
s+a

(My(s)+Ny(s)) (5.14)

As shown, there is a close relationship between the errors in the estimated state and the inno-

vations of the filter. While the errors cannot be measured directly, the innovations can, and the

relationship between the inputs and the high-pass filter in Eq. 5.14 can be used to approximate

the characteristics of the inputs.

Figure 5.2: Innovation Measurements in Primary GPS/INS Filter
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Figure 5.2 shows time histories of these innovations during a road test. The antennas are static

at initialization, and a transient is visible as the filter converges. The clear fluctuations in variance

as a function of time are a typical characteristic of the phase errors that are induced while driving

through urban environments. Another important characteristic of these innovations is that they

contain some time correlation; this observation agrees with the signal model in Eq. 5.14, as the

high-pass filter allows some low frequencies, though attenuated, into its output. Thereby, the

time correlation in the innovations can be interpreted as a diminished effect from themy input,

and the uncorrelated noise component can be attributed to theny input, which is passed nearly

unmodified by the high-pass filter.

Figure 5.3: PSD Measurements and Models for Yaw Innovations

The PSD of the yaw innovations is shown in Figure 5.3, and confirms the presence of both

correlated and uncorrelated components. The correlated noise is characterized by the higher

spectral content at low frequencies, and the uncorrelated Gaussian noise is evident as a constant

at all frequencies. As expected, the high-pass filter attenuates frequencies near DC, but sufficient

correlation is still present to extract an estimate of the input PSDs. Using the PSD model of the

high-pass filter (witha=1.62), a model of the input functions PSD (my + ny) can be formulated

such that a model for the PSD of the inputs fits the measured data. This fitted model is shown in

Figure 5.3 as the red graph, and consists of the PSD of an exponentially correlated process plus

that of a wide-band noise process:

PSD(my(t)+ny(t)) =
2βmyσ

2
my

ω2 +β2
my

+σ2
ny

(5.15)

where

βmy = 0.3sec−1, σ2
my

= 0.9deg2, σ2
ny

= 0.05deg2 (for yaw) (5.16)

With this estimate of the input functions’ noise content, the PSD of the state-estimate errors can
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also be computed from Eq. 5.13:

PSD(δx̂) =
a2

ω2 +a2

(
2βmyσ

2
my

ω2 +β2
my

+σ2
ny

)
(5.17)

The variance of the estimate errors can be obtained readily from the PSD:

var(δx̂(t)) =
1

2π

∫ ∞

−∞
PSD(δx̂(t))dω (5.18)

The solution for this equation has a closed form:

var(δx̂(t)) =
a3σ2

ny
+2a2σ2

my
−aβmy

(
σ2

ny
+2σ2

my

)
2
(

a2−β2
my

) (5.19)

Figure 5.4: Attitude Measurements During a Road Test
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For this particular data set, Eq. 5.19 yields a yaw-error variance of about 0.80 deg2, which

satisfies the original goal of maintaining the yaw-error variance below 1.0 deg2. Note, this error

estimate is averaged over the entire data set, so there are instances where the variance may be

higher or lower than this value. Using the same technique, the estimated dynamic variances of

the roll pitch error are each about 0.35deg2. These accuracy estimates are representative of other

dynamic data-sets obtained with the same filter gains. The difference between these accuracy

estimates and those observed in static tests (such as in Figure 2.11) can be attributed to the fact

that phase delay, which affects mostly pitch and roll accuracy in static tests, is more uncorrelated

in dynamic conditions and is thus partially filtered out.

The actual attitude measurements that correspond to this data are shown in Figure 5.4. The

graphs show the GPS measurements and the filter outputs for comparison, and a detail of the

yaw graph is included to show the system behavior during a short GPS outage, during which

GPS measurements are shown to remain constant.

Figure 5.5: Gyro-Bias Estimates During a Road Test

Estimation of the gyro biases in driving conditions is also an important criterion to evaluate,

as errors in these estimates are the primary source of error-growth during periods of dead reck-

oning. Figure 5.5 shows the three gyro-bias state estimates for the same test shown in Figure 5.4.

The plots show the same information as Figure 4.4, but for all three gyros and for real driving

conditions. As shown, the noise in the state estimates can vary significantly, depending on the

gains used, and the filter-level integrity monitors allow the bias estimates to be within 0.2deg/sec

of the running average, as explained in Subsection 4.2.4. No truth reference is available with
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which to compare the accuracy of the gyro-bias estimates, but the behavior of the running av-

erage is roughly indicative of the bias-stability of automotive-grade gyros. Furthermore, the

dead-reckoning performance throughout all observed GPS outages was consistent with having

sufficiently accurate bias estimates.

5.2 Robustness

In the context of this attitude system, robustness refers to the prevention of undetected false

GPS solutions (mostly a result of using wrong integer ambiguities) and to rapid recovery after

GPS-signal outages. In systems with short baselines, assessment of the robustness of the system

can be achieved with a relatively qualitative comparison of the GPS measurements and the filter

outputs. Failures of integrity (i.e. robustness) in a short baseline usually cause large disagreement

between the channels, which results in high residuals and/or large attitude errors. In a loosely-

coupled system, integrity monitoring at the filter level (as covered in Subsection 4.2.4) can be

used to reject large attitude errors. However, the absence of deeper-level integrity monitoring

would prevent aiding of the GPS subsystem to recover successfully from noisy conditions and

outages, and to screen for more subtle integrity failures that are not discernible as large attitude

errors. Figure 5.6 shows the output of a loosely-coupled attitude system which was implemented

with a Novatel Beeline attitude system. The GPS measurements and the output of the GPS/INS

filter are shown in this plot. As shown, the system works very well at the beginning of the test,

but afterwards there are various instances where the GPS subsystem gives false solutions that are

not used by the filter, and several minutes may elapse until a successful GPS recovery occurs.

During this time, the dead-reckoning attitude solution from the filter can accrue several degrees

of error.

In contrast, Figure 5.7 shows the yaw measurements taken with the tightly-coupled GPS/INS

attitude system discussed in Chapters 3 and 4, under similar driving conditions as those appli-

cable to Figure 5.6. To emphasize the conditions in which this test was taken in terms of GPS

signal quality, the number of satellites used to generate an attitude solution for each baseline is

shown in the first plot in Figure 5.7. The frequent rapid fluctuations in the number of satellites

used is caused by the various integrity monitors disabling and enabling channels with intermit-

tent noisy measurements. The second plot shows whether the multiple-satellite solution, average

one-satellite solution, or no GPS solution is used by the primary GPS/INS filter. As shown, even

with only two or three usable satellites, the one-satellite yaw solution is often available. When

total GPS outages do occur, they are sufficiently short to not accrue observable error through

dead-reckoning.
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Figure 5.6: Performance of a Loosely-Coupled GPS/INS Attitude System using Novatel Beeline

It is important to emphasize the type of driving environment in which these tests were con-

ducted. The types of urban environments tested include those in which there is continuous view

of at least one useful GPS satellite most of the time. Rapid recovery of the GPS subsystem has

been tested with total outages on the order of 100 seconds, but outages on the order of several

minutes (two or more) sometimes accrue sufficient error through dead reckoning such that the

INS-aided integer recovery is invalid, and a full integer-space search is required. Such scenarios

include prolonged dwelling in an indoor garage, in very narrow urban canyons (such as down-

town areas), or under very dense canopies of trees. To guarantee a successful recovery after such

conditions, the current form of this prototype requires that the GPS signals are relatively free

of noise to reinitialize the integer ambiguities. Obviously this condition is not always possible,

and implementation of a safety-critical system based on similar technology would require further

development in this area.

Another interesting empirical result obtained through various tests with this attitude system

is the relative amount of time in which the two GPS attitude solutions are used. As indicated in

108



Figure 5.7: Robustness Performance During a Road Test

Figure 5.7, the average one-satellite solutions are used the majority of the time in urban envi-

ronments. Note, this particular test begins and ends at the same location (and orientation) in an

open parking lot to further verify the validity of the attitude solution; this location has a relatively

good view of the sky, so the multiple-satellite solution is used during the stationary times near

the beginning and end of the test, which do not represent the conditions of a typical dynamic

driving environment. To assess the value of using the average one-satellite solution, statistics

were collected from numerous similar tests (totaling about 1 hour of driving) to compile an esti-

mate of the relative amount of time that each method of attitude determination is used and how

often no GPS attitude is available. Table 5.1 summarizes the results of this study, and shows that

the one-satellite solution can improve GPS yaw availability to over 90%, and the lengths of the
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outages are easily within the range of dead-reckoning capability of automotive-grade gyros.

Table 5.1: Statistics of GPS Attitude Availability and Outages in Road Tests

Mult-Sat GPS One-Sat GPS No GPS Avg Outage Longest Outage
(% time) (% time) (% time) (sec) (sec)

Pitch 50% 36% 14% 0.5 11
Roll 50% 38% 12% 0.4 11
Yaw 50% 45% 5% 0.1 8

5.3 Limitations of Tight Coupling

Chapter 4 presented a detailed description of the measures that must be taken to provide

robustness to the system output of an integrated GPS/INS attitude system. The principal idea

behind all the techniques for filtering and integrity monitoring under tight coupling is the neces-

sity to favor the stability of the inertial sensors in the short-term instead the fragile carrier-phase

outputs of the GPS receivers. However, the GPS outputs must also be used as much as possible

to provide long-term stability. Assuming that fault-detection at the channel level and beyond is

sufficient to discriminate good GPS solutions from poor ones, the remaining fundamental fail-

ure point of this design involves situations where GPS carrier-phase outputs remain unusable

for extended periods. This situation does not necessarily imply that no GPS signals are visible,

but rather that the carrier-phase outputs are too noisy to track properly and/or with unknown

integer ambiguities following one or numerous cycle slips. Thereby, further improvements to

system integrity that target this limitation must be made to the phase-tracking ability of the GPS

receivers. As mentioned in Section 1.2, this type of enhancement can be realized through ultra-

tight integration, which can improve the accuracy and robustness of a GPS phase-lock loop in

terms of phase noise and cycle slips. The details of this powerful technique are explored in the

next chapter through a method designated as Doppler-aiding, which can be considered one of the

more straightforward variants of ultra-tight coupling.

110



Chapter 6

Inertial Aiding of GPS Tracking Loops

This chapter explores GPS/INS coupling at its deepest level, where the GPS tracking loops

utilize inertial aiding to track GPS signals received by a moving platform. This level of inte-

gration requires considerably more effort than loose or tight coupling, as the architecture of the

GPS tracking-loops (particularly the PLL) is different from that in a traditional receiver. For this

reason, a typical end user does not currently have the flexibility to implement ultra-tight coupling

with a standard commercial GPS unit, as existing receivers do not provide such flexible features.

Realization of a real-time ultra-tightly coupled system requires access to the control software of

the receiver, and thus entails development of very customized hardware. The required capital

for this type of effort is typically beyond the relatively modest means of academic researchers,

so efforts to produce real-time, ultra-tightly coupled systems are currently being pioneered by

private corporations and military researchers.

Some organizations have published limited information that outlines their current efforts,

including Interstate Electronics Corporation [6], The Aerospace Corporation, and Draper Lab-

oratories [40]. The approach taken in their implementations involves the use of a single large

filter, or smaller federated filters (one per channel) that use in-phase and quadrature samples

from the GPS receiver channels as measurements for updating the filter states. Control of the

replicated carrier and code generators also comes from navigation filter outputs, which are prop-

agated with IMU measurements to achieve high bandwidth carrier-phase tracking and anti-jam

capability. This more complex architecture variant of ultra-tight integration is also termed “deep

integration”, and is characterized by implementing the closed-loop signal tracking for all chan-

nels through the navigation filter itself, thus precluding the need to maintain separate code and

carrier tracking loops [56]. The details of these implementations are not discussed in this chapter,

though Appendix D contains a discussion on the development of a PLL estimator which could

comprise a channel-level subset of a global filter.

The integration structure presented in this thesis was first introduced in [3] as a simpler ap-

proach to ultra-tight integration that utilizes classical control theory. To differentiate this tech-

nique from the other various forms of ultra-tight coupling, some researchers refer to this method

as “INS-aided GPS tracking loops” [34] or simply “Doppler aiding”. The concepts that will be
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presented can be used to study the theory and performance improvements of a GPS/INS nav-

igation system with ultra-tight integration, without the added complexity of global estimation.

The straightforward architecture of the system is not limited to be a simple learning tool, but can

also potentially be used to realize a system with all the important benefits of ultra-tight coupling.

Such a system was implemented in software as a testbed for the concepts discussed in this chap-

ter, and is strictly a post-processing tool for tracking recorded real or simulated GPS signals with

or without inertial aiding.

The remaining sections of this chapter will focus on the design of a GPS/INS system that

incorporates inertial aiding of GPS tracking loops. The GPS receivers of the system feature a

modified phase-lock loop that utilizes external Doppler estimates, and a rate-aided delay-lock

loop for maintaining code tracking during brief signal outages. Although much of the discussion

involves details of the GPS tracking loops, some attention is also given to external Doppler-

frequency and clock-error frequency estimation. Other important design issues such as GPS

receiver clock and inertial sensor quality are also covered, and evaluated versus expected system

performance.

6.1 GPS Tracking Loops

This section reviews some of the basic concepts of traditional GPS phase and code tracking

loops, including modeling and implementation. The ideas that will follow in the development

of tracking loops that incorporate inertial aiding will build upon these traditional loop structures

to realize the structure of a GPS receiver with Doppler aiding. More detailed explanations and

analysis of GPS tracking loops can be found in [19] and [62].

Figure 6.1 shows a schematic of the basic components of a typical GPS receiver, and iden-

tifies the location of the PLL and DLL. These loops are responsible for tracking the carrier and

code components of a GPS signal after the acquisition phase. As labeled in the figure, these

control loops would be implemented in a correlator chip and a microprocessor. The functions of

correlator chip include mixing the GPS signal with local replicas of the channel code and carrier

components (code and carrier wipeoff), and providing measurements of the phase and code off-

sets (between signal and replica) for each of these signal components; the microprocessor uses

these measurements and executes the control-logic that defines the dynamic characteristics of

the signal-tracking process. In addition, the microprocessor also contains the software that con-

structs PR and ICP values from tracking-loop measurements and ultimately generates position,

velocity and time (PVT) solutions.
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Figure 6.1: Schematic of a GPS Receiver

6.1.1 The Phase Lock Loop

The Doppler frequency and carrier-phase of a GPS signal are tracked by the phase-lock loop.

The Doppler frequency is one of the components needed to properly mix the downconverted

GPS signal to baseband, such that the bits of the GPS navigation message can be extracted. The

phase of the carrier is tracked in order to identify the transition between navigation bits, as the

changes are encoded as phase shifts in the carrier (see Figure 1.1). The precise carrier replica

and phase-offset measurements that are generated as part of this process also provide a means

for constructing the ICP measurement, which makes GPS attitude and carrier-phase positioning

possible.

A PLL is designed to track the dynamic variations in Doppler frequency that occur as a

result of relative motion between the satellite and receiver. Satellite velocity results in large

but slowly-changing Doppler, while the antenna motion of a moving vehicle causes smaller but

more rapidly-changing Doppler. The bandwidth of the PLL determines the dynamic range of

receiver motion that can be tolerated without losing track of the carrier-phase. However, this

bandwidth cannot be set to an arbitrarily large value, since wide-band phase-noise is amplified

with increasing loop bandwidth. This tradeoff between dynamic tracking and noise suppression

is the crux of the design of the PLL loop filter.

The PLL also tracks changes in the carrier frequency that originate from local oscillator in-

stability, as these errors are introduced through the downconversion and sampling of the analog

GPS signal. While such frequency variations are undesirable, they become part of the downcon-

verted GPS signal within the receiver and they must be tracked by the PLL. In a given channel,
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these local oscillator dynamics are indistinguishable from satellite-clock dynamics or Doppler

frequency changes. The one characteristic that differentiates the local oscillator contribution is

that it is common to all the channels, and can thus be resolved as a common-mode term when

utilizing the Doppler frequencies from multiple channels to solve for user velocity. The impact

of the local oscillator on PLL design would be more pronounced in a receiver that is known to be

stationary and has PLLs fittingly designed for low-bandwidth motion and high noise-suppression.

In such a case, the PLL bandwidth would have a lower limit set by the stability of the local oscil-

lator. The same concept applies to a loop that receives Doppler aiding from an inertial subsystem,

as most of the motion dynamics of the receiver will be captured by the inertial sensors and the

PLL would only need to track frequency variations caused by the local oscillator and errors in

the external Doppler estimate. This idea will be explored further in this chapter.

Most modern GPS receivers have second-order PLLs [19] with loop bandwidths of 15-

30Hz, which accommodates the dynamic necessities of most terrestrial and aerial vehicles.

Higher-order loops are only necessary in certain specialized high-bandwidth applications, such

as carrier-tracking in fighter aircraft [34]. Since automobile navigation does not entail very

rapidly-changing dynamics, the treatment of PLLs in this thesis is limited to second-order loops.

Although the implementation of the loop is done in the discrete domain, the sampling frequen-

cies (50- 1000Hz, depending on the averaging time of the correlators) are usually much greater

than the desired bandwidth of the loop, and allow design and analysis in the continuous domain.

However, design in the discrete domain may be necessary if long averaging times that result in

low sampling frequencies are used in conjunction with high-bandwidth loops. The analysis and

results that are presented in this thesis assume the minimum averaging time of 1ms, which is

equivalent to using a 1000Hz sampling frequency and allows for loop design in the continuous

domain.

Figure 6.2 shows a block diagram of a second-order PLL model. Such a model is a traditional

representation of a PLL in the continuous frequency domain. The main components of the loop

are the phase discriminator, the loop filter or controller, and the NCO which represents the plant

of the system. The main input to the loop is the phase of the reference signal (ϕr(s)), and

the second input (wϕ(s)) represents external phase-noise sources that do not need to be tracked

and degrade the accuracy of the replicated carrier. Such noise sources may include multipath,

RF interference, or wideband phase-noise in the reference carrier. The output is the phase of

the replicated signal (ϕPLL(s)). The NCO is modeled as an integrator, as it relates changes in

frequency to changes in phase. The phase detector performs a difference operation between the

phases of the reference and output signals, and this error signal (δϕ) is the input to the loop filter.

The loop filter generates a control signal (fPLL(s)), an input to the plant, that represents a change

in oscillator frequency needed to correct phase offsets. The goal of the loop filter is to maintain
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the phase offset at zero, which also implies maintaining the frequency of the replicated signal

locked to that of the reference signal. This loop does not include the IF component of the carrier,

so the dominant components offPLL(s) in steady-state tracking are the Doppler and local-clock

frequency error, as represented in the following equation:

fPLL = fdopp+ fclk + fnoise (6.1)

There are many choices available for the configuration of the loop filter. One of the most

widely used is a proportional-integral (PI) compensator, which makes the closed-loop system a

second order PLL. This same type of controller will be utilized in the PLLs discussed in this

chapter. The gain (k1) and loop-filter zero (1/τ1) are the design parameters of the loop, and

determine the dynamic characteristics of the phase-tracking process.

Figure 6.2: Model of a Second Order PLL

The output phase is related to the sum of the two inputs by a second order transfer function:

ϕPLL(s) = H1(s)(ϕr(s)+wϕ(s)) (6.2)

where

H1(s) =
k1(τ1s+1)

s2 +k1τ1s+k1
(6.3)

The design process of the loop filter may specify a desired damping ratio and closed-loop band-

width. To simplify the design process, a damping ratio of can be chosen to establish a relationship

between the two design parameters. For a damping ratio of 0.707, the relationship is:

τ1 =
√

2/k1 (6.4)

Using this or a similar relationship, the more important bandwidth parameter is only a function

of the gaink1. Bandwidth is commonly quantified as either the -3dB bandwidth (B3dB) or the

noise-equivalent bandwidth (Bn). The -3dB bandwidth is the frequency at which the closed-loop

transfer function magnitude is 3dB below the magnitude at zero frequency. The one-sided, noise-

equivalent bandwidth is more commonly used in literature pertaining to PLLs, and is defined as
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follows for a closed-loop transfer functionH(s):

Bn =
1

2π

∫ ∞

0
|H( jω)|2dω (Hz) (6.5)

For the transfer function in Eq. 6.3 and using the relationship in Eq. 6.4, the bandwidth expres-

sions for the second order PLL are:

B3dB1ϕ =
√(

2+
√

5
)

k1

/
2π ≈ 0.32

√
k1 (Hz) (6.6)

Bnϕ1 =
3
√

k1

4
√

2
≈ 0.53

√
k1 (Hz) (6.7)

Figure 6.3: Implementation of a PLL

A PLL is constructed from hardware and software components, with a structure similar to

that shown in Figure 6.3. The NCO generates in-phase and quadrature estimates of the down-

converted carrier signal, at a frequency equal to the sumfPLL and fIF . These estimates are mixed

with the incoming GPS samples and with a prompt replica of the channel’s PRN code. The PRN

code replica comes from the coupled DLL, which must achieve code lock before the PLL can

track. These operations result in measurements of the cosine and sine of the phase-offset mea-

surement (in the in-phase and quadrature branches). The cosine and sine of the phase offset are

commonly abbreviatedI andQ, respectively. The blocks labeled “A&D” are “Accumulate and

Dump” operations, which perform averaging of the correlation results for at least one millisecond

(one code period). In steady-state tracking, the in-phase branch contains resolved estimates of

the navigation bits, and the quadrature branch approximates the value of small phase offsets. The

phase discriminator uses theI andQ measurements to compose the phase-offset measurement.
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Different types of discriminators can be used for this purpose; two of the more commonly used

are arctangent and Costas discriminators, given by the following equations:

δϕ = arctan

(
Q
I

)
(Arctangent discriminator) (6.8)

δϕ = QI (Costas discriminator) (6.9)

The ICP measurements used in Chapters 2-5 also originate in the PLL. An ICP measurement

from time tA to time tB can be constructed by using the phase of the carrier replica attA as an

initial condition, adding the total whole-number of carrier-cycles elapsed untiltB, and finally

adding the phase of the carrier replica at timetB. If using the unmodified replicated carrier,

this integrated value will include integrated cycles of the IF. This form of the measurement is

certainly usable, but would also have the unnecessary component of the integrated IF. For this

reason, the ICP measurement reported to the user does not normally include this component,

but only the equivalent of an integrated carrier with frequencyfPLL. To maintain accurate ICP

measurements during dynamic transients that cause measurable misalignment of the replicated

carrier, the phase-offset measurement can be part of the ICP. Figure 6.3 includes this equivalent

representation of an ICP measurement, but it should be noted that it may not necessarily be

constructed in this manner in a GPS receiver.

6.1.2 The Delay-Lock Loop

The function of the DLL is to track the CA code component of the GPS signal. In addition

to generating the prompt code needed for tracking the carrier in the PLL, the code phase from

the code generator is also the ranging signal used to determine the pseudoranges for position

determination. Although the structure of the DLL will not change with the implementation of

Doppler-aiding, some explanation is necessary as to why a rate-aided DLL should be used to

complement the robustness enhancements in the PLL achieved through this level of integration.

The specific type of DLL that will be emphasized in this section is a noncoherent DLL. The

“noncoherent” characteristic implies that the incoming navigation data-bits are not known, so the

I andQ branches must be squared and added to ascertain a power measurement from the early

and late correlators. This configuration keeps the operation of the DLL independent of the short-

term tracking of the PLL, as only a rough estimate offPLL (within a few hundred Hz), not the

carrier-phase, is necessary to discern a distinct correlation peak in the early and late correlators.

The penalty for squaringI andQ is an loss in SNR, as the noise in the signal is also squared.

Figure 6.4 shows the model of a noncoherent DLL. The code generator (CG) produces a

replica of the CA code at a frequency imposed by the loop compensator, which is usually a
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simple gain. The error signal in this model (δτ(s)) represents the difference between the phase

of the reference CA code (τr(s)) and that of the replicated CA code (τDLL(s)). The bandwidth of

the loop is set by the gain of the compensator, and can be much lower than that of the PLL. A

lower bandwidth (≈ 1Hz) and lower-order loop can be used in the DLL because the dynamics

of the code-phase are less influenced by user motion than the carrier phase. This distinction is

a result of the difference in the lengths of a carrier cycle (19cm) and a CA code chip (300m),

which span the range of measurement of the carrier and code discriminators, respectively.

Figure 6.4: Model of a First Order DLL

For code-ranging precision, it is advantageous to have the bandwidth of the DLL as low as

possible. Code-rate aiding from the PLL is a well-known method that allows further reduction

of the DLL bandwidth. This technique consists of using thefPLL frequency to obtain an estimate

of the rate of the code-phase. Using this rate aiding, the DLL only has to track corrections to

the estimate and can use a lower loop-gain to do so, as long as the error dynamics of the code-

rate estimate are slower than those of the code-rate itself. In this case, the rate of code-carrier

divergence would be a driving factor in determining the bandwidth of the DLL [19].

Figure 6.5 shows the model of a rate-aided PLL. The gainkCDLL transformsfPLL to the offset

code-rate from the nominal of 1.023MHz, and is a function of various constants:

kCDLL =
λL11.023×106

c
≈ 6.50×10−4 (6.10)

Note, this relation is valid as long as the early minus late power measurement is normalized by

the prompt power of the signal. Since this type of DLL usesfPLL for code tracking, performance

of the loop can also benefit from providing external Doppler estimates to the PLL. If estimates

of fPLL are less noisy and more robust as a result of external Doppler aiding, then the code-rate

estimates will reflect the same benefits. In addition to improved noise performance, a rate-aided

DLL can provide a synchronized code despite brief outages in the GPS signal, as long as an

external frequency aiding is uninterrupted and the outages are brief. This advantage will be

exploited when external Doppler aiding is integrated with the tracking loops.

The code-rate derived fromfPLL results in a very good approximation of the required rate of

the local code generators, such that the replicated code remains aligned with the reference code.

However, the closed-loop configuration is still needed to track the slow and unpredictable drifts
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Figure 6.5: Model of a Rate-Aided DLL

caused by code-carrier divergence [19], which is caused by slight differences in delay of different

frequencies through the ionosphere.

The implementation of a rate-aided DLL is illustrated in Figure 6.6. The noncoherent char-

acteristic of this loop is evident from the squaring operations that follow the A&D blocks.

Figure 6.6: Implementation of a Rate-Aided DLL
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6.2 Doppler and Clock Error-Frequency Estimation

As explained in Section 6.1, the main components of the frequency tracked by a PLL are the

Doppler and clock-error frequencies. If these components can be estimated externally, they can

be used to aid the PLL to track with more efficiency and robustness. The Doppler frequency of

the carrier can be estimated from the outputs of an INS and satellite ephemeris data. With the use

of the accelerometers in an IMU, a GPS/INS attitude system such as that discussed in Chapters 3-

5 would contain all the necessary components of a navigation system that can be used to estimate

Doppler frequencies and implement Doppler-frequency aiding to the GPS tracking loops. In a

typical GPS receiver with a TCXO, the clock error-frequency is primarily composed of errors

from the local oscillator. However, much smaller frequency-errors in the satellite clock are also

present, and with a single channel, are indistinguishable from effects of the local oscillator.

This section discusses methods for estimating the Doppler and local clock error-frequencies.

The methods that will be discussed are used later in this chapter to develop some of the compo-

nents in a GPS receiver with Doppler aiding.

6.2.1 Doppler-Frequency Estimation

The Doppler frequency of the carrier signal can be expressed simply as the velocity of the

receiver antenna relative to the satellite, projected onto the LOS vector and scaled by the carrier

wavelength. The relationship is expressed as follows:

f k
dopp=

1
λL1

(
e~V

RX− e~V
k
)
·~1k (6.11)

where

e~V
RX

= Velocity of receiver antenna in an Earth-fixed frame
e~V

k
= Velocity of SV#k in an Earth-fixed frame

The left superscript on the velocity symbols denotes the reference frame in which the velocity is

measured. The lower-casee denotes an ENU frame as before, but any other Earth-fixed frame

can be used, such as the ECEF frame (denoted by upper-caseE).

The computation of the ECEF satellite velocity from ephemeris data is a well-known proce-

dure, described in [46]. Another very simple and more accurate method for computing satellite

velocity is to estimate the time derivative of its position. The advantage of this technique is being

able to capitalize on the second-order corrections to SV position calculation that are included

in the ephemeris message. The computation of the ECEF satellite position from ephemeris data
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is described in [5]. Using this method to compute the satellite position as a function of GPS

time-of-week, the velocity of the satellite can be approximated as the discrete time-derivative of

its position, with a small time-step (∆t ≈ 1ms):

eVk
E(t)≈

ORk
E(t +∆t)−ORk

E(t)
∆t

(6.12)

where

ORk
E = Vector from ECEF origin to SV#k expressed in ECEF basis

The ENU or ECEF velocity of the receiver antenna is one of the common measurements from

GPS receivers, and comes from Doppler measurements of the channel PLLs. However, an inte-

grated GPS/INS system can provide velocity measurements with sufficient bandwidth and time

stability to aid the PLL through an intermediate Doppler calculation. Since the inertial sensors

provide accelerations in a body-fixed frame, an attitude reference is needed to transform them to

an Earth-fixed frame. The attitude system can be implemented in a number of ways, including

an unaided inertial navigator (provided it has relatively stable rate-gyro and accelerometers), or a

loosely or tightly-coupled GPS/INS system like that discussed in Chapters 3-5. The latter option

can be significantly less expensive, but more difficult to construct.

The receiver-antenna velocity is the crucial term that links inertial measurements to the GPS

tracking loops. As mentioned earlier, the high-frequency dynamics of the Doppler are primarily

caused by receiver motion, and if these dynamics can be estimated by means of an INS, the effort

to track them with a PLL can be reduced. This concept is practical only if the error dynamics of

the Doppler estimates are slower than those of the Doppler itself, such that the bandwidth of the

PLL can be reduced to improve noise performance. Of course, the error dynamics of the Doppler

estimates are dependent on the type of inertial sensors used, level of GPS availability, and on the

length of time that dead-reckoning (for both velocity and attitude) is employed. A study of these

error dynamics under different circumstances of GPS availability is included later in this chapter,

as part of the discussion on selecting a Doppler-aided PLL loop-bandwidth and quantifying its

performance.

6.2.2 Clock Error-Frequency Estimation

The clock error-frequency component offPLL is part of the GPS velocity computation. Since

it is a common error term on all the channels, four or more satellites are necessary to solve for

three components of the user velocity (Vx,Vy,Vz) and the clock error-frequency, as shown in the
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following equation: 
− f 1

PLLλL1 +
e~V

1 ·~11

− f 2
PLLλL1 +

e~V
2 ·~12

...

− f N
PLLλL1 +

e~V
N ·~1N

=


~11T

1
~12T

1
...

...
~1NT

1




Vx

Vy

Vz

Vclk

 (6.13)

where

Vclk = λL1 fclk (6.14)

The measurements of user velocity and clock error-frequency are obtained with a least-

squares estimate of the vector of unknowns. Note, no basis is specified for the vectors of this

matrix equation, since any Earth-fixed basis can be utilized as long as it used consistently.

The behavior of the clock error-frequency varies significantly with the type of reference os-

cillator in the GPS receiver. Figure 6.7a shows measurements offclk for a common TCXO used

in most consumer GPS receivers, and for a higher quality OCXO. As shown, the OCXO has very

little change in frequency over time after an initial transient, andfclk is composed primarily of

a constant bias and broadband noise. In contrast, the TCXO has a distinct frequency drift over

time that may span hundreds of Hertz over a few hours, and a more prevalent component of

exponentially-correlated noise. The difference in exponentially-correlated frequency noise be-

tween the two clocks is depicted more clearly in Figure 6.7b, which shows the same comparison

with the bias and parabolic trend removed from the OCXO and TCXO data, respectively. Broad-

band noise in the measurements is also clearly visible both plots, and suggests that low-pass

filtering these measurements before using them to aid the PLL would be beneficial.
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Figure 6.7: Measurements of Clock Error-Frequency with a TCXO and an OCXO
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6.3 Development and Design of Doppler-Aided Phase-Tracking

Loops

This section introduces an approach to ultra-tight coupling based on the concept of feed-

forward to reconfigure the PLL model. Feed-forward is used in classical control theory when a

component or form of the reference signal can be measured, and processed in some way to aid

the controller. A textbook example of this idea is when the DC bias of the reference signal is

known or can be measured, thus precluding the need to track DC with the controller. The known

bias is multiplied by the inverse of the plant model and added to the output of the controller. This

scheme allows the use of a controller that requires less power, since its output would no longer

contain a DC bias.

In the context of a rate-aided PLL, feed-forward is useful for constructing a model of the

loop, analogous to Figure 6.2, that incorporates external frequency aiding. This architecture

will change the fundamental function and of the PLL, and the design of the loop filter will be

intrinsically coupled to the characteristics of the INS subsystem that provides Doppler estimates.

Therefore, this level of GPS/INS integration can be considered a form of ultra-tight coupling.

To relate this form to other variants of ultra-tight coupling which utilize optimal estimation, a

discussion is included in Appendix D that presents a method for implementing a frequency-aided

PLL in state-space form, with an estimator whose state-vector includes in-phase and quadrature

phase estimates.

6.3.1 Doppler-Aided PLL Model

The feed-forward representation of a PLL model with frequency aiding utilizes the fact that

the sum of external Doppler and clock-error frequencies is a measurement of therate of change

of the reference carrier-phase. As indicated in Eq. 6.1, these two frequencies are the two major

components of loop-filter output, which is used to control the NCO and maintain phase lock.

Figure 6.8 shows the model of a rate-aided PLL, with the feed-forward branch originating from

the signal to be tracked. This model is analogous to that in Figure 6.2 for a standard PLL, and

its purpose is only to obtain the transfer functions thatmodelthe behavior of a Doppler-aided

PLL, not to depict a physical realization. To clarify this point, the gray background in the figure

encompasses components and signals that do not reflect a physical architecture, as a designer

would not have access to these signals. In a physical implementation, a designer would only have

access to the components and signals outside the gray block, such as the signal labeled “External

frequency aid”, which would be the sum of the Doppler frequency and clock frequency-error

estimates.
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Figure 6.8: Model of a Frequency-Aided PLL

The feed-forward branch (emphasized in red) models the behavior of external Doppler esti-

mates as they relate to the reference phase input. The branch contains a derivative operation (s)

to relate carrier phase to carrier frequency (inverse of NCO plant), and a single-pole low-pass

filter to represent the limited bandwidth of the INS that provides the Doppler component. An

error input (δ fext) is also added to the branch to account for imperfect frequency estimates.

The PLL configuration in Figure 6.8 offers advantages over the traditional structure (Figure

6.2) in terms of phase-noise suppression and tracking bandwidth. These benefits are possible

because the reference input and phase noise are no longer treated by the same transfer function,

as they are in Eq. 6.2; in this case, the external frequency estimates from the feed-forward branch

are related to the reference signal, but have virtually no relation to the phase-noise input. The

phase-noise input is still related to the output by a similar transfer function as Eq. 6.3 (with

different poles and zeros), but the relationship between the reference input and output is now

largely dependent on the inertial sensors. The following equations show these relationships,

assuming zero input fromδ fext(s):

ϕPLL(s) = H3(s)ϕr(s)+H2(s)wϕ(s) (6.15)

where

H3(s) =
αIMU

s+αIMU
+ k2(τ2s+1)

s2

1+ k2(τ2s+1)
s2

(6.16)

H2(s) =
k2(τ2s+1)

s2 +k2τ2s+k2
(6.17)

Equation 6.16 is expressed in such a way to illustrate that as the INS bandwidth gets large
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(αIMU → ∞), H3(s) approaches unity. This result suggests that the phase dynamics originating

from user motion can be tracked with the bandwidth provided by the inertial sensors. Therefore,

the design of the loop filter no longer needs to account for high-bandwidth user dynamics, but

it must still be able to track the dynamics ofδ fext(s). The term∆ fPLL in Figure 6.8 represents

the signal that tracks errors in the external frequency estimates, based on the transfer function

specified in Eq. 6.17:

∆ fPLL =−H2(s)δ fext(s) (6.18)

The presence ofH2(s) in Eqs. 6.15 and 6.18 indicates that the tracking-bandwidth versus noise-

rejection tradeoff still takes place, but with the important difference that the required bandwidth

is lower, so the loop bandwidth can be reduced to improve phase-noise suppression. The lower

limit on the bandwidth of the loop filter is now determined by the dynamics ofδ fext(s).

Figure 6.9: PLL Transfer Functions

To illustrate the benefits of Doppler aiding in terms of phase-noise rejection and phase-

tracking bandwidth, Figure 6.9 shows the magnitude of the closed-loop transfer functionH1(s)

used in a traditional PLL with a noise bandwidth of 15Hz, versusH3(s) andH2(s) used in a

Doppler-aided system with 100Hz bandwidth inertial sensors (αIMU = 2π×100Hz) and 3.5Hz

noise bandwidth for error tracking. Selection of the closed-loop bandwidth with external fre-

quency aiding will be discussed in Subsection 6.3.7; for the purposes of this illustration, it is

assumed that 3.5Hz is sufficient bandwidth to track the error dynamics of the external frequency

estimates, as will be shown later in chapter.
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6.3.2 Implementation Details

Parallel Loop-Filter Structure

In many low-cost applications of ultra-tight integration, it may be necessary to have a GPS

system in operation before the external Doppler frequency estimates are available. The most

common example of this limitation is using inexpensive inertial sensors with unknown biases,

and using normal GPS attitude and velocity outputs to calibrate the biases. After the inertial

sensors are properly calibrated, the attitude and velocity of the vehicle can be measured with the

accuracy and bandwidth needed for effective Doppler aiding.

Figure 6.10: Implementation of a Frequency-Aided PLL

The need to initialize an INS with GPS before Doppler aiding can be used suggests that a

GPS system equipped with ultra-tight integration should also function as a stand-alone naviga-

tion system during an initial calibration phase. The simple architecture introduced in the previous

section differs from a traditional PLL only in the loop filter and use of external frequency esti-

mates, so the transition between the two options can take place by selecting outputs from one of

two parallel branches; one branch contains a conventional loop filter, and the other branch con-

tains a lower-bandwidth loop filter with external frequency aiding. A schematic of this structure

is shown in Figure 6.10. The transition from the traditional loop-filter branch to the frequency-

aided branch is controlled by a flag labeledext freq ready, which is asserted when Doppler esti-

mates and clock error-frequency estimates are available. The modifications that differentiate this

loop from a traditional structure are emphasized in red.
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GPS Signal Integrity Monitoring

One of the most important benefits of using ultra-tight coupling is more robust tracking of

GPS signals. In the event that a signal is impossible to track, such as during a momentary LOS

blockage, it is also desirable to maintain a forecast of the signal to allow tracking to resume

without a cycle slip when the signal is recovered. This type of robustness is especially benefi-

cial to an automobile GPS attitude system, since brief dropouts of signals in urban environments

are a primary source of cycle slips. With an accurate replica of the reference carrier and code

frequencies, it is possible to duplicate the GPS signal (without the navigation data bits) through

open-loop tracking with sufficient accuracy to prevent a cycle slip upon recovery of the signal.

During the outage, replicas of the carrier and code frequencies originate from the external fre-

quency estimates, and there may or may not be other good GPS channels integrated with the INS.

This subsection focuses on a design that can be used to fine-tune the external frequency estimates

such that they can be used temporarily to estimate the GPS signal without the use of closed-loop

tracking. A scheme for integrity monitoring of the GPS signal is also needed to detect situations

where further tracking of a corrupt or very weak signal is detrimental, and should be suspended

in favor of open-loop tracking.

Figure 6.11: GPS Signal Integrity Monitoring in Frequency-Aided PLL

The first variation to the design illustrated in Figure 6.10 is to include the option to disable

closed-loop tracking, but continue to generateI andQ measurements through open-loop track-

ing. This modification can be achieved by breaking the closed-loop immediately after the loop

filter, such that the external frequency aid is still fed into the PLL. Figure 6.11 illustrates this
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feature, and a control flag labeledusegpsdatathat enables closed-loop tracking when asserted.

The value of this flag is controlled by the outputs of two fault-detection mechanisms, whose pur-

pose is to determine when the integrity of the GPS signal is compromised. The prompt-power

monitor contains a low-pass filter that establishes an estimate of the signal power under normal

tracking conditions, and it negates theppw ok flag when the signal power falls below a certain

threshold relative to the filtered prompt-power value. The second block in Figure 6.11 is labeled

“Frequency Filter and Monitor”. This block is designed to remove any biases from the external

frequency estimates by comparing these values tofPLL when in closed-loop tracking. This cor-

rection fine-tunes the external frequency estimates, such that they are as accurate as possible if

open-loop tracking is needed. The monitoring component of this block ensures that the output

of the loop filter remains continuous and near zero. A failure of these conditions may indicate an

anomalous phase-noise situation, as the proportional element of the loop filter directly reflects

the behavior of the phase-offset measurement. Such a condition is indicated by negation of the

f req ok flag, which also negates theusegpsdataflag.

Figure 6.12: GPS Signal Integrity Monitoring in Frequency-Aided PLL
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The implementations of the frequency filter and monitor and the prompt-power monitor are

shown in Figures 6.12a and b, respectively. When the PLL is operating in closed-loop tracking

(usegpsdataasserted), the frequency low-pass filter produces an estimate of any low-frequency

biases in the external frequency estimates. The use of this estimate to correct the frequency value

used by the PLL does not affect closed-loop tracking significantly, but it is necessary in the event

that open-loop tracking is needed. The frequency monitor uses the corrected frequency estimates

as a reference to identify any anomalous behavior infPLL, such as sudden discontinuities and

large phase-noise, and negates thefreq ok flag in such cases to invoke open-loop tracking. The

prompt-power monitor has a similar architecture, in that the raw measurement is compared with

its low-passed value to identify instances of low signal power, in which case theppw ok flag is

negated.

The phase and frequency tracking performance of the PLL architecture discussed in this

section is demonstrated in Figures 7.6 and 7.7. A detailed discussion of these results is deferred

until Section 7.2, but in relevance to this section, the simulation case includes a GPS outage on

one of the receivers, during which open-loop phase-tracking is successful in averting a cycle slip.

6.3.3 Frequency Error Models and Loop-Bandwidth Design

In a typical dynamic receiver, the bandwidth specification of the PLL is set to track the

dynamics of the receiver’s motion, which are usually much faster than those of the frequency

instability of the local oscillator. In the frequency-aided PLL introduced in Subsection 6.3.1,

the bandwidth needed to track the dynamics of the receiver is provided by the inertial sensors,

so the objective of the closed-loop filter design was to track the errors in the external frequency

estimates. The next few sections present a quantitative analysis of the sources of these errors, as

a tool for designing the loop bandwidth in accordance with the type of GPS clock and inertial

sensors used.

The dominant errors in the external frequency estimates can be subdivided into errors from

the clock error-frequency estimates and errors from the Doppler frequency estimates, and each

of these components will be considered separately. Contribution from the satellite clock phase-

jitter is of concern if published specifications (5.7◦ RMS for 10Hz loop BW [66]) are taken

literally [44, 34], but observations by some researchers have shown that that these specifications

are overly conservative [34]. To corroborate this conclusion, Subsection 6.3.6 discusses a simple

procedure for measuring satellite phase noise and shows the results from this process. The ac-

celeration spectrum of the vehicle (which includes vibration) also has an effect on the frequency

output of an oscillator that experiences the same accelerations. The sensitivity of a TCXO to

physical accelerations is about 0.5-2.0 parts-per-billion/g [60], which corresponds to a change
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of about 0.02 Hz for a 10MHz oscillator under a 1g acceleration. While this effect is small,

the error is multiplied within the RF front-end by a factor equal to the ratio of the L1 carrier to

the oscillator frequency (about 157 for a 10MHz oscillator) [25]. In consequence, the effect of

vibration can be significant depending on the dynamic environment of the receiver, and it can be

quantified based on the vibration spectral density of a vehicle.

To study the phase-tracking error as a function of bandwidth in a frequency-aided PLL, only

the closed-loop portion of the model in Figure 6.8 needs to be considered. Figure 6.13 shows a

modified model that can be used to study the frequency-error tracking performance of the loop.

Note, the relationship betweenδ fext(s) and∆ fPLL(s) (see Eq. 6.18) is the same as that between

δϕext(s) andδϕPLL(s), so either set of symbols can be used interchangeably. The symbolsδ fdopp

andδ fclk represent errors in the Doppler and clock error-frequency estimates, respectively, and

are inputs to the loop. The symbolδϕvib accounts for phase errors due to vibration, which is

treated separately from the static receiver’s frequency instability.

Figure 6.13: Model Used for Error-Tracking Analysis of Frequency-Aided PLL

The tracking error of the loop is defined as

εϕ(s) = δϕext(s)− δϕPLL(s)

= (1−H2(s))δϕext(s)+H2(s)wϕ(s) (6.19)

Note, this tracking error is the sum of two terms; the first decreases with increasing bandwidth

and the second increases with increasing bandwidth. If the design of the PLL is not concerned

with user motion, then the goal of the loop-bandwidth selection process may be to find an optimal

bandwidth that minimizes the sum of these terms under typical operating conditions. Since

each of the terms in Equation 6.19 will be treated separately, the equation can be expressed for

convenience as the sum of two independent tracking errors:

εϕ(s) = εϕext(s)+ εϕw(s) (6.20)
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where

εϕext(s) = (1−H2(s))δϕext(s) (6.21)

εϕw(s) = H2(s)wϕ(s) (6.22)

εϕext corresponds to tracking error induced by external frequency-estimate errors and oscillator

vibration, andεϕw is the tracking error caused by thermal noise and RF interference.

The tracking performance of the PLL can be quantified in terms of the tracking-error vari-

ance, which is the sum of the variances ofεϕext(t) andεϕw(t). The former term can be determined

as a function of the loop transfer function and the PSD of the reference input:

var(εϕext(t)) =
∫ ∞

0
|1−H2( jω)|2Sδϕext( f )d f (6.23)

where the expression involvingH2 is evaluated with the second-order loop filter in Eq. 6.17:

|1−H2( jω)|2 =

(
ω
/
ωn
)4

1+
(
ω
/
ωn
)4 (6.24)

ωn =
√

k2

(
for τ2 =

√
2
/

k2

)
(6.25)

Sδϕext( f ) = PSD(δϕext(t))

The symbolS( f ) is used hereafter to denote a PSD of the time-domain variable indicated

in the subscript. The tracking error caused by thermal noise and RF interference is modeled as

follows for a Costas discriminator:

var(εϕw(t)) =
Bnϕ

(S/N0)

[
1+

1
2Tav(S/N0)

]
(6.26)

Note that Eq. 6.26 is identical to 2.96, except for the exclusion of the superscriptk to de-

note SV#k, and the various symbols in this expression were defined previously. Indeed, these

two equations refer to the same quantity, as the PLL tracking error is introduced into the ICP

measurements though the phase-offset measurement (see Figure 6.3).

Given these equations for the tracking-error variance, the remaining task is to specify the PSD

of δϕext(t). From Figure 6.13,δϕext(t) is the sum ofδϕdopp, δϕclk andδϕvib so the following

relationship follows for the PSDs of the phase-noise terms:

Sδϕext( f ) = Sδϕdopp( f )+Sδϕclk( f )+Sδϕvib( f ) (6.27)
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Furthermore, the 1
/

s relationship relationship between frequency and phase allows the use fre-

quency quantities that can be more easily measured to express the PSD of the reference input

components:

Sδϕdopp( f ) =
1
f 2Sδ f dopp( f ) (6.28a)

Sδϕclk( f ) =
1
f 2Sδ f clk( f ) (6.28b)

One possible design approach for selecting the bandwidth of the PLL is to pick the loop filter

parameters that minimize the sum of Eqs. 6.23 and 6.26 for a given SNR. However, it should

be noted that the variance due to changing SNR, multipath and RF interference can vary sig-

nificantly depending on the signal environment, and these variable conditions will change the

optimal bandwidth. The following subsections will focus on modeling techniques for the clock

and Doppler-frequency errors, such that a closed form for the PLL tracking-error variance can

be specified as a function of the loop bandwidth.

6.3.4 Oscillator Phase-Noise PSD Models

The spectral density model of a static oscillator’s phase noise is well known. The model

consists of the sum of the different types of frequency and phase noise that are observed in

practice, where each term is a function of frequency [62]:

Sδϕclk( f ) =
ka

f 4 +
kb

f 3 +
kc

f 2 +
kd

f
+ke (rad2/Hz) (6.29)

where

ka
/

f 4 = Frequency random walk

kb
/

f 3 = Frequency flicker noise

kc
/

f 2 = Frequency white noise/ Phase random walk

kd
/

f = Phase flicker noise

ke = Phase white noise

The coefficients that define the oscillator’s phase-noise PSD are not normally available as

specifications, but they can be determined by fitting the model to measurements or specifications

that are given. The phase-noise stability of an oscillator is typically given in specification docu-

ment as the single side-band (SSB) phase noise for several frequency points in units of dBc/Hz

[60, 69], which describe the decay of the oscillator’s output spectrum as a function of frequency

133



offset from the nominal [17]. For large frequency offsets, the SSB phase-noise can be easily

converted to a phase-noise PSD (in rad2/Hz) [37], which are the units needed for evaluating Eq.

6.23:

Sδϕclk( f )≈ 2Lδϕclk( f ) if
∫ ∞

f
Sδϕclk( f ′)d f ′ << 1rad2 (6.30)

where

Lδϕclk( f ) = SSB phase noise in dBc/Hz

The low-frequency components of the phase-noise PSD can be obtained through measurements,

such as those shown for the frequency noise of a TCXO and OCXO in Figure 6.7. By the relation-

ship in Eq. 6.28, frequency and phase-noise PSDs are easily interchangeable, and measurements

of frequency noise can be used to extract a model of the phase-noise PSD. This technique was

used to obtain the graphs shown in Figure 6.14, which show the measured PSDs for the TCXO

and OXCO (for the same data illustrated in Figure 6.7), the PSD points obtained from the oscil-

lators’ specifications sheets, and the model that was fit to both measurements and specifications.

As shown, the frequency range of the measured part of the PSD is limited by the sampling period

of the ICP measurements (5Hz for the TCXO, 10Hz for the OCXO), but the higher-frequency

portion of the PSDs can be filled in with the points given in the specification sheets. In these

examples, the coefficients of the models were adjusted manually to fit the measured PSDs at low

frequencies and the oscillators’ specifications at high frequencies. The coefficients determined

for each clock are listed in Table 6.1.

Figure 6.14: Phase-Noise PSDs of a TCXO and an OCXO
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Table 6.1: Clock Phase-Noise PSD Model Coefficients

ka kb kc kd ke

OCXO 1.0×10−7 9.0×10−7 6.5×10−4 5.0×10−5 5.5×10−8

TCXO 6.0×10−4 6.0×10−3 9.6×10−4 6.2×10−5 5.5×10−8

As demonstrated by the frequency noise measurements shown in Figure 6.7, the frequency

instability of an oscillator can be observed as part of the GPS velocity measurements. Since the

frequency error typically contains a relatively constant bias or predictable long-term parabolic

trend, current measurements can be used to estimate future values. However, the exponentially

correlated noise, especially in the TCXO, is essentially a stochastic process and its higher fre-

quency components cannot be predicted accurately. Furthermore, measurements of the clock

error-frequency can only take place with four or more measurements, which may not always be

available. For these reasons, the spectrum ofδϕclk is assumed to be the entire spectrum of the

oscillators phase noise, and the PLL should be designed to track this component without external

aiding. When it can be estimated by other channels, however, an accurate external estimate of

fclk can be used to achieve open-loop tracking, as will be demonstrated in Chapter 7.

If the receiver is mounted on a vibrating platform, as it is on practically all moving vehicles,

the effects of vibration on the reference oscillator must also be considered. The spectral density

of the oscillator’s phase noise due to vibration is given in [44] as follows:

Sδϕvib( f ) =
(
kgNf fo

)2 Svib( f )
f 2 (6.31)

where

kg = Oscillators sensitivity to acceleration(parts/g)

fo = Nominal frequency of oscillator(Hz)

Nf = fL1/ fo

Svib = PSD of vehicle vibration(g2/Hz)

Typical values for the constants in Eq. 6.31 arekg ≈ 1×10−9, fo = 10MHz, andNf ≈ 157.

The spectral density of vehicle vibration is easily estimated experimentally from accelerometer

outputs in the IMU, and a model can be formulated that overbounds the observed vibration PSD.

Figure 6.15 illustrates this approach; the figure shows the PSD of accelerometer measurements

taken during a road test, and a corresponding model. The measured quantity is the resultant of the

three accelerometer outputs from the IMU. The measured and modeled PSDs reflect the presence
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Figure 6.15: Measured and Modeled Vibration PSD of a Test Automobile in Motion

of a body mode and a wheel-hop mode around 1Hz and 20Hz, respectively. The equation that

describes the model is as follows:

Svib( f ) =



2×10−5 (0 < f ≤ 0.5Hz)

2×10−4 (0.5 < f ≤ 2.5Hz)

2×10−5 (2.5 < f ≤ 15Hz)

2×10−3 (15< f ≤ 30Hz)
306

f 6 2×10−5 (30Hz< f )

(g2/Hz) (6.32)

6.3.5 Doppler-Estimate Error Models

An equation for the error in the external Doppler-frequency estimates can be obtained by

applying a perturbation to the receiver velocity in Eq. 6.11. Assuming that the SV velocity and

LOS vectors are deterministic or have small errors when compared to estimates of receiver ve-

locity, the following equation reveals a relationship between errors in receiver-velocity estimates

and errors in the Doppler estimates:

f k
dopp+ δ f k

dopp=
1
λL1

((
e~VRX+ δe~VRX

)
−e~Vk

)
·~1k (6.33)

The perturbation to the Doppler frequency estimate is evident:

δ f k
dopp=

1
λL1

δe~VRX ·~1k (6.34)
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Given an error in the estimated receiver velocity vector, this equation shows that the Doppler-

estimate error will be maximized if the velocity-error vector is parallel to the LOS vector. Since

this condition cannot be anticipated, a reasonable conservative simplification is to assume the

worst-case scenario of the two vectors being parallel, such that maximum external Doppler-

estimate error is proportional to the magnitude of the velocity-error vector:∣∣∣δ f k
dopp

∣∣∣
max

=
1
λL1

∣∣∣δe~VRX
∣∣∣ (6.35)

These Doppler-estimate errors can have very different characteristics, depending on whether

the navigation filter has GPS solutions available. That is, the GPS subsystem must be tracking

four or more satellites to provide position and velocity measurements to bound the error growth

of dead-reckoning navigation with inertial sensors. In automobile applications, it is expected that

four or more channels are not always available, so designing for the case when GPS position and

velocity are not available is a reasonable conservative choice. Without GPS and using inexpen-

sive inertial sensors, it is expected that the Doppler estimate errors will resemble a random walk

at best, and the rate at which the errors grow will be largely dependent on the initial condition of

the stochastic process. This initial condition is the last Doppler estimate that was computedwith

GPS aiding, so the model for the case without GPS aiding must ultimately be related to that with

GPS aiding.

Doppler-Estimate Error Model with GPS Aiding

Modeling of the error in the receiver velocity estimates begins at the source of the estimates

themselves, the navigation filter. A three-dimensional GPS/INS navigation filter will likely have

three states that represent the velocity of the IMU or that of a GPS antenna on some other fixed

location on the vehicle. When the GPS antenna and the IMU are not collocated, the velocities

of the two points are related by the vector between them and the angular velocity of the vehicle

(pitch, roll, and yaw rates). If multiple GPS antennas are fixed on the vehicle, as is the case with

a GPS attitude system, the velocity measurements from the three antennas inherently contain

information about angular velocity and can be combined such that they yield velocity measure-

ments on other fixed points on the vehicle. With plans to devise a 3D navigation system based

on the GPS/INS attitude system discussed in Chapters 3-5, the GPS-antenna frame was designed

to allow mounting of the IMU very close to the horizontal centroid of the triangle defined by the

three antennas (see Figure 3.5). This design allows for a convenient simplification for converting

GPS velocity measurements to velocity measurements at the IMU. That is, the average of the

GPS velocity measurements from the three receivers is a very good approximation of the veloc-

ity of the IMU, even when the vehicle is turning. Of course, this simple relationship will not
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apply for any mounting configuration of an IMU and multiple GPS antennas, but the principle

can be generalized by stating that the velocity of any point on a rigid body can be determined

from the velocities of three other distinct points on the body.

One special and convenient feature of a navigation filter that incorporates GPS, is that the

primary navigation states, position and velocity in an Earth-fixed frame, are directly observable

with the GPS subsystem. That is, position and velocity are part of the state vector and part of

the measurement vector used in the update step of the filtering process. The consequence of this

arrangement is that the post-update state-estimate for each of the navigation states is essentially

a weighted average between the pre-update state-estimate and a direct measurement of the state

itself, where a gain determines the relative weight of each component. Using a general notation

to represent an arbitrary state (x) and a measurement (y), this form for the update step of the

discrete filter is as follows:

x̂i(+) = (1−k) x̂i(−)+kyi (0 < k < 1) (6.36)

The state measurement can be written as the sum of its true value and measurement-noise:

yi = xi +vi (6.37)

The value of the gaink is based on the relative accuracy of the propagated state and the mea-

surement. Assuming that the accuracy of the GPS measurements is fixed, the steady-state value

of the gain depends only on the type of IMU used; the better the IMU, the lower the gain. The

propagation step consists of propagating the time derivative of the state, and for position and

velocity, the time derivatives are also part of the state vector:

x̂i+1(−) = x̂i(+)+ ˆ̇xi(+)∆t (6.38)

The time derivative of the state can be written as the sum of its true value and process noise:

ˆ̇xi(+) = ẋi +wi (6.39)

The true value of the time derivative of the state is defined in this model in terms of the state

itself and for a given sampling period:

ẋi
∆=

xi+1−xi

∆t
(6.40)

Finally, the state-estimate error is defined as the difference between the true value of the state
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and its post-update state estimate:

δxi
∆= xi − x̂i(+) (6.41)

Equations 6.36-6.41 can be combined and manipulated to yield an expression for the propagation

of the state-estimate error as a function of an initial error and values of measurement and process

noise:

δxi+N = (1−k)N δxi −∆t
N−1

∑
n=0

(1−k)N−nwi+n−k
N−1

∑
n=0

(1−k)nvi+N−n (6.42)

The discrete autocorrelation of the state-estimate error can be computed from this function, as

the variableN indicates the number of offset samples (N≥ 0):

φδxδx(N) = E (δxi δxi+N)

= (1−k)N E
(
δx2

i

)
−∆t

N−1

∑
n=0

(1−k)N−nE (δxi wi+n)

−k
N−1

∑
n=0

(1−k)nE (δxi vi+N−n) (6.43)

This expression can be complicated if the measurement and process noises are correlated in

time, as they would also be correlated with the state-estimate error. To simplify the model, it is

assumed that these terms have Gaussian white noise characteristics, which makes the summation

terms drop out:

φδxδx(N) = (1−k)N E
(
δx2

i

)
if E

(
wiw j

)
= 0 and E

(
viv j
)

= 0 ∀i 6= j (6.44)

Utilizing the symmetry property of the autocorrelation, this equation can be rewritten as follows:

φδxδx(N) = σ2
δxe

−β|N|∆t (6.45)

where

β =
− ln(1−k)

∆t
(6.46)

σ2
δx = var(δxi) = E

(
δx2

i

)
In this form, the autocorrelation function is recognizable as that of a first-order Gauss-Markov

process. The convenient form of this result facilitates modeling of the PSD of the state-estimate

error, as Markov processes have well defined PSDs (see Appendix B):

Sδx(ω) =
2βσ2

δx

ω2 +β2 (6.47)
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To finalize this model, the variance of the state-estimate error needs to be ascertained. The

accuracy of the state estimate is obviously dependent on the accuracy of the GPS measurements

and on the stability of the inertial sensors in the IMU. As stated previously, these two factors

influence the selection of the gaink. In the short term, the measurement noise in the GPS mea-

surements is typically greater than accumulated error due of the inertial system, and typical

values ofk (less than 0.3) reflect this contrast. In a Kalman filter, the gain would be optimal in

the sense that the noise contribution to the state-estimate from the pre-update state estimate and

from the measurement itself would be equal. In the GPS/INS filters discussed in this thesis, most

of the filter gains are adjusted to be somewhat higher than the Kalman gains for the given dy-

namic models. The reason for this adjustment is that the dynamic models for the inertial sensor

errors are simplified, and do not account for the nonlinear error sources, such as misalignment

and scale-factor variations. These sources may result in larger inertial-sensor errors than ex-

pected, especially during highly dynamic maneuvers. The consequence of this condition would

be an undesired transient in the state estimate after a dynamic maneuver that is possibly worse

than the GPS measurement errors, and can be detrimental to the system’s integrity. To prevent

these situations, the gains of the filter can be increased in favor of the GPS measurements, at the

expense of sacrificing optimality under more nominal conditions. As a result, GPS errors have a

predominant influence on the errors in state estimate, as was also discussed and demonstrated in

Subsection 5.1 with regard to the accuracy of the GPS/INS attitude system.

If GPS measurement noise is the prevalent contributor to the error in the state estimate, it

follows that the variance of the state estimate should be expressible in terms of the GPS mea-

surement variance. To this end, Eqs. 6.36 and 6.37 can be substituted into Eq. 6.39 to yield the

following:

δxi = (1−k)(xi − x̂i(−))+kvi (6.48)

Assuming zero mean for the state error and uncorrelated GPS measurement noise, the variance

of this equation is:

E
(
δx2

i

)
= (1−k)2E

(
(xi − x̂i(−))2

)
+k2E

(
v2

i

)
(6.49)

The assumption that INS errors are small in the short term when compared to GPS errors implies

that the errors in the pre-update state estimate will be dominated by error in their initial condition.

This initial condition is the post-update state-estimate from the previous time-step, whose error

is mostly due to GPS measurement noise. Thus, if the variance of the GPS measurements is

assumed to be constant (not always true), then

E
(
(xi − x̂i(−))2

)
≈ E

(
(xi − x̂i−1(+))2

)
= E

(
(xi − x̂i(+))2

)
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= E
(
δx2

i

)
(6.50)

Substitution of this equation into Eq. 6.49 gives an expression for the state-estimate error in

terms of the variance of the measurement noise:

E
(
δx2

i

)
≈ k

2−k
E
(
v2

i

)
(6.51)

Finally, the continuous-time PSD model for the state-estimate error can be written in terms of

the gaink and the variance of the measurement noise:

Sδx(ω) =
−2
(

ln(1−k)
∆t

)
k

2−k

ω2 +
(

ln(1−k)
∆t

)2 E
(
v2) (6.52)

This result can now be applied to the specific case where velocity is the estimated state in a

navigation filter. The velocity-vector error magnitude is the term of interest in Eq. 6.35, and it

is the resultant of three velocity-error vector components. The variance of the error-magnitude

is simply the sum of the variances of the velocity-vector components. For simplicity, it can be

assumed that each velocity-vector component is measured with equal accuracy with GPS, and the

‘up’ component should be used since it is slightly less accurate than the horizontal components.

In this case, the continuous-time PSD model of the Doppler-estimate error, properly scaled for

the GPS velocity update rate, can be written as follows:

Sδ f dopp(ω) =
1

λ2
L1

−2
(

ln(1−k)
∆t

)
k

2−k

ω2 +
(

ln(1−k)
∆t

)2

3∆tGPSvar(VGPS) (6.53)

The validity of this model can be verified by an analysis of the Doppler-estimate errors ob-

tained from an actual navigation filter. Figure 6.16 shows a comparison between the noise char-

acteristics predicted by this model, and those observed for a navigation filter implemented with

the GPS/INS attitude system discussed in Chapters 3-5. The gain of the filter wask = 0.25, and

the sample variance of the 10Hz GPS velocity measurements was 1.6 (cm/sec)2, which corre-

sponds to the variance of the vertical velocity component. The errors in velocity estimates were

determined by comparing the filter-state velocity estimates with a post-processed approximation

of the true velocity; the true-velocity approximation was estimated with the use of a non-causal

window filter that uses past and future data to determine more accurate velocity estimates than

those of the causal navigation filter. The time and frequency-domain comparisons of the model

in Eq. 6.53 agree relatively well, especially in the time domain. However, two distinct differ-

ences appear in the frequency domain. The first difference is that the model does not capture
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the effect of the 10Hz GPS measurement update rate and its harmonics; the second difference is

that the model predicts higher spectral content at low frequencies than is observed in the data.

The latter disagreement is likely due to the method employed for estimating the Doppler fre-

quency errors, since the low-pass filtering technique used to estimate the “truth” value does not

capture low-frequency errors well. Therefore, the behavior of the model at low frequencies is

expected to be realistic, given that some time-correlated errors are expected from both GPS and

INS measurements.

In conclusion, the model for Doppler-estimate errors that has been developed in this subsec-

tion demonstrates similar time-domain and frequency- domain characteristics as observed errors

obtained from a real navigation filter with GPS aiding. In the next subsection, this model will

be used as a basis from which to obtain a similar model for the case without GPS aiding of the

navigation filter, as that will be the model used in Subsection 6.3.7 with regard to setting the

bandwidth of a Doppler-aided PLL for automobile applications.

Figure 6.16: Time and Frequency-Domain Comparisons of Doppler-Estimate Error Model with
Approximate Experimental Errors from Navigation Filter
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Doppler-Estimate Error Model without GPS Aiding

In the event that the GPS subsystem cannot track four or more satellites, the assumption of

having GPS measurements to limit the magnitude of Doppler-estimate errors is lost. In this situ-

ation, the vehicle velocities are estimated by dead-reckoning after the last GPS measurement is

obtained, and the Doppler estimate errors would grow with time after that point. The dead reck-

oning process used to estimate velocities involves integrating gyro measurements to determine

vehicle attitude and integrating accelerations in an Earth-fixed frame into velocities. Therefore,

estimation of velocity by dead reckoning accrues errors from integrating noisy measurements

from two sources, the accelerometers and the gyros. Furthermore, the error growth may be de-

pendent on the trajectory, as fast or highly banked attitude maneuvers would amplify the effects

of sensor scale-factor errors and misalignments. For these reasons, the varied error characteristics

of Doppler estimates under dead reckoning are difficult to encompass with one model. However,

a few observations can be made that will lead to an educated approximation of the behavior of

the Doppler estimate errors without GPS aiding.

The first qualitative observation that can be made is that the variance of Doppler-estimate

errors under dead reckoning is not constant, but grows with time after the last GPS update in

the navigation filter. Secondly, it can be stated that the variance of these Doppler-estimate errors

will be equal to or greater than when GPS is available, and it will be roughly equal for a short

time after GPS is lost. With these observations, several characteristics of the spectral density of

Doppler-estimate errors can be inferred. The unbounded error growth with time is representative

of the behavior of a random walk, which has a well defined PSD shape, but not magnitude (see

Appendix B). To scale the magnitude of the random walk PSD, it can be matched to that of

the model in Fig 6.16 at high frequencies, as the two models will have the same slope above

10Hz. This choice of scaling factor guarantees that the variance of dead-reckoning Doppler

estimates are always higher than those with GPS aiding. Furthermore, this scaling enforces that

the spectral content for the two models is similar at high frequencies since the two models apply

to the same inertial sensors and error-growth with time is alow-frequencyeffect. The PSD model

of Doppler-estimate errors that corresponds to this description is as follows:

Sδ f dopp(ω) =
1

λ2
L1

−2
(

ln(1−k)
∆t

)
k

2−k

ω2

3∆tGPSvar(VGPS) (6.54)

Note that GPS terms appear in this model despite the fact that it represents errors of a dead-

reckoning process. These terms are not only needed to scale the model as described previously,

but they also add the dependence on GPS accuracy that is expected for the initial condition of

the random walk model.
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Figure 6.17 shows plots of the models described by Eqs. 6.53 and 6.54, and comparisons

with PSDs of estimated Doppler errors from the actual navigation filter, with and without GPS

aiding. As expected, the data without GPS aiding has no peaks at multiples of 10Hz due to

the absence of GPS updates, and the spectral content is correspondingly lower than that for the

data with GPS aiding above 10Hz. At low frequencies (below 3Hz), the effect of low-frequency,

unbounded error-growth is evident, and appears higher than anticipated by the model. As stated

previously, this error growth is the result of integrating two or more noisy sensor outputs and

unpredictable trajectory-dependent error sources like inertial-sensor scale factor and cross-axis

sensitivity. The combined effect from these sources can indeed be worse in the long term than

a random walk, as indicated by the data below 1Hz, and the model may not always be valid

at low frequencies. However, the use of this model for short time spans without GPS aiding is

valuable, as Doppler aiding by dead-reckoning with automotive-grade sensors is expected to be

beneficial only on the order of tens of seconds without GPS. During longer periods without GPS

navigation, a traditional PLL loop filter without Doppler aiding would be preferable if external

Doppler estimates are severely degraded.

Figure 6.17: PSD Models of Doppler-Estimate Errors with and without GPS Aiding of Naviga-
tion Filter with Automotive-Grade Sensors

6.3.6 Satellite Clock Phase-Noise

The GPS satellites contain very stable atomic clocks when compared to oscillators used in

consumer receivers. With frequency standards composed of both cesium and rubidium technolo-

gies, the GPS satellites atomic clocks can measure time with only a few nanoseconds of drift per

day. Naturally, such oscillators are expected to introduce very little phase noise into the trans-

mitted GPS signal, and thereby should have a small effect on the phase error of the receiver PLL.

Nevertheless, the specification for the contribution of satellite phase-noise alone to the tracking
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error of a 10Hz-bandwidth PLL is 5.7◦ RMS (0.1 rad) [66]. To put this number in perspective, the

phase-tracking variance of a 15Hz PLL (noisier than a 10Hz PLL) with an OCXO and tracking a

signal with about 45dB-Hz SNR, is about 0.08 rad. Therefore, observations from actual tracking

loops suggest that the satellite phase-noise is significantly lower than current specifications. To

verify this hypothesis, the following discussion presents a simple method for estimating a less

conservative value for the effect of satellite phase noise based on clock frequency-error residuals.

For a stationary receiver, the frequency tracked by a PLL which tracks SV#k can be repre-

sented as follows:

f k
PLL =

−1
λL1

~1k ·e~Vk + fclk + δ f k
PLL (6.55)

where

δ f k
PLL = Frequency residual for SV#k

Not including the frequency residual, this equation is a rearranged form of one row of Eq. 6.13,

but assumes that the receiver is stationary. The frequency residual term accounts for all com-

ponents that make upfPLL that are not Doppler or the common local-oscillator frequency error.

Components in this category include the satellite clock error-frequency, cross-channel correlation

noise, multipath, and other channel-dependent noise.

To proceed with this analysis, it will be assumed that multipath effects are minimized by

placing the antenna away from obstructions, such that the frequency residual can be assumed to

be uncorrelated with other channels. If this is the case, then the best estimate forfclk is computed

from average of all the channels. ForN channels, this estimate is determined as follows:

f̂clk =
1
N

N

∑
k=1

(
f k
PLL +

1
λL1

~1k ·e~Vk
)

(6.56)

Substituting Eq. 6.55 into Eq. 6.56 gives an expression for this estimate in terms of the truth

value and the frequency residuals:

f̂clk = fclk +
1
N

N

∑
k=1

δ f k
PLL (6.57)

The error variance of this estimate can be computed by assuming that the variance of the fre-

quency residuals is approximately equal in all channels:

var
(

f̂clk− fclk
)
≈ 1

N
var
(
δ f k

PLL

)
(6.58)
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With the result of Eq. 6.56, an estimate of the frequency residual in each channel can also be

computed: 
δ f̂ 1

PLL

δ f̂ 2
PLL
...

δ f̂ N
PLL

=


f 1
PLL + 1

λL1
~11 ·e~V1− f̂clk

f 2
PLL + 1

λL1
~12 ·e~V2− f̂clk

...

f N
PLL + 1

λL1
~1N ·e~VN− f̂clk

 (6.59)

An analysis of these frequency residual estimates reveals information about the accuracy of

f̂clk. That is, a vector of very small residuals relative tof̂clk would indicate that all the PLL

frequencies contain a very similar common term that can be attributed to the local oscillator, and

the clock error-frequency estimate would be expected to be very accurate. In contrast, a vector of

large residual estimates relative tof̂clk would indicate that a common term among the channels

is not necessarily dominant after the Doppler is removed, and the clock error-frequency estimate

may not be accurate. Of course, the accuracy off̂clk impacts the accuracy of the frequency

residuals, which is the focus of this analysis to investigate the contribution from the satellite

clock.

Figure 6.18: Clock Error-Frequency and Frequency Residual Measurements

Figure 6.18 shows measurements off̂clk for a TCXO, a single-channel frequency resid-

ual, and the average of all the frequency residuals for the number of channels indicated in the
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first graph. The parabolic trend has been removed fromf̂clk, such that only the exponentially-

correlated noise and wideband noise are visible. As shown, the frequency residual from a sin-

gle channel (shown in red) is unbiased, and at least an order of magnitude smaller than the

exponentially-correlated frequency noise of the TCXO; this result supports the conclusion that

the clock error-frequency measurements obtained by Eq. 6.56 are more accurate than any single-

channel residual. In fact, the error in̂fclk is approximately the average of the frequency residual

estimates, which is also shown in the figure as the green trace.

The update rate of the ICP measurements used to generate the data in Figure 6.18 was 10Hz,

which implies that frequency content only up to 5Hz was measured. Since the PLL of a dynamic

receiver typically has a bandwidth of at least 15Hz, it is assumed that the transfer function of the

PLL is approximately unity for these measurements. This assumption allows decoupling of the

PLL transfer function from the behavior of the measurements, and the tracked frequencies are

assumed to represent the input frequencies very well.

The next step in quantifying the effect of satellite-clock phase noise is actually verifying

its presence in the frequency residuals. To perform this experiment, frequency residuals were

measured as shown in Eq. 6.59 with the three Allstar receivers of the automobile attitude system

prototype, which share a common reference oscillator. As expected, the use of a common clock

resulted in virtually identical measurements of the clock error-frequency in all three receivers. To

verify the presence satellite-specific noise, a correlation analysis of the frequency residuals was

performed for channels tracking the same SV in different receivers. Since the receivers use the

same reference oscillator, the test for a correlation among same SV frequency-residuals would

need to differentiate between correlation due to satellite clock or to local clock (present because

of imperfect values of̂fclk). To make this differentiation, two correlation quantities were used.

The first is the average cross correlation between channels tracking the same SV in different

receivers, and the second is the average cross correlation between different channels in the same

receiver:

Same SV Cross Corr=
1

3N

2

∑
l=1

3

∑
m=l+1

N

∑
k=1

Cross Corr
(
δ f̂ k,l

PLL,δ f̂ k,m
PLL

)
∀l 6= m (6.60)

Same RX Cross Corr=
1

3
N−1
∑

i=1
i

3

∑
m=1

N

∑
k=1

N

∑
j=k+1

CrossCorr
(
δ f̂ k,m

PLL,δ f̂ j,m
PLL

)
∀ j 6= k (6.61)

where

m, l = Receiver indeces

j,k = Channel indeces (for channels tracking common SV in all receivers)
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If the local clock error-frequency is estimated as accurately as expected, then the same RX

cross-correlation would be low; if the same SV cross-correlation is higher, then the difference

in correlation between the two quantities can be attributed to a satellite-specific source, not re-

lated to the local oscillator. Satellite-specific sources that introduce the same noise in different

receivers would include some multipath if the antennas are close together, and satellite clock

error-frequency. The antennas in the attitude system are only 50cm apart, but they were placed

on the roof of a four-story building to place them above any possible sources of multipath other

than from below. The results of the two cross-correlation operations are shown in Figure 6.19,

for the same data set in Figure 6.18. As shown, the same SV cross-correlation peak was con-

siderably more distinctive than that for the same RX, suggesting that satellite-specific noise was

present in the data. These results were found to be repeatable only with relatively long data sets

(over one hour), as other noise sources in the frequency residuals blur out the correlation peaks

in short time spans.

Figure 6.19: Cross-Correlation Results of PLL Frequency Residuals

The results of this frequency-residual correlation analysis support the fact that satellite phase-

noise has some discernable effect on the GPS signal, and the observed magnitude of the residuals

verifies that these effects are very small when compared to the frequency instability of a local

oscillator. The PSD of the frequency residuals measured in this experiment can be transformed

into a phase-noise PSD, which represents a less conservative estimate of the satellite phase-noise

effect on a PLL than that specified in [66]. Figure 6.20 shows the phase-noise PSDs obtained

from frequency-residual measurements from a single channel, and from all the common channels

averaged over the three receivers. If the emerging downward trend of the SV phase-noise PSDs is

extrapolated to higher frequencies, the SV phase-noise would be about 10-100 times smaller than

that of the TCXO at 10Hz. This result agrees with the experimental PLL tracking-error results

shown in [34], in which it is subsequently assumed that the SV phase-noise PSD is similar in

shape to a TCXO, but one hundred times smaller than the specification.
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Figure 6.20: Phase-Noise PSDs of Satellite-Specific Noise

In conclusion, observed measurements of frequency/phase-noise induced by satellite-specific

sources, including the satellite clock, are much smaller than those from a TCXO or even an

OCXO. This result is important to the design of frequency-aided tracking loops, as the overly

conservative specification given for the effects of the satellite clock does not allow much reduc-

tion of the PLL bandwidth to improve noise performance with Doppler aiding. Having shown ex-

perimentally that the satellite clock phase-noise effect is minor when compared to other sources,

it will be assumed that a PLL designed to track the more dominant Doppler-error and local clock

error-frequencies combined will incur a negligible phase noise penalty from the satellite clock.

The alternative to this simplification is to establish a PSD model for the satellite-clock phase

noise, and include it as another contributor (along with thermal/interference noise, Doppler-

estimate errors, local clock error-frequency, and vibration) to the tracking error of the PLL.

6.3.7 Closed-Loop Bandwidth Selection

Equations 6.26, 6.29, 6.31 and 6.53/ 6.54 comprise the set of models needed to specify the

phase tracking-error (also called phase jitter) of the Doppler-aided PLL. Figure 6.21 shows the

contribution from each of these contributors to the phase-jitter of the PLL output as a function of

noise-equivalent bandwidth. The wide-band noise component in this graph, given by Eq. 6.26,

also represents interference from multipath or other sources, and unlike all the other tracking-

error contributors, it increases with increasing loop bandwidth. The figure also includes a repre-

sentative model of dynamic stress for a second-order PLL with no Doppler aiding, which will be
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discussed in the next section with respect to cycle slips. In a traditional PLLwithout inertial aid-

ing, this dynamic stress model would be used instead of the Doppler-estimate error models. This

image shows clearly that the loop bandwidth must be reduced to suppress interference noise, but

not reduced so far as to incur larger tracking error from all other sources. Thereby, the object

of the design procedure is to select the lowest bandwidth possible that meets a tracking-error

specification. The specification that will be used in this analysis was obtained from [62], which

states that the RMS phase error should not exceed 0.1 rad to produce high correlation in coherent

demodulation.

Figure 6.21: Contributions to PLL Output Phase-Jitter

Figure 6.22 shows the total phase jitter from all contributors (except dynamic stress), as a

function of loop bandwidth, and for two different grades of INS and GPS reference oscillators.

The graphs also include variation on whether the navigation filter has GPS updates (labeled “w/

GPS aiding”), or is in dead-reckoning mode (labeled “w/o GPS aiding”). The appropriate loop

bandwidth to use for a Doppler-aided PLL can be obtained from these graphs, as the minimum

bandwidth that meets the 0.1 rad specification. Table 6.2 summarizes the result of this procedure

for the eight cases shown. The general conclusion of this analysis from a loop-bandwidth reduc-

tion standpoint is that it does not make sense to combine inexpensive with expensive components,

such as a TCXO with a tactical-grade IMU. With such combinations, the loop bandwidth would

have to be set to accommodate the lower-quality component and no benefit would be gained from

having another higher cost component. However, PLL loop-bandwidth reduction is not the only

design goal of a GPS/INS system, and other performance specifications (such as dead-reckoning
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accuracy through GPS outages) may justify the use of a mixture of high-quality and low-quality

components.

Figure 6.22: Phase Jitter vs PLL Noise-Bandwidth

Within the design space presented in Table 6.2, the appropriate choice for an automobile

system would be that corresponding to the lowest-cost components: a TCXO and an automotive-

grade IMU. Furthermore, limited satellite visibility in urban areas is expected to cause frequent

GPS outages, in which case the design without GPS aiding is appropriate. Based on this analysis,

the loop bandwidth of a Doppler-aided PLL in such a system should be 3-4Hz.

Table 6.2: Minimum Loop Bandwidths (Hz) for Doppler-Aided PLL with 0.1rad Phase Jitter

IMU Type With GPS-Aided INS Without GPS-Aided INS
(4+ Channels Tracking) (<4 Channels Tracking)

TCXO OCXO TCXO OCXO
Automotive (k=0.25) 2.8 0.34 3.4 2.4
Tactical (k=0.01) 2.7 0.30 2.7 0.4
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Chapter 7

Performance of Doppler-Aided Phase-Lock Loops

Chapter 6 presented the development of Doppler-aided tracking loops, and showed how this

technique allowed reduction of PLL loop bandwidth for improving the robustness of carrier-

phase tracking. In terms of benefits to an attitude-system, the performance improvement gained

through Doppler aiding is measured as reduced probability of cycle-slips and better phase-noise

mitigation without sacrificing phase-tracking bandwidth. In this chapter, these ideas are explored

further, and verified with actual performance results of PLLs in a custom software receiver. In

the first section, the cycle slip analysis that will be presented is analogous to equivalent analysis

of standard PLLs in relevant literature. The benefits of a Doppler-aided PLL in terms of cycle-

slip robustness are presented in analytical terms, which are largely functions of the PLL noise

bandwidth and dynamic stress due to vehicle dynamics. The second section of this chapter

includes results which highlight the tracking performance of a Doppler-aided PLL. Results are

presented for both simulated and real data, and the capability for open-loop carrier-phase tracking

is demonstrated.

7.1 Cycle-Slip Analysis

For automotive GPS attitude applications, one of the most significant improvements to be

gained from integration with inertial sensors is robustness against cycle slips. In Chapter 4, tight

coupling was used to detect cycle slips and improve reliability of subsequent integer recovery

in the presence of phase noise. Despite these measures, the occurrence of cycle slips and phase

noise at the same time could not be avoided, and posed a challenge to the continuous availability

and integrity of the GPS attitude subsystem. Chapter 6 demonstrated the concept of how Doppler

aiding of the PLL can be used to address part of this problem by reducing phase noise as much

as possible. In this section, it is shown that Doppler aiding can also reduce the rate of cycle slips

in a PLL under dynamic stress, and can even be used to execute open-loop phase-tracking for

short periods of time in the event of a brief line-of-sight blockage.

The cycle-slip performance of Doppler-aided PLLs will be discussed for four scenarios:

• The channel is tracking with enough other channels to generate a GPS navigation solution
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for the GPS/INS filter.

• The channel is tracking, but with not enough other channels to generate a GPS navigation

solution for the GPS/INS filter.

• The channel is not tracking, but enough other channels are available to generate a GPS

navigation solution.

• The channel is not tracking, nor are there enough other channels to generate a GPS navi-

gation solution.

The first two cases can be grouped as closed-loop tracking, while the last two are categorized

as open-loop tracking. As such, the analysis for these cases will be presented in two subsections,

one for closed-loop tracking and one for open-loop tracking, and the impact of availability of

other channels is considered in each subsection.

7.1.1 Closed-Loop Cycle-Slip Performance

The average time to cycle slips for an unstressed, first order Costas PLL is given in [44] as

follows:

T̄slip1 =
π2

8σ2
ϕBnϕ

I2
0

(
1

4σ2
ϕ

)
(sec) (7.1)

where

σ2
ϕ = var(εϕ) (εϕ is in rad, and is defined in Eq. 6.20)

I0 = Modified Bessel function of zeroth order

For a first-order Costas loop with dynamic stress, the equivalent expression is also given in [44]:

T̄slip2 =
π

4Bnϕγ
tanh

(
πγ

2σ2
ϕ

)I2
0

(
1

4σ2
ϕ

)
+2

∞

∑
n=1

(−1)n
I2
n

(
1

4σ2
ϕ

)
1+
(

2nσ2
ϕ

γ2

)2

 (sec) (7.2)

where

γ = Constant steady-state error of PLL (rad) due to dynamic stress

In = Modified Bessel function of nth order

Using the result from either of these equations, the probability of a cycle slip can be computed

as a function of time:

Pslip(t) = 1−e−t/Tslip (7.3)
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While no closed-form expressions have been found for higher order loops, it has been shown by

simulation that a second order loop has similar characteristics ifσ2
ϕ is about 1dB higher than that

for a first-order loop [47]. That is, the average time to slip of a second-order loop would be only

a few percent shorter than that for a first-order loop with the same SNR. Thereby, the cycle- slip

analysis for a first-order loop is assumed to be representative of a second-order loop.

The condition of having a dynamically “unstressed” loop simply requires that the loop have

no steady-state error. The second-order loops discussed in Chapter 6 meet this requirement while

the antenna is stationary or has constant velocity, as the Type II system can track reference-phase

constants and ramps with zero steady-state error [29]. However, the loop incurs dynamic stress

or steady-state error if the reference-phase input is parabolic. A parabolic reference-phase input

corresponds to a ramp reference-frequency input, which occurs under constant acceleration, and

is a common condition of any moving vehicle. For the second-order loops discussed in this

chapter, the steady-state error for a constant Doppler rate is:

γ ≈
ḟdopp

3.56B2
nϕ

(cycles) (7.4)

From the time-derivative of Eq. 6.11, the Doppler rate turns out to be a function of the velocity

and acceleration of the vehicle, the LOS vector, and the rate of change of the LOS vector. A

reasonable simplification assumes that the rate of the change of the LOS vector is much smaller

than that of the acceleration of the vehicle; furthermore, to drop the dependence on the LOS

vector, a worst-case scenario can be assumed where the vehicle acceleration is parallel to the

LOS vector. Implementing these assumptions on Eq. 7.4 results in the following equation:

γdyn≈
amax

3.56λL1B2
nϕ

(cycles) (7.5)

whereamax is the magnitude of the maximum expected acceleration of the vehicle. In the follow-

ing analysis for cases with dynamic stress,amax is assumed to be 5m/sec2, which corresponds to

a change in velocity of 60mph in about 5 seconds.

Equations 7.1 and 7.2 can both be used to analyze the cycle slip performance of a PLL, with

or without Doppler aiding. For a standard PLL without Doppler aiding, dynamic stress would

apply and Eq. 7.2 would be used. For a Doppler-aided PLL with GPS navigation available, the

bandwidth of the inertial sensors would be expected to remove most of the effect of dynamic

stress from vehicle motion, and the error of the Doppler estimates would be bounded; in this

case, Eq. 7.1 can be used under the assumption that Doppler-estimate errors have the unbiased

Gauss-Markov properties discussed in Subsection 6.3.5, and thus incur little dynamic stress.

If GPS is not available and the navigation filter is in dead-reckoning mode, the growing
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error of the external Doppler-estimate will have a similar effect as dynamic stress. If the model

presented in Eq. 6.54 is used to model the error growth in the Doppler estimates, the standard

deviation of the errors would grow proportionally to the square-root of time (not as severe as

a ramp). For this type of dynamic stress, a maximum value of Doppler-error rate cannot be

specified exactly, because the random walk model is a stochastic process. However, the statistics

of the slope of a line-segment connecting any two points in a random walk sequence can be

expressed as a function of the driving-noise variance and the time elapsed between the two points.

Using this technique, a conservative value of three standard deviations of the slope (for a 1-

second elapsed time between points) will be used to quantify the dynamic stress due to growing

Doppler-estimate error:

γδ f dopp=
3σδ ḟ

∣∣∣
t=1sec

3.56B2
nϕ

(cycles) (7.6)

whereσδ ḟ

∣∣∣
t=1sec

≈ 0.33Hz/sec if the model in Eq. 6.54 is used.

Figure 7.1: Closed-Loop Cycle-Slip Performance of Traditional and Doppler-Aided PLLs

Figure 7.1 shows the probabilities of encountering a cycle slip in a one-second period for

all scenarios of closed-loop tracking. For the standard 15Hz PLL with no Doppler-aiding, the

dynamic stress in Eq. 7.5 has a significant impact on cycle slip performance. In fact, a GPS

receiver meant to operate with this dynamic range would likely be designed with a higher band-

width than 15Hz (or have third-order PLLs) to reduce the likelihood of cycle slips during vehicle

acceleration. With SNR below 35dB-Hz, which can occur with RF interference or signal block-

age, the adverse impact of larger phase noise on the 15Hz PLL is clearly evident through the high

probabilities of cycle-slips. In contrast, the 3.5Hz Doppler-aided PLL shows a vast reduction in
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cycle-slip rates. This improvement is due to better suppression of phase-noise with lower PLL

bandwidth, and to the removal of most dynamic stress by the high-bandwidth of the inertial sen-

sors. It should be noted that the plot that applies to Doppler-aiding with the INS only (w/o GPS

navigation) refers to a one-second period of dead-reckoning since the last GPS update.

7.1.2 Open-Loop Cycle-Slip Performance

As discussed in Subsection 6.3.2, accurate estimates of the Doppler and clock-error frequen-

cies can be used for short periods of time to execute open-loop tracking, such that no cycle slip

occurs when closed-loop tracking is recovered. This section explores the capability of this fea-

ture by quantifying the probability of a cycle slip as a function of time with open-loop phase

tracking.

The model that will be used to study phase-error growth in open-loop tracking is shown in

Figure 7.2. The lower branch represents a scenario in which the channel is not tracking, but

there are enough other channels tracking to generate a GPS navigation solution for the naviga-

tion filter. As shown before in Subsection 6.3.5, the Doppler-estimate errors, originating from

the navigation filter’s velocity-estimate errors, resemble the exponentially correlated noise of a

first-order Markov process if GPS is available. The single-pole low-pass filter shown in Figure

7.2 comprises this model, and is consistent with the PSD model in Eq. 6.53, withβ given by

Eq. 6.46. The upper branch represents the case where no GPS navigation is available, and the

Doppler-estimate errors resemble a random walk. The variance of the uncorrelated, Gaussian

driving noise (σ2
v) for both models is equivalent to the numerator of Eqs. 6.53 and 6.54. Note

that the upper branch also has an initial condition specified for the integration process of the

NCO, and this initial condition will originate from the last Doppler estimate obtained with GPS

navigation. This initial condition is included, as it can have a large impact on the phase-error

growth in open-loop tracking with no GPS navigation available.

The probability of a cycle slip upon recovery of signal tracking can be expressed in terms of

the accumulated phase error during open-loop tracking:

Pslip(t) = P(|δϕ|> 1/4 cycle) (7.7)

If the phase-error growth is greater than a quarter cycle, then the PLL may lock onto a different

carrier cycle than that before tracking was lost, essentially resulting in a cycle slip. The probabil-

ity of this event is a function of time, and is determined analytically by treating the accumulated

phase-error as a Gaussian stochastic process with zero mean. The discrete equations that are
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used to compute the accumulated phase-error are as follows:

δ f1(ti+1) = e−β∆tPLLδ f1(ti)+

√
1

2β

(
1−e−2β∆tPLL

)
v(ti) (7.8)

δ f2(ti+1) = δ f2(ti)+
√
∆tPLL v(ti) (7.9)

δϕ1(ti+1) = δϕ1(ti)+∆tPLLδ f1(ti) (7.10)

δϕ2(ti+1) = δϕ2(ti)+∆tPLLδ f2(ti) (7.11)

Figure 7.2: Model for Open-Loop Phase-Tracking Performance

Figure 7.3: Open-Loop Cycle-Slip Performance of a Doppler-Aided PLL
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The effective sampling time,∆tPLL, is the length of the averaging time of the GPS receiver

correlators, and the minimum value of 1ms is used in this analysis. The variances of the accumu-

lated phase errors are time-dependent variables, andN samples after loss of closed-loop tracking,

are given by the following equations:

σ2
δϕ1(N) = ∆t2

PLLσ
2
δ f 1

(
N+

N−1

∑
n=1

2n e−β(N+n)∆tPLL

)
(7.12)

σ2
δϕ2(N) = ∆t2

PLL

(
N2σ2

δ f 1 +∆tPLLσ
2
v

N−1

∑
n=1

n2

)
(7.13)

σ2
δϕ1 andσ2

δϕ2 are the variances ofδϕ1 andδϕ2 , respectively, andσ2
δ f 1 is the variance of the

Markov-process that represents Doppler-estimate errors with GPS navigation. Note, these equa-

tions assume zero initial conditions, as they are negligible when compared to the rapid growth

of phase-error during open-loop tracking. Based on the variance values of Eqs. 7.12 and 7.13,

Figure 7.3 shows how the probability of a cycle slip grows a function of time with open-loop

tracking. The two graphs illustrate how having GPS navigation is a major advantage for open-

loop tracking for more than about a tenth of a second with an automotive-grade INS. However,

even without GPS navigation, the results based on these models suggest that open-loop tracking

could have a significant reduction in the number of cycle slips during normal driving conditions,

as the average lengths of time of GPS outages presented in Table 5.1 are on the order of fractions

of a second.

7.2 Performance Results

This section presents results that illustrate most of the benefits of Doppler aiding that have

been discussed, including reduced sensitivity to phase-noise without sacrificing phase-tracking

bandwidth, and open-loop tracking to avert cycle slips. These results will be discussed in two

subsections; the first will show the PLL tracking results from a detailed simulation of GPS signals

and IMU data through a maneuver with relatively fast dynamics, and includes a two-antenna GPS

attitude system; the second subsection will include post-processed results with real GPS samples

from one of the antennas in the automobile attitude system, and real inertial-sensor data from

the accompanying automotive-grade INS. The two subsections are meant to be complementary,

as the real-data test was unable to recreate the fast dynamics or dual-antenna system that was

achievable through simulation. However, the validation of simulated results with real GPS and

IMU data taken from a moving car, even if it is for a single receiver, is an important result

that supports the feasibility of implementing Doppler aiding with inexpensive hardware in an
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automobile GPS attitude system.

The results that will be shown in this section were obtained with the use of a software receiver,

written specifically for this project. This tool was needed to implement GPS tracking-loops that

could incorporate external frequency-estimates into the tracking loops. In addition to having

PLLs and DLLs for multiple channels, the software receiver computes PVT at a user-specified

update rate, and if data from two antennas is available, attitude measurements are also given.

The algorithms used to generate these measurements are essentially the same to those used in

a real GPS receiver. The primary input file to the software receiver is a binary data file that

contains sequential samples of the GPS signal after downconversion by an RF front-end. The

GPS data samples may be real or simulated, as long as simulated data is true to the structure of

the GPS signal including Doppler shifts, range delays, and navigation data bits. The intermediate

frequency, sampling frequency, and bits-per-sample values are specified by the user for a specific

input file.

A few different versions of this software were developed as part of this research, including

variants that read GPS samples from one input file (for single-antenna) or from two input files

(two antennas for attitude determination). In either case, the software offers the option to enable

Doppler aiding in all tracking loops if input files containing IMU or INS data are provided.

These inertial-data input files can be also be real or simulated. Other useful features of the

software include the capability to corrupt specific channels by reducing SNR or removing them

entirely to simulate brief outages, and to change parameters of the tracking loops very easily to

alter bandwidth or loop-filter structure.

7.2.1 Results from Simulation

In addition to the software receiver described above, GPS signal-simulation software was also

developed as a tool for advancing the study of inertially-aided GPS tracking loops before having

the means to collect real GPS samples. This software generates a GPS signal as it would appear

at the output of the RF front end of a GPS receiver. The Doppler-shifts, signal delays (due to true

range), and navigation data-bits are recreated from real satellite-ephemeris data from an input

file. Inputs from the user include the sampling frequency, intermediate frequency, initial GPS

time, and trajectory information (including attitude for dual-antenna simulation). The simulated

signal also includes frequency/phase noise from a local reference oscillator, and the desired noise

statistics of the clock can also be specified by the user. In its current version, this software

does not include the capability to specify variable SNR on the different channels or atmospheric

delays on the signals; these aspects are not critical to the work in this thesis, though they could

be included easily to improve the fidelity of the GPS signal simulations.
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Figure 7.4: Simulated Trajectory with Dual Antennas

The simulated trajectory that applies to the results in this section is shown in Figure 7.4. The

simulation consisted of generating synchronized GPS samples (containing signals from six SVs)

for both antennas and for the inertial sensors, and included noise characteristics of automotive-

grade inertial sensors and of a TCXO. The final speed of the baseline center point (also the INS)

was 2m/s after the initial 1-second acceleration. The two 90◦ turns incorporate fast dynamics

into the simulation, as the endpoints of the baseline experience very fast acceleration as the turns

begin and end. A half-second outage for one of the antennas was also included during the first

turn to demonstrate open-loop tracking.

The files generated from this simulation were then used as the input files to the software

receiver, which generated GPS PVT solutions for both antennas, and attitude measurements for

the one baseline. Some of these high-level outputs from the software receiver are shown in Figure

7.5, which includes the GPS position, velocity, and yaw angle measurements throughout the

simulated trajectory. Note that the velocity plots have an anomalous GPS velocity measurement

at t ≈ 2.9sec; this point corresponds to the first PVT measurement after the GPS outage on RX0,

as fPLL experiences a transient when the PLL realigns the phase of the replicated carrier.

Figure 7.6 includes graphs of various frequencies relevant to one of the channels in the soft-

ware receiver, includingfPLL, the estimated Doppler frequency (f̂dopp), the estimated clock error-

frequency (̂fclk), and the external frequency estimate (f̂ext), which is the sum off̂dopp and f̂clk

with any biases removed. These quantities are shown for each of the receivers, and are distinctly

different for each receiver during the turns as the velocities of the antennas are different when
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the baseline rotates. As shown, Doppler aiding is enabled att ≈ 1.8sec, shortly after the first

PVT solution and initialization of the INS. Prior to this time, a traditional 15Hz PLL is used. A

reduction in frequency noise is clearly evident after the transition to the 3.5Hz PLL with external

frequency aiding. As expected, the attenuation of high-bandwidth frequency noise improves by

a factor approximately equal to the ratio of PLL loop bandwidths, in this case by a factor of 4.3.

It is also important to note that despite the use of a lower bandwidth PLL,fPLL tracks the fast

changes in Doppler frequency during turns with no apparent transients, as the external Doppler

estimates capture these fast dynamics very well.

Figure 7.6: Channel 1 Frequencies for Simulation Test-Case

The open-loop tracking period during the GPS outage is labeled in Figure 7.6, between

t ≈ 2.3sec andt ≈ 2.8sec. Note how the Doppler-frequency estimates are similar in shape but

different in magnitude fromfPLL. However, if f̂clk is also used, then the combined external fre-

quency estimate is a very good approximation offPLL, and makes open-loop tracking possible.

The frequency transient at the end of the outage is imposed by the loop filter as it strives to line

up the phase offset that was accumulated during the outage.

The measured phase-jitter for RX0 is shown in Figure 7.7, where the transition to a Doppler-

aided PLL is also labeled. Since the simulated channel has good SNR, the loop-bandwidth design
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graphs in Figure 6.22 suggest that a 15Hz PLL may have lower phase-jitter than a Doppler-aided

3.5Hz PLL, though the difference will depend on the amount of dynamic stress. Nevertheless,

the phase jitter should remain close to the desired limit of 0.1 rad for the Doppler-aided case. As

shown, the specification is slightly exceeded, probably because of exaggerated simulated TCXO

noise.

Figure 7.7: Channel 1 Phase-Jitter for Simulation Test-Case

Figure 7.8: dICP Measurements and Cycle-Slip Aversion for Simulation Test Case, with and
without GPS Navigation during Channel Outage

The dICP value for this channel is shown in Figure 7.8. The cases shown include simulations

without the GPS outage (for comparison), and with the GPS outage with and without GPS navi-

gation during open-loop tracking; in both cases a cycle slip is averted after the outage. The subtle
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distinction between the graphs is emphasized in the detail window, which focuses on the section

of the plot where closed-loop tracking is reacquired. As expected, open-loop tracking performs

better (accrues less phase error) if GPS navigation is available during the channel outage; this

difference is evident as the smaller dICP transient for the case with GPS navigation. This result

supports the cycle-slip analysis results shown in Figure 7.3, which indicate that the probability

of a cycle slip after half a second is significantly higher if GPS navigation is not available.

Figure 7.9 shows the performance of the DLL throughout the simulation. As shown, there

is no noticeable effect in the code-phase offset upon recovery of the signal after the outage,

as the 300m code chip is much more tolerant to accumulated INS error than the 19cm carrier

wavelength in open-loop tracking. This contrast is especially true if the DLL is rate-aided, as it

is in this case. Note, this plot is normalized such that the mean prompt power is unity.

Figure 7.9: Early, Late, and Prompt Power from DLL Outputs for Simulation Test Case

7.2.2 Results with Real Data

The results presented in the previous subsection are very encouraging with regards to im-

proving phase-tracking performance with Doppler aiding. The next logical step in the pursuit

of a GPS/INS system that has such capabilities is to verify these results with real inertial-sensor

data and real GPS data. With a version of the GPS signal-simulation tool that uses arbitrary

trajectory waypoints, studies with real inertial-sensor data and simulated GPS samples were also

performed, and yielded results similar to those in the previous section. The more challenging

part of validation with real data is obtaining real GPS-signal samples to track with the software

receiver. At this time, this difficulty is due to the lack of inexpensive equipment that can be used

to sample the GPS signal from an RF front-end at sampling frequencies over 4MHz and store the

samples without discontinuities to computer memory for an extended period of time (10 seconds

or more). Many different hardware and software setups were attempted to collect this type of
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data, and most were partially successful, but for some shortcoming that made the data unusable.

Such problems included gaps in the data and phase discontinuities in the replicated carrier.

Figure 7.10: Real-Data Test Setup, Location, and Vehicle

With cooperation of the JPALS group (part of the GPS lab) at Stanford University, a set of

equipment was finally compiled that was capable of collecting the necessary data, at least for

several seconds. The setup consisted of the automobile attitude system discussed in Chapters

3-5 to collect attitude and accelerometer data, and a NordNav software receiver (in data collec-

tion mode) tapped to the front antenna to collect GPS samples. To accommodate the needs of

concurrent tests for the JPALS group, the baselines were 1 meter long, the antennas were of

survey-grade quality, and an OCXO reference oscillator was used. The compressed data files

generated by the NordNav software required decoding to make them readable by the software
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receiver, and this task was done by NordNav staff for 10 seconds of the data set which included

the first turn after the vehicle started moving. A schematic of the test setup and photographs of

the test location and test vehicle are shown in Figure 7.10.

Figure 7.11: Position and Velocity Measurements from GPS and Navigation Filter for Real-Data
Test Case

After the data collection, the stored attitude and accelerometer data were post-processed with

a navigation filter to get vehicle velocity estimates at the sampling rate of the IMU (100Hz) to

implement Doppler aiding. The position and velocity outputs of the navigation filter are shown

in Figure 7.11, and the 10-second portion of decoded data from NordNav is highlighted. The
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velocity plots include detail windows to illustrate some of the effects of vehicle dynamics on

estimated velocities, which will also affect the the Doppler estimates.

The software receiver was able to acquire and track four satellites from the decoded data:

SV#s 5,17,24 and 30, which all had high elevations at the time and location of the test (Stanford

University, at GPS time 259951 on Dec 16, 2003). The PLL frequencies for channel 4 (cor-

responding to SV#30), are depicted in Figure 7.12. In comparison to Figure 7.6, which shows

similar information for the simulation test-case (but for two antennas), the slower dynamics of

the real vehicle produce no sharp changes in Doppler-rate. However, they do contain dynamic

elements that are not included in the simulation, such as the suspension dynamics pointed out in

the figure. Note, the INS captures the nuances of these dynamics in the Doppler-estimates, and

they are aptly passed on tôfext and show up infPLL. In regard to suppressing frequency noise,

performance is remarkably similar to the simulation case.

Figure 7.12: Channel 4 Frequencies for Real-Data Test Case

The presence of only four channels tracking high-elevation satellites, resulted in relatively

poor HDOP for determining GPS position and velocity, and correspondingly, estimates of the

clock error-frequency were also not as accurate as they can be. For this reason, the initial value

of f̂ext at t ≈ 0.5secis about 5Hz off from the apparent value offPLL. The transient that occurs
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as f̂ext approximatesfPLL is due to the low-pass filter shown in Figure 6.12a, which is part of the

mechanism to remove any biases from the external frequency estimates.

The phase-jitter of the PLL is shown in Figure 7.13, and is also very similar to what was

observed in simulation (Figure 7.7). Once again, the value of the phase-jitter after Doppler-

aiding is invoked is about 0.02 rad higher than the specification. In contrast to the simulated case,

however, the larger phase-jitter errors seem to coincide with the suspension dynamics rather than

with random clock noise. This behavior suggests that performance of the navigation filter could

be improved to better account for the non collocation of the GPS antenna and the IMU.

Figure 7.14 shows the performance of the DLL throughout the section of decoded data. The

only notable difference in this graph when compared to the simulated case (Figure 7.14) is that

the SNR in the real case is not as favorable as in the simulated case. The relative SNR in the two

cases can be ascertained from these normalized plots by comparing the magnitude of the noise

in the any of the correlator power measurements (prompt, early or late) between the figures.

Figure 7.13: Channel 4 Phase-Jitter for Rea-Data Test Case

Figure 7.14: Early, Late, and Prompt Power from DLL Outputs for Real-Data Test Case
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Chapter 8

Conclusions

8.1 Summary

Many of the emerging sophisticated control and navigation applications in modern automo-

biles require measurements of the vehicle’s attitude. Some of these applications involve detec-

tion of hazardous situations (such as skidding and drifting off the road) and corrective action. As

such, these systems and the sensors on which they depend need a high level of availability and

integrity. The emergence of these important safety features is slowed by the absence of attitude

sensors that meet the low-cost, accuracy, and reliability standards needed for practical imple-

mentations in consumer vehicles. To address this problem, the research covered in this thesis has

presented a possible solution for the mechanization of a robust and inexpensive attitude system

for automobiles, based on GPS and automotive-grade inertial sensors.

GPS differential carrier-phase is currently one of the most accurate means of measuring a

vehicle’s attitude, and has been used widely in applications where signal integrity and satellite

visibility are rarely compromised, such as in aircraft and farm vehicles. Unfortunately, the oper-

ating conditions of a car in a city compromise the integrity and availability of GPS carrier-phase

significantly. The topics presented in this thesis focused largely on methods for improving avail-

ability and integrity of an attitude system based on GPS carrier-phase, subject to the challenging

conditions of urban driving. The main ideas of this work are summarized as follows:

• The number of GPS carrier-phase measurements in typical driving conditions can often

drop below three as a result of signal blockages or inability to recover integer ambigui-

ties in the presence of phase-noise. With less than four good carrier-phase measurements,

traditional attitude-determination methods with GPS are often unusable, which may re-

sult in unavailability of attitude-measurements for long periods of time. Coupling with an

automotive-grade INS can provide availability throughout short GPS-attitude outages, but

would be limited by large error accumulation during periods where only one or two satel-

lites are visible for prolonged periods. The one-satellite attitude algorithms developed in

Chapter 2 were shown to have a very positive impact on availability, as they capitalize on
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every GPS satellite that is visible to measure either of the degrees of freedom of a baseline.

These algorithms were incorporated with the more accurate but less robust methods of at-

titude determination with multiple satellites in a real-time prototype. One-satellite attitude

determination was found to increase GPS yaw availability from about 50% of the time to

over 90% of the time during several suburban driving tests, and still maintain accuracy of

approximately one degree.

• Integration with inertial sensors was found to be a necessity, not only for providing avail-

ability throughout short GPS outages, but also to provide a much needed robustness im-

provement to the processing of carrier-phase measurements. To achieve this level of im-

provement, the prototype system discussed in Chapter 4 featured tight integration at the

carrier-phase level, in which inertial measurements were used to filter and monitor raw

GPS carrier-phase measurements. This technique allowed cycle-slip monitoring at the

channel-level, and provided a means for identifying and rejecting channels with exces-

sive phase noise. Another powerful benefit from tight coupling was INS-aided integer-

ambiguity resolution, in which the global integer-search process was replaced with a much

more reliable local search for integers in the neighborhood of the INS attitude estimate.

In addition to channel-level fault detection, baseline-level and multiple-baseline level in-

tegrity monitoring algorithms were also invoked to enforce the relationships between mul-

tiple channels for the same baseline and between multiple baselines fixed on a vehicle.

The prototype system developed with all these improvements performed very favorably in

terms of robustness, when compared to much more expensive commercial attitude systems

with loose GPS/INS coupling.

• Despite the many enhancements achieved through tight coupling, no improvements could

be made to the raw GPS carrier measurements in terms of phase-noise and frequent rate

of cycle-slips. Situations where cycle-slips and phase-noise occur together are a major

integrity threat even to a tightly-coupled system, as phase-noise can prevent successful

recovery of integer ambiguities during multiple successive epochs; depending on the dura-

tion of such difficulty, the INS may accrue sufficient error during dead-reckoning to cause

a system integrity failure. To reduce the likelihood of such scenarios, Chapters 6 and 7

explored the concept of inertial aiding of phase-lock loops, in which Doppler-frequency

estimates derived from a GPS/INS navigation filter were employed to improve the noise-

performance, carrier-tracking bandwidth, and reduce cycle-slip rate in harsh conditions.

The benefits of this powerful technique were demonstrated through analysis, simulation
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and post-processing of real data. Among these benefits were reduction of cycle slip proba-

bility in dynamic conditions, and the possibility of using open-loop tracking to avert cycle-

slips through the short GPS outages (less than a second) that were shown to be common

in the driving-test results shown in Chapter 5. Chapter 6 also presented a design technique

for Doppler-aided PLLs, based on classical control techniques and modeling of contribut-

ing sources of phase-jitter. This procedure culminated in a concise result of how the use

of different grades of GPS reference oscillators and IMUs affect system design and per-

formance. From a standpoint of the automotive industry, the important conclusion from

this study is the fact that Doppler aiding did exhibit significant performance improvements

with inexpensive clocks (TCXO) and automotive-grade inertial sensors.

8.2 Future Research

To bring these areas of research to fruition in the form of a commercial product, a number

of issues remain to be investigated. A recommended sequence of steps will be presented in this

section.

The GPS/INS attitude system discussed in Chapters 3-5 could be modified and embellished

in a number of ways to improve performance. It is expected that the use of shorter baselines

would result in even more robust integer ambiguity recovery, and careful phase-delay calibration

of such a system would minimize the penalty in accuracy. Furthermore, code-phase or carrier-

phase GPS velocity measurements along with the IMU’s accelerometers could be used to provide

further observabilty and accuracy of vehicle pitch and roll. The use of velocity heading can also

be utilized to provide yaw measurements for a car, as long as the vehicle is not turning or sideslip

angle is known. Since this technique can be implemented with a single antenna, it would be a

less complex and more inexpensive solution than the multiple-antenna system discussed in this

thesis. The performance of a single-antenna system when compared to a multiple antenna system

for attitude deterimination in a car has not been evaluated, and would make a strong complement

to the research presented here.

As discussed in Subsection 7.2.2, comprehensive testing of Doppler-aided GPS tracking

loops with real data was limited by the unavailability of hardware to collect usable GPS sam-

ples for a long periods of time (on the order of minutes). By decoding ten seconds of a com-

pressed data file, the NordNav staff provided a temporary solution that sufficed for the scope

of this thesis. However, the capability to obtain much longer sets of data for post-processing

would be a necessary step for validating performance benefits in the presence of degraded SNR

by multipath, and intermittent signal blockages. This step could be accomplished in a number

of ways ranging from simple, though expensive solutions to more complicated but inexpensive
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solutions. A simple and expensive alternative would involve acquisition of high-end data collec-

tion ADC boards that have large amounts of on-board memory (gigabytes), such that the data

does not have to be streamed through a PCI bus to computer memory. A less expensive, though

very much more labor-intensive solution, would be to construct a data collection system with an

inexpensive combination of microprocessors and/or FPGAs to buffer samples from an RF front

end (such as the two-bit samples in the GP2010 front end), and stream them to a hard drive with-

out the use of a computer. Theoretically, the write speed of current hard drives is sufficient to

accommodate the sampling resolution/rate combination of a typical GPS front end. This option

was attempted as part of this research and was partially successful, but was abandoned in favor of

a less time-consuming solution when it became available through cooperation with the Stanford

GPS group.

Once such a setup is successfully assembled and tested, expansion to a dual-antenna version

would be a logical step towards completing a testing platform for a true attitude system. By

collecting and tracking data from at least two antennas, the performance of an attitude system

with Doppler-aided carrier-tracking loops would not have to be extrapolated from the ICP mea-

surements of a single antenna (as it was in Chapter 7), and the dual-antenna validation that was

done with simulation in this thesis could be done with real data.

The development of hardware (or software) for real-time, Doppler-aiding of GPS tracking-

loops would involve access to a GPS development system. With the increasing speed of mod-

ern computers, such a task could be accomplished entirely with a software receiver (similar to

NordNav’s) that would run on a computer with concurrent access to IMU outputs and running

a real-time GPS/INS navigation filter. Since multiple GPS channels must be tracked concur-

rently, such a setup is likely to tax even a modern computer with 2-3GHz processor speed. If

implemented in hardware, as an eventual commercial product would be, the RF front-end and

correlator chips of standard chipsets could be used, and perhaps even the same dedicated micro-

processors to interface with the correlator chips. The difference would be in the software that

closes the PLL control loops, as it would use an additional input from external frequency aiding,

and perhaps the option to switch between a standard PLL or a Doppler-aided PLL, as well as the

other modifications shown in Figure 6.10.

The realization of this real-time system would represent a gound-breaking improvement in

GPS receiver technology, especially if it could be accomplished with low-cost components.

Based on the results of this thesis, such a system would have superior carrier-phase measure-

ment noise performance and cycle-slip robustness when compared to existing GPS receivers.

Assuming that prior post-processing tests concluded that this technology should be part of an

attitude sensor for consumer vehicles, remaining work would involve incorporating it as a sensor

for higher-level applications of vehicle control.
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GPS modernization, due around the year 2010, is expected to have a momentous impact on

accuracy and robustness of GPS navigation. Like most other GPS applications, attitude determi-

nation will benefit from the higher power-level of the civil signal and the availability of a second

civil frequency. The availability of two carrier signals will introduce interesting possibilities in

the realm of integer-ambiguity determination, as it does for dual-frequency wide-lane integer

resolution in carrier-phase positioning [19].

With the current performance levels of automotive-grade sensors, no level of GPS/INS inte-

gration could provide accurate attitude or navigation outputs after only a few minutes without

GPS. Such situations are expected to occur in very deep urban canyons, covered parking lots,

and long stretches of road under tall trees and heavy foliage. To provide attitude availability

in these cases, better inertial sensors or a tertiary set of sensors like magnetometers will have

to be included. With the increasing performance and decreasing cost of MEMS technology,

it is expected that MEMS-based inertial sensors for automotive applications will get better in

the future, and only time will reveal the best sensor combination to use. Alternatively, current

research involving very sophisticated vehicle-parameter modeling has the potential to act as a

dead-reckoning system in the absence of GPS [10, 11]. This approach would involve the use

of GPS and inertial sensors to calibrate the vehicle model, including moments of inertia, tire

stiffness, suspension parameters, and road friction . If GPS is lost, these calibrated parameters

along with odometer, wheel-speed and steering-angle inputs, constitute sufficient information to

allow estimation of vehicle position, velocity, and attitude. This scheme is likely to have many

of the same pitfalls as a stand-alone INS, such as growing error with time due to imperfections in

the model and changing road conditions. Nevertheless, the vast possibilities of sensor-fusion and

vehicle-modeling techniques are a potential area of research that should be explored to achieve

the full performance capabilities of a practical attitude sensor for automobiles.
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Appendix A

Coordinate Frames and Vector Notation

This thesis makes use of various coordinate frames that will be summarized in this Appendix.

In addition, the notation that is used to express and manipulate vectors in these different frames

is reviewed. Illustrations of the different frames are included in Figure A.1.

A.1 Reference Coordinate Frames

Earth-Centered, Earth-Fixed (ECEF):

The cartesian ECEF coordinate-frame is of particular importance to GPS, as the satellite and user-

position vectors are computed in this basis before they are converted to more comprehensible

navigation coordinates like latitude, longitude and altitude. The origin the ECEF frame is at

the center of mass of the Earth, and its x-axis passes through the intersection of the Equator

and the Mean Greenwich meridian. Its y-axis also intersects the Equator, and its z-axis passes

through the conventional, terrestrial North pole [19]. Due to Earth’s rotation and orbit around the

Sun, the ECEF is not technically an inertial reference frame. However, for dynamic applications

that move relatively slowly and near the Earth’s surface, such an Earth-fixed frame can be used

to approximate an intertial reference frame, as the gravitational field of the Earth dominates

other accelerations induced by the rotation and orbit of the Earth. This appoximation is valid for

automobile navigation, and is used implicitly in the INS navigation equations in this thesis which

ignore rotation rates and accelerations due to the Earth’s motion.

Vectors specified in this basis are denoted with right subscriptE.

Ellipsoidal Coordinates (lat,lon,alt):

The conventional angular measures of latitude and longitude are two of the coordinates in an

ellipsoidal reference frame. These two angles define the position of a user on the Earth’s surface,

and constitute the rotations needed to transform vectors between the ECEF basis and the ENU

basis. The third measurement in Ellipsoidal coordinates is altitude, and for GPS applications, it

is referenced relative to the surface of a reference ellipsoid (WGS84) that approximates the shape

of the Earth’s surface. Since altitude is not utilized much in this thesis, interested readers can
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find detailed information on the WGS84 ellipsoid and strict definitions of altitude measurements

in [19].

East-North-UP (ENU):

The ENU frame is defined with two axes (East and North) defining a tangent plane to the refer-

ence ellipsoid. This frame is one of the more commonly used bases in this thesis, as it is used as

the reference to define the attitude of a vehicle. It is also a useful reference frame for expressing

user velocity, and in some cases, position relative to an initial point. Thereby, the origin of an

ENU frame can be defined as a fixed, nearby point on the Earth’s surface, or at the current loca-

tion of the vehcile, in which case it is a locally-level frame. The latter case is the more traditional

way of using an ENU frame to reference attitude measurements, though the former can also be

used if a flat-Earth model is assumed in short-distance navigation applications.

Vectors specified in this basis are denoted with right subscripte.

Body frame:

The body frame is simply a coordinate system fixed to a vehicle. Traditionally, the body frame

lines up with the roll and pitch axes of the vehicle, such that the Euler angles that define attitude

can be expressed as successive rotations about the body axes. In this thesis, the body frame

is defined such that it lines up with an ENU frame if the vehicle is level and pointed directly

North. It is also convenient to line up strapdown IMUs with the body frame, as it simplifies

tranformations of gyro measurements to body rates.

Vectors specified in this basis are denoted with right subscriptb.

Baseline frames:

Baseline-fixed frames are another type of body frame, but with the x-axis lined up with a base-

line vector. These bases are used when computing the two baseline- orientation angles, which

simplifies the process if the baseline does not happen to line up with the body axes of the vehicle.

In this thesis, all baselines are orthogonal to the yaw-axis of the vehicle, such that a single yaw

rotation tranforms a vector from a baseline frame to the vehicle body frame.

Vectors specified in this basis are denoted with right subscriptb followed by the double-letter

baseline identification.
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Figure A.1: Illustration of Various Coordinate Frames
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A.2 Vector Notation

Physical quantities like distance, velocity, acceleration (among many others) represent real

phenomena, and exist in the physical world whether or not they are represented as vectors in

a mathematical world. As such, there need not be a coordinate frame (basis) specified to refer

to these quantities and operations involving them, but theycanbe expressed numerically in any

basis of choice. However, if numerical values are sought that involve these quantities, then a

basis must be specified to give the numbers meaning. Tranformations from one basis to another

are done with rotation matrices, which are symbolized with the new basis as a left subscript

and the old basis a right subscript. For example, the rotation matrix
e
C

b
tranforms a vector in

expressed in the body basis to the ENU basis.

If vector quantities are discussed without reference to a specific basis, they are denoted with

an overhead arrow symbol. If the vector is specified in a particular basis, then an underscore

is used instead of the overhead arrow, and a right subscript is used to indicate the basis. For

example,A~BB is the vector representing baselineAB, andABB
b is the baseline vector expressed in

body basis.

The above example also serves to illustrate the notation for vectors with units of length. These

vectors always connect two points in space, and the notation for the vector includes the starting

point of the vector as a left superscript and the end-point of the vector as a right superscript.

The time derivative of a vector with units of length is a velocity vector. This derivative

must be taken relative to a specific reference frame, as the velocity of an object depends on the

reference frame from which it is observed. The same concept applies to acceleration vectors. A

left superscript on a velocity or acceleration vector indicates the applicable basis, but the vector

could still be expressed numerically in any basis. For example,e~VA is the velocity of antenna

A as observed in the ENU basis, andeVA
b would be this velocity expressed in the vehicle body

basis.

Vector dot-products and cross-products also have notation that depends on whether quantities

are expressed with a basis. Without a basis, the more traditional vector-operation notations are

used. For example, the dot product of a satellite-velocity vector with the LOS vector is written as
e~V

k ·~1k, but if these vectors are expressed in an ECEF basis the operation iseVkT

E 1k
E, where theT

superscript represents the transpose operation. The cross-product between two baselines would

be written asA~BB×A~BC; this operation in the ENU basis would beABCX

e
ABC

e . TheX superscript

on the left term stands for the skew-symmetric cross-product operator, which is a 3×3 matrix of
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the following form:

vX =


0 −z y

z 0 −x

−y x 0

 where v =


x

y

z
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Appendix B

Gauss-Markov Processes and Random Walks

B.1 Gauss-Markov Processes

A special kind of random process known as Gauss-Markov (GM) process can be generated

by passing Gaussian white noise through a linear low-pass filter. The output of the filter also

has Gaussian characteristics, but will be exponentially correlated in time. The order of the filter

determines the order of the GM process; that is, a first-order filter (one with a single pole) results

in a first-order GM process. GM processes can be used to model many stochastic physical

phenonemena with correlated noise. Some that are that are relevant to this thesis include the

bias behavior of inertial sensors, frequency instability of oscillators, GPS attitude errors due to

uncalibrated phase-delay, and GPS/INS navigation-filter velocity errors. Since a first-order GM

process is used exclusively in this thesis, it will be the focus of the following discussion. Further

information on GM processes, including those of higher order, can be found in [35] and [59].

A first-order GM process (x) is described by a first-order differential equation:

ẋ+βx = w (B.1)

wherew(t) is the input white noise. In the frequency domain, the input-output relationship is

given by the following transfer function:

X(s)
W(s)

=
1

s+β
(B.2)

As shown, the transfer function is that of a first-order low-pass filter. To illustrate the effect

of passing noise through this filter, Figure B.1 shows an image the driving noise (with unity

variance) and resulting GM sequence (withβ=10). One of the most distinct characteristics of the

GM process is its time-correlation. The autocorrelation of the process is:

φxx(τ) = σ2
xe−βτ (τ = time offset) (B.3)
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where

σ2
x =

1
2β
σ2

w (B.4)

Another of the more useful quantities of a GM process is its PSD, which is the Fourier transform

of the autocorrelation:

Sx(ω) =
2βσ2

x

ω2 +β2 (B.5)

In many practical applications, including those of this thesis, it is useful to have a discrete-

domain equivalent of the GM process model. The difference equation derived from Eq. B.1

is:

xi+1 = e−β ∆txi +wi (B.6)

A relationship that relates the variances of the continuous and discete driving noises can be

obtained by enforcing that the variance of the continous GM process is equal to that of the

discrete GM process. The result of this excersise is:

σ2
wi

=
σ2

w

2β

(
1−e−2β ∆t

)
(B.7)

B.2 Random Walks

A random walk occurs as a result of integrating white noise. In relation to GM processes, a

random walk can be interpreted as the limiting case asβ→ 0. The differential equation and the

difference equation of a random walk are consistent with this analogy:

ẋ = w (B.8)

xi+1 = xi +wi (B.9)

Likewise, the relationship between the continuous and discrete driving noise can be obtained

from Eq. B.7 by taking the limit asβ→ 0:

σ2
wi

=∆t σ2
w (B.10)

Like a GM process, the expected value of a random walk depends on its initial condition.

However, unlike a GM process, a random walk is not a stationary process, as its variance grows

linearly with time. That is, the longer the integration time of the process, the larger the value of

its variance, as illustrated in Figure B.1. The random walk depicted in the bottom chart uses the

same driving noise as the GM process; the variance of the GM process reaches steady-state, but

that of the random walk clearly grows with time.
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The autocorrelation of a random walk is not defined only as a function ofτ (time offset),

but some authors ([35]) define it as a function of time and time-offset. The PSD of a random

walk is typically defined as being proportional to 1/ω2 but with unspecified magnitude (as it is

unbounded at DC). However, in cases where the random walk resembles a GM process at high

frequencies, the magnitude of its PSD can be matched to that of the GM PSD at high frequencies.

If the driving noise is scaled as as in Eqs. B.7 and B.10 for the same continuous driving noise, the

PSDs at high frequencies would match exactly. This similarity is evident (in the time domain)

upon inspection of the two plots in the bottom graph of Figure B.1, which exhibit nearly identical

high-frequency content.

Figure B.1: Images of White Gaussian Driving Noise and Resulting Gauss-Markov Process and
Random Walk
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Appendix C

Inertial-Sensor Error Modeling

Proper calibration of the inertial sensors in an INS is critical to navigation performance.

In Section 4.1.2 of this thesis, the gyro errors in the primary GPS/INS filter were modeled as

constant biases, but an offline calibration process was necessary to approximate alignment errors

and the yaw-gyro scale factor. This appendix gives a more general treatment of inertial-sensor

errors, and covers the steps that are necessary to simplify the general error-model of a gyro to a

single bias term. The reasoning behind this simplification and its implications are also examined.

The error models of a gyro and of an accelerometer are nearly identical, and only that of a gyro

will be presented here for conciseness. The only notable difference (according to [22]) between

the models of the two types of inertial sensors is that accelerometers may contain a nonlinearity

term instead of the gyro’s acceleration sensitivity. Note, this similarity is limited to the raw

sensor measurements alone, as the propagation of uncompensated sensor errors into the inertial

navigation solutions is very different.

The first error source to be considered is sensor misalignment. This type of error refers to

the physical misalignment of the sensor’s axis of sensitivity from where it is intended to be.

To simplify the discussion, it will be assumed that the gyros are supposed to be aligned with the

vehicle’s body axes, as they are in the attitude system prototype discussed in Chapters 3-5. Using

the subscriptg to denote a basis aligned with they gyros’ axis of sensitivity, the rotation of the

angular velocity vector from the gyro basis to the body basis is expressed as:

eωb
b =

b
C

g
eωb

g (C.1)

Note, the notation for the angular velocity vector represents the angular velocity of the body

frame relative to the ENU frame. To allow for each gyro misalignment to be independent of the

other two, the matrix
b
C

g
is allowed to be a nonorthogonal transformation, and a small rotation-

angle approximation is used:

b
C

g
≈ I

3×3
+ δ

b
C

g
(C.2)
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where

δ
b
C

g
=


0 gpr −gpq

−gqr 0 gqp

grq −grp 0

 (C.3)

The terms in theδ
b
C

g
matrix represent small rotation angles (in radians) due to misalignment,

and the notation is consistent with that used in [22]. For example, the termgpr represents a

positive rotation angle about the bodyr (yaw) axis from the bodyp− r plane to the gyrop axis.

This particular misalignment causes pitch rotation to be measured as a disturbance in the roll

gyro. Figure C.1 shows an illustration of these rotations.

In addition physical misalignment errors, the gyro sensors themselves have imperfect mea-

surements that require calibration. Thereby, the notation will be ammended to reflect the fact

that the angular velocity is an imperfect estimate if it is based on gyro measurements:

eω̂b
b =

(
I
3×3

+ δ
b
Ĉ

g

)
eω̂b

g (C.4)

The sources of error in the gyro measurements include using inexact scale factors and gyro

biases, sensitivity to linear acceleration, nonlinearlity, quantization error, and wideband noise.

The gyro scale-factor is a quantity specified by the manufacturer. This constant specifies the

conversion factor from an analog electrical signal to an angular rate for a particular gyro (such

as the 18mV/◦/s spec in Table 3.2). Deviations from the nominal value exist from sensor to

sensor, and may change slightly with temperature. The sensor bias refers to an offset in the

gyro output from the true angular rate, and is usually the most important error to correct. This

bias is not necessarily a constant, as it also varies with temperature. Furthermore, gyros of

consumer or automotive quality exhibit distinct exponentially-correlated noise in the bias, which

can be modeled as a first-order GM process [32]. Sensitivities to acceleration, nonlinearity and

quantization effects are more difficult to model than other quantities, but can be included as

additive terms that contribute to the variance of the wideband noise. Expressing these quantities

symbolically, the gyro measurements can be written as:

eωb
g =

(
I
3×3

+ δK
s f

)(
ug + δbg +vg

)
(C.5)

where

δK
s f

=


δks f p 0 0

0 δks f q 0

0 0 δks f r

 Scale factor errors

ug = Vector of gyro measurements
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δbg = Vector of gyro biases

vg = Vector of uncorrelated, wideband gyro noise (C.6)

Note, vg is an aggregate of all other terms that are not typcially modeled, including including

acceleration sensitivity, nonlinearity, and quantization effects. If estimated scale factors and

biases are used in this equation and it is substituted in to Eq C.4, an estimate of the vehicle

angular velocity is computed from the gyro measurements as follows:

eω̂b
b =

(
I
3×3

+ δ
b
Ĉ

g

)(
I
3×3

+ δK̂
s f

)(
ug + δb̂g

)
(C.7)

Theoretically, all the gyro-error model terms could be included in an estimator to maximize

the accuracy of the dynamic model. However, the observability of misalignment and scale-factor

errors is dependent on the dynamics of the vehicle. For example, to be able to estimate the yaw

gyro scale-factor, there would have to be a distinct nonzero turning-rate such that the scale-factor

error would result in a measurable residual (filter innovation). If the gyro does not experience

relatively large rotation rates, then the gyro scale-factor is not well observed, nor does it incur

large errors into the navigation solution.

As might be expected, the dynamics needed to make misalignment and scale factor errors

observable are not always available. In such cases, it is advantageous to perform off-line calibra-

tion of these parameters and they can be hard-coded in the software without the need to include

them as states in an estimator. This technique is more ideally suited for misalignment errors,

since they are normally constant in a fixed IMU installation. As mentioned previously, the scale

factor may not necessarily be a constant due to temperature variations, but the offline calibration

can be done at a steady-state temperature consitent with the expected operating condidions of the

vehicle.

In applications where not all the gyros experience large turning rates, some simplifications

can be made. Such is the case in automobile appications, where the pitch and roll rates are small

in comparison to yaw rate (during turns). If the pitch and roll gyro outputs are expeted to be small,

then the presumably small misalignment errors that incur cross-axis sensitivity due to pitch and

roll motion will have a small effect. The same reasoning applies to the roll and pitch scale

factors, which will have a small effect if the roll and pitch rates are small. Thereby, a reasonable

simplification for an automobile attitude system would be to concentrate the calibration effort on

the terms that incur error through the yaw rate; that is,gpq, gqp, andδks f r. Since other terms
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have little effect in comparison to these, the matrices in Eq C.7 can be simplified:

δ
b
Ĉ

g
≈


0 0 −ĝpq

0 0 ĝqp

0 0 0

 (C.8)

δK̂
s f

≈


0 0 0

0 0 0

0 0 δk̂s f r

 (C.9)

If these alignment and scale-factor errors can be estimated off-line, then the only error para-

menters left to estimate from Eq C.7 are the gyro biases. These terms are additive to the gyro

inputs, and can thus be estimated with a linear filter as explained in Section 4.1.2. Note, by only

icluding the sensor bias in the estimator, any errors in the off-line calibration will be absorbed

into the estimation process of the bias, and appropriate process noise or gain adjustment should

be used to compensate for this effect.

Figure C.1: Illustration of Gyro Misalignments Relative to Platform
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Appendix D

Development of a PLL Estimator for Ultra-Tight

Coupling

This appendix presents a development of the state-space implementation of a PLL estimator

and controller, which comprises the low-level design of the more commonly accepted mecha-

nizations of ultra-tight GPS/INS integration. These architectures utilize a large global estimator

or a less optimal bank of smaller estimators (a federated approach with one estimator per chan-

nel) to blend inertial measurements with the GPS tracking loops. These techniques offer the

additional advantage of having filtered estimates of theI andQ samples, which results in less

noisy carrier-phase offset measurements (and ICP measurements). In fact, the use of estimatedI

andQ quantities, as opposed to the original measurements, to compute the carrier-phase offset is

the primary difference between the controls approach described in Section 6.3 and the more com-

plicated estimation approach. The scope of this discussion will cover the implementation of an

estimator for a single channel, with the external frequency aiding applied as a measurement and

the frequency rate as an input. Of course, these quantities are actually formed from the outputs

of another estimator (the navigation filter), so the estimator described here can be interpreted as

a component of a federated filtering architecture. Alternatively, the dynamic equations used in

this single-channel estimator can also be used to assemble a global filter that encompasses all of

the navigation, inertial sensor, and GPS signal-tracking states. In the follwing discussion, it may

be helpful to the reader to refer to Figure D.2 as the characteristics of the dynamic equations are

described.

As described in Subsection 6.1.1, theI andQ quantities, which are outputs from a correlator

chip, are measurements of the cosine and sine of the phase-offset measurement:

I = cos(δϕ) (D.1a)

Q = sin(δϕ) (D.1b)

Taking the time derivative of these relationships yields a pair of dynamic equations that can be
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used in the propagation step of an estimator:

İ = −Q δϕ̇ (D.2a)

Q̇ = I δϕ̇ (D.2b)

The phase-offset rate in these equations is equivalent to the error in frequency of the replicated

carrier, and the error in frequency is the difference between the true frequency of the reference

carrier and the frequency input into the NCO:

δϕ̇= ωr −ωPLL (D.3)

where

ωr = ϕ̇r (D.4)

ωPLL = 2π fPLL (D.5)

The loop filter discussed in Subsection 6.3.1 can be implemented precisely in state-space form

with the inclusion of a state that represents the integrated phase-offset measurement. For an

arctangent phase discriminator, the dynamic equation for this state, designatedzPLL, is:

żPLL = arctan

(
Q
I

)
(D.6)

The loop is closed by assigningωPLL as a function of the phase offset,zPLL, and the reference

frequency:

ωPLL = ωr −k2zPLL−
√

2k2arctan
(
Q
/

I
)

(D.7)

As written, this equation represents the feedback of a Doppler-aided PLL implemented in state-

space form, where the feedback signal is a function of direct measurements, not estimates. If an

estimator is used, thenωr , I , Q, andzPLL would be state estimates rather than direct measure-

ments. This variation is shown in Figure D.2, which shows the feedback from the controller to

the plant as a function of estimated elements.

Substituting Eqs. D.7 and D.3 into Eq. D.2a yields the closed-loop dynamic equations for

theI andQ states:

İ = −Q
(

k2zPLL +
√

2k2arctan
(
Q
/

I
))

(D.8)

Q̇ = I
(

k2zPLL +
√

2k2arctan
(
Q
/

I
))

(D.9)
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The frequency of the reference carrier is also a state to be estimated, as it is not known

precisely. The dynamic equation for this state is simply the sum of the input frequency rates:

ω̇r ≈ 2π
(

ḟdopp+ ḟclk
)

(D.10)

The rate of change of the Doppler frequency can be obtained by taking the time derivative of Eq.

6.11. If it is assumed that the LOS vector changes very slowly relative to the satellite and user

velocities, this operation yields the following approximation for SV#k:

ḟ k
dopp≈

1
λL1

(
e~aRX− e~ak

)
·~1k (D.11)

In this equation, the acceleration of the receiver antenna relative to an earth-fixed frame (e~aRX)

is a function of the INS outputs (acclererations, body rates, and vehicle attitude), and the accel-

eration of the SV (e~ak) can be obtained as the time derivative of its velocity.

The rate of change of the clock error-frequency in Eq. D.10 must be obtained from an esti-

mated model of the behavior offclk. As shown in Figure 6.7 the behavior of the clock frequency-

error is much more easily predicted from past data for an OCXO than for a TCXO, though it

is possible to do so for a TCXO as long as measurements offclk can be taken with sufficient

frequency.

If using a federated filtering architecture where the navigation filter is separate from the GPS-

tracking filters, it is beneficial to include a model for exponentially correlated noise in the external

frequency measurements. This type of error may be present in the estimates of bothfdopp and

fclk, especially if using low-cost components like automotive grade inertial sensors and a TCXO.

The state that represents this error will be designated asnf ext, and its dynamic model is that of a

first-order Markov process:

ṅf ext =
−1
τ f ext

nf ext+wf ext (D.12)

In this filter implementation, it is assumed that the parameters of the Markov process,τ f ext

and wf ext, can be determined empirically by analyzing the velocity outputs of the navigation

filter and fclk measurements similar to those shown in Figure 6.7.

The measurements of the filter include theI andQ correlator outputs and the external fre-

quency estimates. Note, the external frequency measurements to the filter are derived from the

navigation filter velocity estimates, and will thus use information from the other GPS channels

indirectly.

In summary, the state vector of the single-channel PLL estimator is:

xPLL =
[

I Q zPLL ωr nf ext

]T
(D.13)
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The nonlinear dynamic equations that describe the frequency-aided PLL are Eqs. D.6, D.8, D.9,

D.10, and D.12. Additive process noise should also be included to account for inexact dynamic

modeling and input errors. This term is especially important for Eq. D.10, because noisy inputs

are part of this equation, and other factors that are not modeled (such as the SV clock noise) also

contribute to the reference frequency. The input is the time rate of change offdopp and fclk, and

the measurement vector is:

y
PLL

= H
PLL

xPLL (D.14)

where

H
PLL

=


1 0 0 0 0

0 1 0 0 0

0 0 0 1 1

 (D.15)

Since the dynamic equations of this system are nonlinear, implementation of an optimal

estimator is done with an extended Kalman filter. The propagation of the state-covariance and

computation of the gain matrix is similar the equivalent operations in a linear filter, but uses

linearized equations about the current state estimate. The details of this well-known procedure

are beyond the scope of this discussion, but can be found in [35] and [59].

Figure D.1: Performance of a PLL Implemented with an Estimator
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The performance of this PLL architecture is demonstrated in Figure D.1, which shows the

various estimated state elements and measurements. As shown, theI andQ estimates are less

noisy when estimated, and would result in less noisy ICP measurements. In this test case, the

estimator is enabled att = 0.2 sec, at which time the external frequency estimates are used; prior

to this transition, the PLL is in an initial convergence phase and is configured as a traditional

15Hz PLL. At t = 0.5 sec, the bandwidth of the closed-loop branch is reduced from 15Hz to

about 6Hz, but little change is noticeable in the state estimates. This example illustrates the

impact of the use of an estimator along with a controller, as the poles of the estimator (as decided

by the estimator gains) also have an impact on the behavior of the system. Thereby, modifying

the controller gains alone will not alter the PLL dynamics in the same way as was described in

Subsection 6.3.1, and the design guidelines would be more complicated.

In the context of the GPS/INS attitude system described in this thesis, the use of an estimator

at the PLL level may provide more accurate ICP measurements, but it would be more complicated

and offer virtually no advantage over the simpler frequency-aided design in terms of cycle-slip

reduction and phase. Since this type of robustness improvement was the original motivation for

pursuing ultra-tight coupling for an automobile attitude system, the simpler design described in

the Section 6.3 was favored and is applicable to all analysis in Chapters 6 and 7.
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Appendix E

Accronyms and Symbols Guide

E.1 List of Acronyms

ADC: Analog-to-Digital Converter

ADOP: Attitude Dilution of Precision

API: Application Programmers Interface

A&D: Accumulate and Dump

BPSK: Binary Phase-Shift Keying

BW: Bandwidth

bps: Bits per second

CA (or C/A): Coarse/Acquisition

CG: Code Generator

CP: Carrier Phase

DLL: Delay-Locked Loop

DC: Direct Current. Term used when referring to spectral content at zero frequency.

DGPS: Differential GPS

dICP: Single Difference of Integrated Carrier Phase (differential carrier phase)

DME: Distance Meausuring Equipment

DOP: Dilution of precision

ENU: East-North-Up Coordinate Frame

ECEF: Earth-Centered, Earth-Fixed Coordinate Frame

FLL: Frequency-Locked Loop

GM: Gauss Markov

GPS: Global Positioning System

GUI: Graphical User Interface

ICP: Integrated Carrier Phase

IF: Intermediate Frequency

IMU: Inertial Measurement Unit

INS: Inertial Navigation System
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ILS: Instrument Landing System

LAAS: Local-Area Augmentation System

LOS: Line of Sight

NCO: Numerically Controlled Oscillator

OCXO: Oven Compensated Crystal Oscillator

OS: Operating System

PLL: Phase-Lock Loop

PPS: Pulse per second

PR: Pseudorange

PRN: Pseudo Random Noise

PPW: Prompt power

PSD: Power Spectral Density

PVT: Position, Velocity, Time

PVA: Position, Velocity, Attitude

RF: Radio Frequency

RX: Receiver

SSB: Single-Side Band

SV: Space Vehicle. Common abbreviation used when referring to a GPS satellite.

SW: Software

TCXO: Temperature Compensated Crystal Oscillator

UTC: Universal Time Coordinated

WAAS: Wide-Area Augmentation System

E.2 List of Symbols

Scalar quantities related to carrier-phase measurements:Unless otherwise noted, all the fol-

lowing symbols will have superscriptk to denote measurements from SV#k and letter subscripts

(A,B,C) to refer to a particular antenna. Double-letter subscripts (such asAB) identify differen-

tial quantities between antennas.

ϕ : Integrated carrier-phase (ICP)

ϕ f : Fractional component of ICP

∆ϕ : Differential carrier-phase (dICP)

m : Integer component of ICP

r : Range from satellite to antenna
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Tϕ : Troposphere delay of carrier

Iϕ : Ionosphere delay of carrier

n : Integer ambiguity

δt : Clock error (from SV or local clock, depending on superscript or subscript)

l : Line bias (nok superscript)

δl : Line-bias correction term (nok superscript)

εϕ : Phase noise (includes phase-delay and broadband noise)

ηϕ : Phase-delay component ofεϕ

υϕ : Broadband noise component ofεϕ

Vector quantities related to carrier-phase measurements:Vectors compiled from some of

the differential scalar quantities listed above are denoted with underscores and double-letter sub-

scripts to identify a particular baseline. Each vector row corresponds to one channel (one SV).

∆Φ : Vector of dICPs

N : Vector of integer ambiguities

L : Vector of line-bias (all rows equal)

δL : Vector of line-bias correction terms

Eϕ : Vector of phase-noise terms (εϕ)

Vectors of physical quantities: 3×1 vectors that represent physical quantities (like 3D coor-

dinates, velocities, accelerations) are identified with an overhead arrow if they are not specified

in any particular basis. If represented in a particular basis (like ENU, ECEF), these vecors are

identified with an underscore and a right subscript to indicate the basis used.
~1k : LOS unit vector to SV#k

1k
e : LOS unit vector specified in ENU basis

Cx,y,z : Vector components of 1ke
A~BB : Baseline vector between antennasA andB (left/right superscripts may vary

depending on baseline)
ABB

e : Baseline vector between antennasA and B, specified in ENU basis

(left/right superscripts may vary depending on baseline, subscipt may vary

depending on basis)
0~Rk : Vector from origin of ECEF frame to SV#k
e~V

k
: Velocity vector of SV#k with respect to an Earth-fixed frame

e~V
RX

: Velocity vector of a receiver with respect to an Earth-fixed frame
e~ak : Acceleration vector of SV#k with respect to an Earth-fixed frame

e~aRX : Acceleration vector of a receiver with respect to an Earth-fixed frame
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Related Matrices:
H

e
: Observation matrix of LOS unit vectors (1 vector per row). Subscript al-

ways indicates basis.

H
1e

: Observation matrix of LOS vectors (1 vector per row) in ENU basis with

fourth column of ones for resolving line-bias correction term. Subscript

always indicates basis.

Vectors and Matrices for Filters or Estimators: SubscriptPLL on any of these symbols per-

tains specifically to implementation of PLL with an estimator.

u : Input vector

x : State vector

y : Measurement vector

A : Continuous domain dynamic matrix

B : Continuous domain input-to-state mapping matrix

H : State-to-measurement mapping matrix

Φ : Discrete domain dynamic matrix

Γ : Discrete domain input-to-state mapping matrix

K : Gain matrix

Angular and angular rate quantities:
φ : Vehicle Roll

θ : Vehicle Pitch

ψ : Vehicle Yaw

p : roll body rate

q : pitch body rate

r : yaw body rate
e~ωb : Angular velocity of reference frameb relative to reference framee

δp : roll gyro bias

δq : pitch gyro bias

δr : yaw gyro bias

φAB : Baseline Roll (subscript denotes baseline)

ψAB : Baseline Yaw (subscript denotes baseline)

φk
AB : One-satellite baseline roll (subscript denotes baseline)

ψk
AB : One-satellite baseline yaw (subscript denotes baseline)

βk
AB : Angle between baseline AB and LOS vector to SV#k

Elk : Elevation of SV#k

Azk : Azimuth of SV#k
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Other symbols related to GPS attitude determination:
RAB : Baseline length (subscript denotes baseline)

δBAB : Baseline length error for linear attitude solution (subscript denotes baseline)

eAB : Residual magnitude error for linear attitude solution (subscript denotes baseline)

JN : Cost function for integer search with linear attitude solution

JAB : Cost function for nonlinear attitude solution (subscript denotes baseline)

rφAB : Ratio of external roll-estimate error variance to dICP-error variance

rψAB : Ratio of external yaw-estimate error variance to dICP-error variance

Wk
ψAB

: Weighing function for one-satellite yaw (for SV#k and baseline AB)

Wk
φAB

: Weighing function for one-satellite roll (for SV#k and baseline AB)

F : ADOP matrix

G : Matrix quantity used in the defintinion of ADOP matrix

δA : 3×1 vector of attitude perturbations

Terms related to Phase-Lock Loops:
Bnϕ : Noise equivalent bandwidth of a PLL

H1(s) : Closed-loop transfer function of traditional PLL

H2(s) : Closed-loop transfer function that relates phase-noise input to phase output

in Doppler-aided PLL

H3(s) : Closed-loop transfer function that relates reference-phase input to phase

output in Doppler-aided PLL

fPLL : Frequency tracked by a PLL

ϕPLL : Phase tracked by PLL

ϕr : Reference phase input for PLL model

wϕ : Phase noise input for PLL model (from thermal noise and interference)

δϕ : Phase offset measurement (output of phase discriminator)

fdopp : Doppler component offPLL (may have superscript to indicate specific

channels)

fclk : Clock error-frequency of reference oscillator

δ fdopp : Error in external Doppler-frequency estimate

δ fclk : Error in external clock error-frequency estimate

δ f k
PLL : Frequency residual for SV#k

δϕext : Reference phase used for model of Doppler-aided PLL
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δϕdopp : Component ofδϕext induced by external Doppler-estimate errors

δϕclk : Component ofδϕext induced by external clock error-frequency estimates

δϕvib : Component ofδϕext induced by vibration of reference oscillator

k1,2 : Loop filter gain of PLL (subscripts denote different gains for different

bandwidths)

ka−d : Constants used to model oscillator phase-noise

τ1,2 : Inverse of loop-filter zero (subscripts denote different zeros for different

bandwidths)

αIMU : Value of pole used to model finite-bandwidth inertial measurements

δ fext : Error input to Doppler-aided PLL model, to account for imperfect external

frequency estimates

∆ fPLL : Closed-loop frequency corrections of a Doppler-aided PLL

Q : Quadrature component of phase-offset measurement

I : In-phase component of phase-offset measurement

Tav : Averaging time in GPS signal correlators (equivalent to∆tPLL)

εϕ : Tracking error of PLL

εϕext : Tracking error of PLL induced byδϕext

εϕw : Tracking error of PLL induced bywϕ

T̄slip : Mean time to cycle slip for a PLL

γ : Steady-state error of a PLL due to dynamic stress (subscriptsdynor f dopp

denote source of dynamic stress)

nf ext : Symbol for Markov-process model of external frequency estimate errors

in PLL estimator

zPLL : Symbol used for integrated phase-offset in PLL estimator

Terms related to Delay-Lock Loops:
τr : Reference code-phase in DLL model

τDLL : Code-phase tracked by DLL

δτ : Code-phase offset measurement

kCDLL : Gain to convertfPLL to code rate

k1DLL : Gain of DLL with no rate aiding

k2DLL : Gain of DLL with rate aiding
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General symbols:
c : Speed of light

λL1 : Wavelength of L1 carrier

fL1 : Frequency of L1 carrier

∆t : Sampling period (subscripts GPS, INS, or PLL)

σ : Standard deviation

σ2 : Variance (of variable specified in subscript)

β : Time constant of a Gauss-Markov Process

φ(N) : Discrete autocorrelaton, N indicates offset samples

S( f ) : Power spectral density (of variable specified in subscript)

L( f ) : SSB Phase noise in dBc/Hz

S/N0 : Signal to noise ratio

In(x) : Modified Bessel function of order n

q : Quaternion element

q : Quaternion vector

a
C

b
: Rotation matrix from basisb to basisa

Notation Variants: On occasion, some variables contain additional symbology to emphasize a

particular variant of the quantity. Such variants inlude an estimate, a guess, a mean value, or a

combination of these. An “estimate” is different from a “guess”, in that estimates are typically

equivalent to a measurement; guesses normally refer to a iteration variable in recursive processes

like integer-ambiguity searches or line-bias determination, and may be entirely random.

Symbol Meaning Example Meaning of example

ˆ Estimate
A
B̂

B
e Estimate of baseline AB in ENU basis

˜ Guess B̃B
e Guess of baseline AB in ENU basis

¯ Mean ¯̃lAB Average of line-bias guesses over all channels

† Pseudoinverse

(Matrices only)

H†
e

(
HT

e
H

e

)−1
HT

e
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