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Abstract 

This research investigates the performance of an airborne GPS receiver using differential 

corrections and associated error bounds from the Wide Area Augmentation System 

(WAAS) when three civil GPS signals (L1, L2, and L5) become available.  There are three 

ways to take advantage of the multiple frequencies.  First, one can measure ionospheric 

delay directly in the airplane.  This would replace the grid of ionosphere delay corrections 

currently broadcast by the WAAS.  This direct use of multiple frequencies would be more 

accurate, and offer higher availability.  Second, one can use the additional GPS frequencies 

to mitigate unintentional radio frequency interference (RFI).  Even if two of these 

frequencies are lost, the user could revert to the WAAS grid.  Third, one can take 

advantage of stronger civil signal power of the modernized GPS to acquire a low elevation 

satellite before using it for the position solution.  Earlier acquisition would allow for longer 

carrier-aided smoothing of multipath. 

This research evaluates the performance of a multiple-frequency GPS landing system that 

depends on the number of available GPS frequencies and includes the following scenarios: 

Case 1: All three GPS frequencies are available, 

Case 2: Two of three GPS frequencies are available, 

Case 3: One of three GPS frequencies is available. 
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This research also presents a solution to sustain multiple frequency performance when an 

aircraft descends into an RFI field and loses all but one of the frequencies.  There are three 

available techniques.  First, one can use the code-carrier divergence to continue ionospheric 

delay estimation; this technique would require a robust cycle slip detector.  Second, one can 

use the WAAS ionospheric threat model to bound the error.  This technique would require 

an ionosphere storm detector to listen to the new WAAS message which indicates the 

presence of ionosphere storms.  Third, one can use the maximum ionospheric delay 

gradient model to bound the ionospheric delay during the ionosphere storm period.  These 

three techniques all provide the ability to continue operation for more than 10 minutes after 

the onset of RFI. 

The coverage and availability are compared for the three RFI cases from the prior page.  

This involved developing the MATLAB Algorithm Availability Simulation Tool (MAAST) 

which completes trade-off studies to assess the performance of various architectures for the 

WAAS.  The MAAST implements the real WAAS Master Station (WMS) algorithms.  The 

majority of MAAST is open source and can be downloaded from the Stanford WAAS web 

site (http://waas.stanford.edu).  Therefore, it provides a common ground for different 

working groups to compare their results. 

A barometric altimeter is also investigated in this research to enhance the vertical guidance 

performance, which involved developing a barometric altimeter confidence model.  This 

confidence model is evaluated by the worst-case historical meteorological observation data 

and flight test data.  The barometric altimeter aiding provides coverage at 99.9% LPV 

(VAL = 50m, HAL = 40m) availability for a single-frequency GPS/WAAS user in the 

Conterminous United States (CONUS).  This represents a 1.61% coverage improvement 

for an L1-only GPS/WAAS user, a 34.29% coverage improvement for an L2-only 

GPS/WAAS user, and a 40.04% coverage improvement for an L5-only GPS/WAAS user. 

This research provides the first three-frequency GPS/WAAS LPV coverage predictions for 

CONUS.  The current L1-only WAAS user has LPV precision approach services available 

99.9% of the time over 97.46% of CONUS, although this may be reduced during 

ionosphere storms.  After the GPS and WAAS modernizations, an L1-L2-L5 three-
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frequency user, an L1-L2 dual-frequency user, and an L1-L5 dual-frequency user all have 

LPV precision approach services available 99.9% of time over 100% of CONUS even 

during ionosphere storms.  Additionally, when combining modernized GPS, WAAS, and 

barometric altimeter aiding, an L1-only user has 99.19%, an L2-only user has 92.63%, and 

an L5-only user has 89.29% coverage of CONUS. 
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Chapter 1Equation Section 1 

 

Introduction 

1.1 BACKGROUND 

The Global Positioning System (GPS) provides navigation service to around 10 million 

users in sea, air, terrestrial, and space applications.  Many of these applications are safety-

of-life operations.  For example, GPS is used to guide ships while approaching harbor and 

navigating within narrow waterways.  GPS also provides guidance in terrestrial emergency 

applications, such as ambulances and police cars, while they conduct their critical missions.  

In addition, GPS serves many aviation applications including the most demanding phase of 

flight – aircraft approach and landing. 

This chapter is organized as follows.  Section 1.1 first briefly describes the architecture of 

GPS and then discusses the error sources of GPS.  The aircraft landing categories 

(requirements) will also be included in this section.  Section 1.2 describes GPS 

modernization.  The motivation of this thesis will be explained in Section 1.3.  In Section 

1.4, the previous work in related fields will be discussed.  The thesis contributions will be 

given in Section 1.5.  Section 1.6 presents a summary and concluding remarks. 
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1.1.1 THE GLOBAL POSITIONING SYSTEM (GPS) 

The Global Positioning System (GPS) was developed, implemented, and is operated by the 

United States Department of Defense (DOD).  As shown in Figure 1.1, it contains a space 

segment, a control segment, and a user segment. 

GPS Satellites Space Segment

Control Segment
User Segment

Land Marine

Air

 

Figure 1.1:  The GPS includes three segments: space segment, control segment, and user segment. 

 

• Space segment:  The GPS consists of at least 24 nominal satellites which are distributed 

on six orbital planes which are equally spaced 60D  apart in longitude and inclined to the 

equator at 55D , as shown in Figure 1.2.  Each satellite is at an altitude of approximately 

10,898 nmi (20,183 km) and has a period of 12 hours.  Currently, there are 28 

operational satellites in orbit to enhance the system availability. 
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Figure 1.2:  The Global Positioning System (GPS) space segment (Courtesy: FAA). 

 

• Control segment:  As shown in Figure 1.1, there are five global ground monitoring 

stations which are used to determine the satellite ephemeris and clock offsets, upload 

navigation messages, and monitor the health of the satellites. 

• User segment:  The user segment includes a wide variety of applications, such as 

surveying, land vehicle, and aircraft navigation.  One of the hottest applications is 

wireless Enhanced 911 (E911), which is used to provide the precise location of 911 

calls from wireless phones. 

GPS currently has two signals, L1 at a center frequency of 1575.42 MHz and L2 at a center 

frequency of 1227.6 MHz.  As shown in Figure 1.3, the L1 signal is modulated by both a 

10.23 MHz clock rate precision P(Y) code and by a 1.023 MHz clock rate C/A code.  The 

L2 signal is modulated by only the P(Y) code.  The P(Y) code is for authorized users and 

the C/A code is for civil users [Parkinson96]. 
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L2 L1

P(Y)P(Y)

C/AC/A

P(Y)P(Y)

1227.6 MHz 1575.42 MHz
 

Figure 1.3:  The spectrum of present GPS signals.  There are two GPS frequencies, L1 at 1575.42 
MHz and L2 at 1227.6 MHZ.  L1 has C/A and P(Y) codes on it; L2 has only P(Y) code on it.  
Therefore, a civilian can only access the L1 C/A and carrier of L2. 

 

Therefore, the current civil users can only access the L1 C/A.  Each C/A code chip is 

approximately 293 m long and each cycle of the L1 carrier frequency is about 19 cm long.  

These are the features of the GPS signals that GPS receivers measure.  In general, a good 

receiver can measure either feature with a precision of one percent. 

The GPS observation equations are: 

1
i i i i i i

L j j j j j jR b B I T Mρ ν= + − + + + +                                     (1.1) 

1
i i i i i i i

L j j j j j j jR b B I T N mφ λ ε= + − − + + + +                                (1.2) 

where, 

1Lρ  is the pseudorange measurement at L1 frequency 
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1Lφ is the carrier phase measurement at L1 frequency 

i
jR  is the true range from satellite i to user j 

jb  is the receiver offset from UTC 

iB  is the satellite clock offset from UTC 

I  is the ionospheric delay 

T  is the tropospheric delay 

M , m are the multipath delays 

ν , ε  are the receiver thermal noises 

i
jN λ  is the integer ambiguity 

GPS Clock Error
Ephemeris  Error

Ionospheric Delay

Tropospheric Delay

Receiver 
noise

Multipath Airport

GPS Satellites

GPS Clock Error
Ephemeris  Error

Ionospheric Delay

Tropospheric Delay

Receiver 
noise

Multipath Airport

GPS Satellites

 

Figure 1.4:  The GPS error sources. 
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The GPS error sources are illustrated in Figure 1.4 and summarized as follows 

[Misra&Enge]: 

• Satellite Clock Error:  This is the difference between the time of the actual clock and 

that of the clock model broadcast by the GPS Control Segment.  There are two error 

sources: the real residual clock and Selective Availability (SA).  SA was deactivated on 

May 2, 2000 in accordance with a Presidential Decision.  This error was about 22 

meters in the rms range domain [Parkinson96].  After deactivation, this error became 

about 2 meters in the rms range domain [Kovach] [McDonald]. 

• Satellite Ephemeris Error:  This is the difference between the actual satellite position 

and the position predicted by the broadcast ephemeris model.  The satellite clock and 

ephemeris errors introduce about 3 m into the rms ranging error. 

• Ionospheric Delay:  The ionosphere refracts the GPS signals.  The code phase is 

delayed and the carrier phase is advanced, and this is the reason that the signs of I are 

different in Equations (1.1) and (1.2).  The time delay is proportional to the total 

electron content in the ionosphere.  The electron density is a function of time and 

location.  This delay is inversely proportional to the signal frequency.  The ionospheric 

zenith delay typically varies at mid-latitudes from about 1-3 m at night to 5-15 m in the 

mid-afternoon.  The maximum observed ionospheric zenith delay is about 36 m near 

the equator at the peak of a solar cycle [Misra&Enge].  This delay can be reduced by 

about 50% by using the Klobuchar ionosphere model in the broadcast navigation 

message [Klobuchar]. 

• Tropospheric Delay:  This delay is caused by the signal traveling through the 

atmosphere, and this delay is a function of local temperature, pressure, and humidity.  

This error is on the order of 2-25 m [Spilker]. The standard deviation of this delay can 

be reduced to approximately 6% of the absolute delay by using the Hopfield model 

[Black] [Cosentino] [RTCA1]. 

• Multipath Effect:  Multipath refers to the phenomenon of a signal reaching an antenna 

via two or more paths due to reflection and diffraction, as shown in Figure 1.4.  
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Multipath errors can be reduced by using careful siting, a narrow correlator receiver, 

antenna gain pattern shaping, or a software calibration algorithm [Bishop].  The 

software calibration algorithm in [Bishop] takes advantage of the daily repetition of 

GPS observation geometry from a fixed ground station to create a template of the 

multipath error signature specific to each satellite pass.  This template can then be 

applied to successive days of data to reduce the pseudorange multipath error. 

• Receiver Clock Error:  This is caused by the oscillator used in the receiver.  This is a 

system state by design and it can be eliminated in the navigation solutions 

[Parkinson96]. 

• Receiver noise:  This noise comes from the thermal noise in the receiver front end.  

This error can be approximated as white gaussian noise.  In general, the receiver noise 

is on the order of a few meters for code-phase measurements and a few millimeters for 

carrier-phase measurements. 

Additionally, the carrier-phase observations also suffer from integer ambiguity, because the 

distance between a satellite and the receiver is an unknown number of whole cycles plus 

the measured fractional cycle.  The measurement, however, contains no information 

regarding the number of whole cycles.  This problem is thus referred to as the integer 

ambiguity [Misra&Enge]. 

1.1.2 AVIATION NAVIGATION REQUIREMENTS 

The Federal Aviation Administration’s (FAA) objective in using GPS is to provide 

enhanced services and reduce infrastructure cost for aircraft navigation.  To do so, the 

Required Navigation Performance (RNP) for accuracy, integrity, availability, and 

continuity must be met [Kelly].  These four parameters are defined as follows: 

• Accuracy:  A measure of the difference between the estimated and true position under 

nominal fault-free conditions.  Typically, it is a 95% bound on position error. 
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• Integrity:  The ability of a navigation system to provide timely warnings to users when 

the system should not be used for navigation.  The navigation system must be able to 

provide error bounds in real time under all conditions.  Values stated are the probability 

that a system has integrity, as shown in Table 1.1. 

• Availability:  The probability that the navigation and fault detection functions are 

operational and that the signal accuracy, integrity, and continuity of function 

requirements are met.  This is illustrated in Figure 1.5.  The System is available when 

the Vertical Protection Level (VPL) (an estimated vertical error bound) is less then the 

Vertical Alert Limit (VAL) and the Horizontal Protection Level (HPL) (an estimated 

horizontal error bound) is less than the Horizontal Alert Limit (HAL) for a given 

operation. 

Position
Error

Vertical
Alert
Limit (VAL)

Horizontal
Alert
Limit (HAL)

Position
Error

Vertical
Alert
Limit (VAL)

Horizontal
Alert
Limit (HAL)

 

Figure 1.5:  The definition of Availability. 

 

• Continuity:  The ability to provide the navigation function over the entire course of a 

flight operation.  Continuity risk is the probability that a procedure will be interrupted 

by a loss of services.  Values stated are the probability that a system have continuity, as 

shown in Table 1.1. 

The VALs, HALs, and integrity requirements for the National Airspace System (NAS) 

Required Navigation Performance (RNP) are listed in Table 1.1 and shown in Figure 1.6 

[FAA2002] [ICAO]. 
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Table 1.1:  The NAS RNP [FAA2002] [ICAO]. 

 

LNAV (Lateral Navigation) is an approach with only lateral guidance and is also known as 

Non-Precision Approach (NPA).  LNAV/VNAV (Vertical Navigation) is an approach with 

both lateral guidance and vertical guidance.  LNAV/VNAV includes a prescribed descent 

path known as the glide slope which the aircraft follows.  This path descends to a minimum 

altitude known as the Decision Height (DH) after which the aircraft can proceed only if the 

runway is visible, as shown in Figure 1.6.  LPV is a new category which is a lateral 

precision approach with vertical guidance (highlighted yellow in Table 1.1) [Cabler].  APV 

II is another category with more stringent VAL (20 m) than LPV VAL (50 m).  CAT I is 

Category I Precision Approach (PA) and GLS PA (Global Navigation Satellite System 

(GNSS) Landing System Precision Approach) is similar to the CAT I PA.  CAT II and 

CAT III are the precision approaches with more stringent requirements that allow users to 

operate at lower DH, as shown in Figure 1.6.  CAT I, II, and III are defined in [ICAO]. 
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Figure 1.6:  The landing categories [ICAO] [FAA2002]. 

 

1.1.3 AUGMENTATION SYSTEMS 

GPS alone, however, doesn’t meet the accuracy, integrity, availability, and continuity 

requirements for today’s aviation needs.  Therefore, the FAA embarked upon two programs 

to augment GPS and enable the combined systems to act as the primary navigation aid for 

aircraft.  These programs are the Local Area Augmentation System (LAAS) and the Wide 

Area Augmentation System (WAAS). 

1.1.3.1 LOCAL AREA AUGMENTATION SYSTEM (LAAS) 

The Local Area Augmentation System (LAAS) uses a ground reference station located near 

the runway broadcasting either scalar corrections to GPS error sources or raw observation 

measurements to the nearby user via any suitable data link, such as UHF or VHF.  The 
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ground reference station is at a precisely surveyed location.  Because the users are close to 

the reference station, the common mode errors can be mostly canceled, and high accuracy 

is achieved.  However, the LAAS performance degrades as the user moves away from the 

reference station.  LAAS is capable of providing guidance for CAT I, II, and III PA 

[Lawrence] [Pervan] [Swider].  An example of the LAAS architecture is shown in Figure 

1.7. 

 

Figure 1.7:  The Local Area Augmentation System (LAAS) (Courtesy: FAA).  

 

1.1.3.2 WIDE AREA AUGMENTATION SYSTEM (WAAS) 

The Wide Area Augmentation System (WAAS) contains three segments: control segment, 

space segment, and user segment [Enge96], as shown in Figure 1.8.  The WAAS control 

segment includes a geographically distributed set of GPS L1 (1575.42 MHz) and L2 

(1227.6 MHz) dual-frequency receivers at precisely known reference locations.  These 

receivers continuously monitor all of the GPS satellites, and are called wide area reference 

stations (WRSs).  These WRSs send raw GPS measurements back to the wide area master 
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stations (WMSs) where vector corrections are generated.  These vector corrections consist 

of the satellite ephemeris and clock errors, and a grid of ionospheric delays.  The data 

stream also includes confidence bounds for the corrections and “Use/Do Not Use” 

messages to provide integrity.  These messages are then passed to the WAAS space 

segment through a Ground Uplink System (GUS).  The WAAS space segment contains 

two geo-stationary satellites (GEOs).  These are the Pacific Ocean Region (POR, 180o east) 

and Atlantic Ocean Region West (AOR-W, 55o west).  The GEOs broadcast the integrity 

messages and vector corrections on the same frequency as GPS L1 to user equipment 

(WAAS avionics).  These GEOs also act as additional ranging sources to enhance service 

availability.  WAAS will be the primary navigation system for all phases of flight from 

oceanic to precision landing over the conterminous US (CONUS). 

∑ 25 WAAS Reference Stations
∑ 2 WAAS Master Stations

GEO
GPS SVs

∑ 25 WAAS Reference Stations
∑ 2 WAAS Master Stations

GEO
GPS SVs

 

Figure 1.8:  The Wide Area Augmentation System (WAAS) (Courtesy: FAA). 

 

1.2 GPS MODERNIZATION 

The GPS signal is being modernized to better meet the needs of both military and civil GPS 

users.  GPS modernization follows the directives issued by the President and the Vice 

President of the United States.  It will add two new civil signals to the GPS positioning and 

timing service.  A second civil signal will be added at the second GPS frequency, L2, at 
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1227.6 MHz.  A third civil signal, L5, will be added at a lower frequency 1176.45 MHz in 

the Aeronautical Radio Navigation Services (ARNS) band [ICD-GPS-200C] [PPIRN-

200C-007] [ICD-GPS-705].  GPS modernization will also increase the GPS signal power 

(+6 dBw over current signal power) in the GPS-IIF phase of the GPS modernization 

program [Fontana1].  The present GPS signals and the post-modernization GPS signals are 

compared in Figure 1.9. 

1227 MHz 1575 MHz1176 MHz

L2 L1L5

P(Y)P(Y)
C/AC/A

P(Y)P(Y)

P(Y)P(Y)
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Modernization

: Civil Code
: Military Code
: New Military Code
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Signals After
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: Military Code
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Figure 1.9:  Comparison of the present GPS signals and the post-modernization GPS signals [ICD-
GPS-200C] [PPIRN-200C-007] [ICD-GPS-705]. 

 

Modernized GPS is expected to enhance the performance (accuracy, integrity, continuity, 

availability) of GPS.  Benefits of the GPS modernization include: 

• Frequency Diversity:  Users will have three civil signals rather than one.  The GPS 

modernization provides the redundancies and robustness in the civil signal services to 

meet today’s increasing dependency on GPS and its safety-of-life applications.  Users 

have the ability to continue to operate after the onset of Radio Frequency Interference 

(RFI). 
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• Robust Ionospheric Delay Measurement:  A multi-frequency GPS user can take 

advantage of the frequency dependence of the ionospheric delay to estimate this term.  

Therefore, the multi-frequency GPS user can directly estimate the ionospheric delay in 

the airplane, and then subtract this estimate from the pseudorange measurement.  This 

direct use of multi-frequency will be more accurate and offer higher availability. 

• More Civil Signal Power:  The higher civil signal power will enable users to acquire 

GPS satellites earlier for smoothing before using them for position estimation.  Thus, 

the floor of the residual user receiver noise and multipath error might be lower than the 

current model. 

1.3 MOTIVATION 

The thesis investigates an aircraft equipped with a three-frequency GPS receiver and other 

assets, such as WAAS real time protection and potentially a barometric altimeter to 

enhance the vertical performance.  This aircraft approaches an airport which is under IFR 

(Instrument Flight Rules) control.  This low visibility condition means that the aircraft is 

required to use WAAS for guidance.  We assume the airport also suffers from RFI (Radio 

Frequency Interference).  The RFI knocks out all but one GPS frequency near the airport, 

but has no effect on the WAAS reference stations.  In other words, this thesis demonstrates 

what modernized GPS can do when an aircraft is experiencing RFI after initiating an 

aircraft approach. Figure 1.10 depicts the setting. 
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Figure 1.10:  An aircraft is equipped with a three-frequency GPS/WAAS receiver and a barometric 
altimeter.  This aircraft approaches an airport which is under IFR conditions and suffers RFI.  This 
thesis demonstrates what modernized GPS can do under these threats. 

 

The scenarios are shown in Figure 1.11.  The aircraft has a WAAS capable three-frequency 

GPS receiver which is WAAS capable, and potentially a barometric altimeter.  When this 

aircraft experiences moderate RFI, it may lose one GPS frequency, thus introducing the 

dual-frequency GPS user cases.  Furthermore, when this aircraft experiences severe RFI, it 

may lose two GPS frequencies, thus introducing the single-frequency GPS user cases.  For 

the worst case, the aircraft loses all GPS frequencies to RFI and will need to use backup 

navigation.  This topic will not be discussed in this thesis, and the reader is referred to such 

systems as LORAN-C (LOng RAnge Navigation) [Lo], DME (Distance Measuring 

Equipment) [Gebre], and INS (Inertial Navigation System) [Diesel]. 

This thesis also treats the transition state from the L1-L5 dual-frequency user case to the 

L1-only or the L5-only single-frequency user case.  These transitions are highlighted 

yellow in Figure 1.11. 
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This thesis evaluates performance by computing the CONUS coverage of LPV precision 

approach services under different scenarios.  The LPV requirement is highlighted yellow in 

Table 1.1 (page 9). 

L1+L2+L5

L1+L2 L1+L5 L2+L5

Moderate RFI

L1 L2 L5

Severe RFI

No GPS

L1+L2+L5

L1+L2 L1+L5 L2+L5L1+L2 L1+L5 L2+L5

Moderate RFI

L1 L2 L5

Severe RFI

No GPS  

Figure 1.11:  Scenarios. 

 

1.4 PREVIOUS WORK 

1.4.1 THE USE OF MULTI-FREQUENCY GPS  

Many researchers have studied of the use of multi-frequency GPS.  For example, Jaewoo 

Jung studied high integrity carrier phase navigation using multiple civil GPS signals [Jung].  

Other studies focus on the new civil signal architectures.  For example, Van Dierendonck is 

developing the signal specifications of the L5 civil signal [Van Dierendonck] and Fontana, 

et al., developed the signal specification of the L2 civil signal [Fontana2].  More recently, 

McDonald and Hegarty provide a prediction of the post-modernization GPS performance 

for the Standard Positioning Service (SPS) [McDonald].  None of the previous studies 

addressed the benefits of the use of multi-frequency GPS for civil aviation applications in 

the presence of bad weather, disturbed ionosphere, and Radio Frequency Interference (RFI). 
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Therefore, this thesis studies the use of multi-frequency GPS for civil aviation applications 

and shows the CONUS coverage of LPV precision approach services under different 

scenarios. 

1.4.2 WAAS AVAILABILITY ANALYSIS 

The availability of WAAS is determined by the confidence bounds on position errors.  

Several groups developed the algorithms for the WAAS confidence computations [RTCA1] 

and are presently working on the next generation algorithms [WIPP1-2].  WAAS 

availability analysis has been used by algorithm developers as a tool to assess relative 

performance benefits of an entire algorithm or parameter changes.  For example, Poor, et 

al., developed a WAAS availability model which used constant confidences for various 

error sources and constant user errors [Poor].  Other WAAS availability models also used 

constant error confidences [Enge96] [IWG] [Pullen98] [Malla98] [Walter95], which are 

not adequate for this research. 

Therefore, this thesis co-develops a MATLAB Algorithm Availability Simulation Tool 

(MAAST) with Dr. Todd Walter and Wyant Chan for the WAAS availability analysis.  The 

MAAST implements the real WAAS Master Station (WMS) algorithms, and will be 

detailed in Section 2.4 of this thesis. 

1.4.3 BAROMETRIC ALTIMETER ERROR MODEL 

In addition to multi-frequency GPS and WAAS, this thesis also investigates the effect of 

using a barometric altimeter.  There are many proprietary barometric altimeter models.  

Dobyne developed a barometric altimeter error model based on military atmospheric data 

[Dobyne].  Lee applied the standard deviation from the barometric altimeter error model to 

his Receiver Autonomous Integrity Monitoring (RAIM) availability work [Lee].  However, 

the barometric altimeter error model was based on military data, which is not available to 

the general public, and readers will not be able to re-produce this error model. 

As part of this research, a barometric altimeter simulator is developed.  The simulator is 

used to estimate altitude from historical meteorological observation data collected at 
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different locations in the Conterminous United States (CONUS) [NOAA].  By comparing 

the estimated altitude with true altitude, altitude error data was generated.  By applying 

statistical and linear estimation techniques to the altitude error data, a model for barometric 

altimeter confidence is developed.  This barometric altimeter confidence model is 

evaluated via the historical worst-case meteorological observation data and flight test data. 

1.5 THESIS CONTRIBUTIONS 

1.5.1 DERIVED NEW PROTECTION LEVEL (PL) CALCULATION 

[CHAPTERS 3, 4, & 5] 

The availability of WAAS is determined by the confidence bounds on position errors.  This 

error bound is called the protection level (PL).  The current PL calculation is defined in the 

WAAS MOPS [RTCA1], which is specified for L1-only single-frequency user.  For other 

single-frequency users and all dual-frequency users, new PL calculations are required.  The 

new PL equations for an L1-L5 dual-frequency user are derived in Chapter 3.  The 

treatments of the satellite hardware group delay and the user receiver hardware group delay 

are also discussed in this chapter.  As discussed in Section 1.1.1, the ionospheric delay is 

inversely proportional to the square of signal frequency.  Therefore, new PL equations are 

needed for an L5-only GPS user.  Chapter 4 derives the new PL equations for this specific 

case.  The derivations of the new PL equations for the L2-only single-frequency user as 

well as the L1-L2 and L2-L5 dual-frequency users are shown in Chapter 5.  These new PL 

equations are used to determine the WAAS availability under various scenarios which are 

shown in Figure 1.11. 

1.5.2 SUSTAINED MULTI-FREQUENCY PERFORMANCE WHEN AIRCRAFT 

DESCENDED INTO AN RFI FIELD [CHAPTER 4] 

Based on information available to the user, this thesis develops three techniques that will 

sustain a performance similar to the dual-frequency ionospheric delay estimation, when this 

dual-frequency user is descending into an RFI field and loses a GPS signal.  A dual-

frequency GPS airborne user can directly estimate the ionospheric delay in the aircraft and 
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then subtract this estimation from the pseudorange measurements.  This direct use of dual-

frequency will be more accurate and offer higher availability.  However, if this dual-

frequency user loses one GPS frequency due to RFI and instead uses the WAAS grids for 

ionospheric delay estimation, the accuracy will be degraded and the availability lowered.  

The techniques for graceful reversion from dual to single frequency WAAS are detailed in 

Chapter 4.  The simulation results for these techniques are also included in Chapter 4. 

1.5.3 PREDICTED FIRST THREE-FREQUENCY GPS/WAAS LPV COVERAGE 

IN CONUS UNDER VARIOUS SCENARIOS [CHAPTERS 2, 3, 4, 5, & 6] 

This thesis provides the first prediction of the three-frequency GPS/WAAS LPV precision 

approach service coverage in CONUS under various scenarios.  I co-develop the MAAST 

(MATLAB Algorithm Availability Simulation Tool) with Dr. Todd Walter and Wyant 

Chan, which implements the real WMS (WAAS Master Station) algorithm.  The MAAST 

is detailed in Chapter 2.  The MAAST is then used to show benefits of the WAAS 

operation.  Chapter 3 modifies the MAAST to adopt the changes in PL calculation for an 

L1-L5 dual-frequency user.  The modifications in the MAAST which adopt the changes in 

PL calculation for an L5 single-frequency user are shown in Chapter 4.  Chapter 5 modifies 

the MAAST to adopt the changes in PL calculations for the L2-only single-frequency user, 

the L1-L2 dual-frequency user and the L2-L5 dual-frequency user.  In Chapter 6, the 

MAAST is modified to include barometric altimeter aiding for all different users.  The 

corresponding MAAST simulation results are included in each chapter. 

1.5.4 DEVELOPED BAROMETRIC ALTIMETER CONFIDENCE MODEL 

[CHAPTER 6] 

This thesis takes meteorological observation data at locations in different regions, and 

estimates the altitude of those locations.  This thesis then compares the estimated altitude 

with the true altitude to generate altitude error data.  It then analyzes the altitude error data, 

and calculates the 68% and maximum error bounds in the probability density function 

(PDF) of the altitude error.  A linear least-square estimation technique is then applied to the 

resulting error bounds in different regions and an altitude error model is built showing that 
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the altitude error is a function of the distance between a user and his reference location.  

This thesis also develops a worst-case model of the barometric altimeter based on the 

historical meteorological observation data.  This barometric altimeter confidence model is 

verified by flight test data.  The development of the barometric altimeter confidence model 

is detailed in Chapter 6.  The MAAST simulation results in Chapter 6 identify a barometric 

altimeter complementing GPS navigation.  Because the barometric altimeter acts as a 

virtual satellite above user location, barometric altimeter information is extremely 

beneficial, primarily in the vertical direction.  It is particularly useful when the other 

satellites have poor geometry. 

1.5.5 ANTENNA BEAM FORMING BASED ON MOBILE ANTENNA 

ELEMENTS AND GPS [APPENDICES A & B] 

This thesis designs a transmitting antenna array comprised of mobile antenna elements, 

where GPS is used to estimate the current location and velocity of those elements.  GPS is 

also used to synchronize the clocks carried by mobile users.  With this information, a 

central algorithm can control the phase of the radio signal radiated from each element such 

that the multiple signals add constructively at the desired receiving site.  The algorithm can 

also control the elemental phases to cause destructive interference at any undesired 

receiving site.  In this way, GPS is used to synthesize an antenna aperture larger than any 

single robot or human could carry.  This enhanced system is able to communicate over 

longer distances and has the capability to avoid communication to undesired listeners.  This 

enhanced mobile communication system is detailed in Appendix A. 

In addition to these contributions, any RFI affecting GPS must invoke a fast location and 

removal response because of the high military and civilian reliance on GPS.  In Appendix 

B, this thesis presents an approach for estimating the location of an RFI source utilizing the 

deployment of a network of sensors. 
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1.6 CONCLUDING REMARKS 

This dissertation presents research on using a modernized GPS and the WAAS for aircraft 

landing.  The objective of this research is to show that the performance of multiple civil 

GPS signals is exceeds both the current system and general users’ expectations. 

 



Chapter 2Equation Section 2 

 

Wide Area Augmentation System 

2.1 INTRODUCTION 

GPS is providing great benefits to aviation users, but in order to increase accuracy and 

reliability, GPS needs to be augmented.  The Federal Aviation Administration (FAA) is 

deploying the Wide Area Augmentation System (WAAS) [Enge96] to augment GPS to 

provide a satellite based navigation capability for in-flight services.  WAAS is a revolution 

in air navigation and will provide precision approach guidance to thousands of airports 

where there is no precision landing capability.  WAAS is the core element of the future 

satellite based air traffic control (ATC) system.  WAAS will be the primary navigation 

system for all phases of flight from oceanic to precision Category I landing over the 

CONterminous United States (CONUS). 

WAAS contains three segments: control segment, space segment, and user segment, as 

shown in Figure 2.1.  The WAAS control segment includes, first, a geographically 

distributed set of GPS L1 (1575.42 MHz) and L2 (1227.6 MHz) dual-frequency receivers 

at precisely known reference locations.  These receivers continuously monitor all of the 

GPS satellites, and are called wide area reference stations (WRSs), as shown in Figure 2.2.  
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These WRSs send raw GPS measurements back to the wide area master stations (WMSs), 

the second control segment element, where the vector corrections are generated.  These 

vector corrections consist of the satellite ephemeris and clock errors, a grid of ionospheric 

delays, and confidence bounds of these corrections.  The current WAAS has two WMSs 

and twenty-five WRSs.  These messages are then passed to the WAAS space segment 

through a Ground Uplink System (GUS).  The WAAS space segment contains two 

geostationary satellites (GEOs), and they are Pacific Ocean Region (POR, 180o east) and 

Atlantic Ocean Region West (AOR-W, 55o west).  GEOs broadcast integrity messages and 

vector corrections on the same frequency as GPS L1 to user equipment (WAAS avionics).  

These GEOs also act as additional ranging sources to enhance the service availability. 

 

Figure 2.1:  The Wide Area Augmentation System (WAAS) (Courtesy: FAA). 
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Figure 2.2:  Phase I Wide Area Augmentation System (WAAS) reference stations (WRSs). 

 

As described briefly above, WAAS services include [Enge96]: 

1. Vector Corrections:  WAAS will provide vector differential corrections for the orbit 

and clock errors of GPS and the signal delays due to the ionosphere. 

2. Integrity Messages:  WAAS will provide the confidence bounds associated with above 

vector corrections, such as Grid Ionospheric Vertical Error (GIVE) for ionospheric 

correction errors and User Differential Range Error (UDRE) for clock and orbit 

correction errors. 

3. Ranging signals:  WAAS will provide additional ranging signals from GEOs, which are 

“GPS-like” signals, and will enhance the satellite constellation. 

The WAAS signals will carry 250 b/s data and this capacity will be used to carry all the 

messages described above.  In summary, WAAS will augment GPS so that it can be used 

as the primary navigation sensor for an aircraft in all phases of flight.  In addition, it will be 
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approved for use on non-precision approach and precision approach.  Figure 2.3 presents a 

diagram that summarizes the overall WAAS system architecture and data flow. 

WRS

WRS

…
…

… WMS GUS GEO WAAS avionics
(user)

•L1, L2 pseudorange & 
carrier phase measurements
•Ephemeris & almanac
•Carrier to noise ratio (C/N0)

Satellite clock & 
ephemeris error 
estimation

UDRE generation

Grid ionospheric
delay estimation

GIVE generation

 

Figure 2.3:  A block diagram of the WAAS data processing algorithm. 

 

Accordingly, this chapter is organized as follows.  The WAAS overview is described in 

Section 2.2.  Section 2.3 discusses the WAAS availability analysis.  Section 2.4 discusses 

the MAAST (MATLAB Algorithm Availability Simulation Tool).  The example MAAST 

simulation results are also included in this section.  In Section 2.5, the failure of the WRS is 

investigated.  Section 2.6 presents a summary and concluding remarks. 

2.2 WAAS OVERVIEW 

2.2.1 WAAS MASTER STATION PROCESSING ALGORITHM 

The WAAS master stations (WMSs) receive and process the measurements from all 

WAAS reference stations (WRSs).  The data collected from each WRS is calibrated and 

used to generate the differential corrections to ionosphere and satellite errors.  There are 
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two main correction generation modules: one is for the ionosphere and the other is for 

satellite errors.  WAAS provides the user with the differential corrections and two system 

accuracy metrics, namely, the UDRE and the GIVE.  The estimation of ionospheric delay 

and the calculation of GIVE will be detailed in Section 2.2.1.1.  The estimation of satellite 

errors and the calculation of UDRE will be described in Section 2.2.1.2. 

2.2.1.1 IONOSPHERE ERRORS 

Ionospheric delay is one of the major error sources of GPS, as described in Chapter 1.  

Thus, one of WAAS’ major functions is to correct this delay.  Because the ionosphere is a 

dispersive medium, ionospheric refraction will cause the carrier phase to advance and code 

phase to retard.  In addition, the ionospheric delay is different for the different GPS 

transmission frequencies.  The pseudorange measurements from a WRS L1-L2 dual-

frequency receiver can be used to calculate the ionospheric delay.  Equation (2.1) calculates 

the ionospheric slant delay from the pseudorange measurements on L1 and L2 frequencies. 

( )
2

2
1 1 22 2

1 2
L L L

fI
f f

ρ ρ
 

= − − 
                                            (2.1) 

where f1 and f2 are the frequencies at L1 and L2, respectively. 

The WRSs measure the slant ionospheric delays to all satellites in view.  These 

measurements must be translated into a form that can be applied by the user because the 

user will have a different line of sight to the satellite than the WRSs.  The current WAAS 

uses a two-dimensional grid model to represent the vertical ionospheric delay distribution 

[RTCA1].  The ionospheric grid points (IGPs), a preset grid of locations, are generally 

spaced 5 degrees apart from each other in longitude and latitude, as shown in Figure 2.4.   
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Figure 2.4:  WAAS ionospheric grid points (IGPs) [RTCA1]. 

 

If enough ionosphere measurements are available, WAAS calculates the ionospheric 

vertical delay for a given IGP.  WAAS also calculates an error bound on the post-

correction ionospheric vertical error at each IGP.  This error bound is called the GIVE 

(Grid Ionospheric Vertical Error).  It is a 99.9% error bound on the error in the IGPs 

vertical delay estimate [RTCA1], provided that the error distribution is gaussian. 

3.29 GIVEGIVE σ=                                                     (2.2) 

where GIVEσ is the standard deviation of the gaussian distribution that overbounds the post-

correction residual ionospheric vertical error at an IGP. 
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The user receives both the IGP vertical delay estimate and the GIVE indicator (GIVEI).  

The conversion table of GIVEI and 2
,i GIVEσ  is shown in Table 2.1.  The use of the IGP 

vertical delay estimates to calculate a user ionospheric vertical delay and the user 

ionospheric range delay is specified in the WAAS MOPS [RTCA1]. 

 

Table 2.1 Evaluation of GIVEIi [RTCA1] 

 

The GIVE is used to calculate the UIVE (User Ionospheric Vertical Error) and the UIRE 

(User Ionospheric Range Error).  The UIVE and UIRE are the confidence bounds on the 

user vertical and range errors due to the ionosphere, respectively.  To determine the user’s 

ionospheric delay for a given satellite, WAAS uses a simpler and relatively accurate thin 

shell ionosphere model at an altitude of 350 km.  The user first calculates the location of 

the ionospheric pierce point (IPP) of the satellite signal.  The IPP is the location at which 

the line of sight between user and the given satellite pierces the shell, as shown in Figure 
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2.5.  After calculating the IPP latitude ( ppφ ) and longitude ( ppλ ), the ionospheric vertical 

delay at that pierce point, ( ),vpp pp ppτ φ λ , can be calculated by the three- and four-point 

interpolation algorithms, as shown in Figure 2.6.  The definitions of three- and four-point 

interpolation algorithms, and when the three- and four-point algorithms are applicable, are 

detailed in the WAAS MOPS Appendix A [RTCA1]. 

 

Figure 2.5:  Ionospheric pierce point (IPP) [RTCA1]. 
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Figure 2.6:  Three- and four-point interpolation algorithm definitions [RTCA1]. 

 

When the user establishes the vertical delay at the pierce point, the user can multiply the 

vertical delay at the IPP by the obliquity factor (Fpp) to obtain the ionospheric correction 

(ICi) to be added to the pseudorange measurement.   

( ) ( ), ,i spp pp pp pp vpp pp ppIC Fτ λ φ τ λ φ= − = − i                                 (2.3) 

where, ( ),spp pp ppτ φ λ is the slant delay at the IPP, Fpp is the obliquity factor, and 

( ),vpp pp ppτ φ λ  is the vertical delay at the IPP. 

1
2 2cos1 e

pp
e I

R EF
R h

−
  
 = −  +   

                                             (2.4) 
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where, E is the elevation angle to satellite, Re is the radius of earth, and hI is the height of 

the ionosphere. 

The confidence bound on the user’s ionospheric correction is calculated from the GIVE in 

a similar manner.  First, calculate the variance of the residual ionospheric error at each IGP, 
2
ionogridσ .  Then, convert the variance of the residual ionospheric error at each IGP to the 

variance of the residual vertical ionospheric error at the user IPP, 2
UIVEσ .  Finally, the 

variance of the residual slant range ionospheric error, 2
UIREσ , is calculated by multiplying 

2
UIVEσ  by the square of the obliquity factor: 

2 2 2
UIRE pp UIVEFσ σ= i                                                     (2.5) 

A more detailed calculation is described in the WAAS MOPS Appendix A [RTCA1].  

Other ionospheric delay models and algorithms are available in [Klobuchar] [Enge96] 

[Chao] [Howe] [Hansen]. 

2.2.1.2 SATELLITE ERRORS 

Satellite errors are another error source for GPS, so an additional WAAS function is to 

correct for these errors.  In general, satellite errors can be broken into two components – 

satellite clock errors and satellite ephemeris errors.  WAAS uses two kinds of corrections 

for these errors – fast and long-term corrections [RTCA1]. 

Satellite clock errors can be calibrated using broadcast clock parameters.  However, 

remaining errors include SA (Selected Availability) and real residual satellite clock error.  

SA was the largest error on GPS when WAAS was first designed, so the satellite clock 

error corrections were designed with this in mind.  SA was deactivated by a Presidential 

Order on May 2nd, 2000.  The broadcast GPS ephemeris is calculated by using a least 

squares fit over four or six hours [Spilker].  As a result of the fit, the position solution 

calculated from the ephemeris has small residual errors.  Because the satellite clock errors 

have shorter time constants than the satellite ephemeris errors, the fast corrections are 
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predominantly satellite clock errors and the long-term corrections are predominantly 

satellite ephemeris errors. 

The satellite position error and the error velocities are estimated by the WMS as a three-

dimensional vector correction for each satellite.  The user projects the satellite error vector 

onto his line of sight to calculate a scalar pseudorange correction.  The satellite clock error 

and error rate are estimated by the WMS.  The WMS uplinks a satellite correction that is 

extrapolated into the future such that the correction is valid at the time of reception.  The 

user applies this correction according to the specifications in the WAAS MOPS [RTCA1]. 

The system also calculates a bound on the projection of the satellite orbit determination and 

satellite clock estimation errors onto the line of sight of the worst-case user, namely User 

Differential Range Error (UDRE).  The WAAS UDRE calculation is specified in [Peck] 

[Wu].  The UDRE is transmitted in the form of a UDRE indicator (UDREI).  The 

conversion table of UDREI and 2
,i UDREσ  is shown in Table 2.2.  UDREσ  is the standard 

deviation of a distribution that overbounds the residual satellite error after applying the fast 

and long-term correction. 
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Table 2.2 Evaluation of UDREIi [RTCA1] 

 

The residual error associated with the fast and long-term corrections (residual satellite 

error), fltσ , can be calculated from the WAAS transmitted data.  This calculation is 

detailed in the WAAS MOPS Appendix A [RTCA1]. 

( ) ( )

( ) ( )

2

2
2 2 2 2 2

, 0

, 1

UDRE fc rrc ltc er UDRE
flt

UDRE fc rrc ltc er UDRE

UDRE if RSS

UDRE if RSS

σ δ ε ε ε ε
σ

σ δ ε ε ε ε

 ⋅ + + + + = = 
 ⋅ + + + + =  

            (2.6) 

where, 

UDRERSS  is the root sum square flag in WAAS Message Type 10 
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UDREδ  is a factor derived from Message Type 27 or 28, and is used to adjust 

UDREσ  for user location 

The old but active data (OBAD), ε  terms are detailed in WAAS MOPS Appendix 

A 

Message Type 27 modifies the UDRE for different portions of the service volume.  

Message Type 28 contains a relative clock and ephemeris covariance matrix for individual 

satellites.  From this matrix, users can reconstruct their location specific error bound rather 

than applying the largest bound in the service volume.  Users can determine a more 

accurate value of UDREσ by applying Message Type 28.  The matrix in the Message Type 28 

is projected along the user’s line of sight and the resulting value is UDREδ  [Walter01]. 

2.2.2 LOCAL ERRORS 

Local error sources include tropospheric delay, and user receiver code noise and multipath, 

as described in Chapter 1.  These are not corrected by WAAS.  However, the WAAS 

MOPS does provide a means of bounding these errors. 

Users apply the standard troposphere model described in the WAAS MOPS to remove the 

tropospheric delay.  The residual tropospheric error model is bounded as follows, 

( )( )22
, 0.12i tropo im Eσ = ⋅                                                (2.7) 

where, 

( )im E  is the troposphere correction mapping function for satellite elevation given 

by: 

( )
( )2

1.001
0.002001 sin

i

i

m E
E

=
+

                                      (2.8) 

iE  is the satellite elevation angle 
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Equation (2.12) is valid for satellite elevation angles of not less than 5 degrees.  This 

residual troposphere error confidence model is plotted in Figure 2.7. 

 

Figure 2.7:  The confidence model of the residual troposphere error in the WAAS MOPS. 

 

This thesis used a confidence model of the residual airborne receiver noise and multipath 

errors which is defined in the Local Area Augmentation System Airborne Accuracy 

Designator (LAAS AAD) of the LAAS MASPS [RTCA2], and is estimated as follow, 

LAAS AAD-A, 

( )2
/19.62

, 0.16 0.23
o

iE
i air eσ −= +                                          (2.9) 

LAAS AAD-B, 

( )2
/ 27.72

, 0.0741 0.18
o

iE
i air eσ −= +                                      (2.10) 
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Figure 2.8: The LAAS AAD model of the residual airborne receiver noise and multipath errors in the 
LAAS MASPS. 

 

The difference between the LAAS AAD-A model and LAAS AAD-B model is the early-

minus-late (EML) correlator spacing for the delay-lock detector [McGraw].  For the LAAS 

AAD-A model, the EML correlator spacing is 1.0 chip, and for the LAAS AAD-B model, 

the EML correlator spacing is 0.2 chip.  The LAAS AAD-A model is designed to permit 

the legacy receivers to be used for the LAAS early operational benefit.  It is envisioned that 

fractional-chip EML correlator spacing receivers will be adopted by avionics manufactures 

to support LAAS operations.  This thesis studies the modernized GPS/WAAS system.  

Therefore, the LAAS AAD-B model is chosen as the confidence model of the residual 

airborne receiver noise and multipath errors in this thesis. 

2.2.3 USER AVIONICS 

All FAA certified WAAS user avionics can perform the weighted navigation solutions 

according to the WAAS MOPS.  The WAAS MOPS also specifies how users can combine 

the error confidences from the different sources to form a position error bound using the 
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integrity equation in [Walter97].  This equation specifies the protection level calculation, 

that provides an indication of the service quality.  In general, a WAAS receiver is required 

to perform the following functions [RTCA1]. 

• Receive the GPS and WAAS signals. 

• Use the broadcast ephemeris and clock parameters to calculate the geometric range and 

satellite clock bias. 

• Compute the tropospheric delay using a standard model described in [RTCA1]. 

• Apply the WAAS corrections and integrity information. 

• Compute the navigation solution using weighted least squares (Equation (2.11)). 

This section described the system overview of the WAAS.  This thesis co-develops the 

MAAST (MATLAB Algorithm Availability Simulation Tool) to evaluate the benefits of 

the WAAS operation.  This toolset will be detailed in the following section. 

2.3 WAAS AVAILABILITY ANALYSIS 

Stanford University developed the triangle chart to help visualize the performance of the 

corrections and error bounds of a GPS integrity messaging system.  The chart helps 

evaluate availability, accuracy, and integrity.  The performance is evaluated in the user 

position domain in a two-dimensional space.  The horizontal axis represents the true 

position error magnitude, and the vertical axis represents the estimated protection level 

according to the WAAS MOPS integrity equation [RTCA1].  The protection level 

calculation is an error bound estimation and is described later in this section.  One triangle 

chart example is shown in Figure 2.9.  There are three major regions: Service Available, 

Service Unavailable, and Hazardously Misleading Information (HMI).  If the estimated 

protection level is smaller than the alert limit of a designed operation mode, the service will 

be available.  If the estimated protection level is larger than the alert limit of a designed 

operation mode, the service will be unavailable.  If the true error is larger than the 
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estimated protection level, it is hazardously misleading information, because the protection 

level is meant to bound the true error and users have no knowledge of the excessive true 

error.  This situation should occur with a probability of less than one in ten million 

operations or 710−  and should be avoided.  As a result, this triangle chart can intuitively 

present system performance in terms of accuracy, availability and integrity.  The 

availability of the system can be determined by examining the percentage of points that lie 

within the service available region. 

 

Figure 2.9:  The triangle chart example. 

 

The availability of WAAS is determined by the confidence bounds on position errors.  The 

computation of confidence estimates for the corrections to various error sources are 

explained in Section 2.2.  The error due to ionospheric delay and satellite errors will be 

corrected according to the WAAS MOPS, and then the local errors such as error due to 

tropospheric delay and user receiver noise and multipath errors will be removed by a 
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standard model [RTCA1].  The corrected range measurements are used to compute the 

GPS solution using weighted least squares as follows, 

( ) 1
ˆ T Tx G WG G Wy

−
=                                                (2.11) 

where, 

x̂  is position and clock errors 

G  is the observation matrix 

W  is the weighting matrix for the measurement 

y  is the corrected range residual vector 

The weighting matrix, W , is a diagonal matrix and the inverse of the ith diagonal element is 

given by the variance for the corresponding satellite, 2
iσ , which is calculated in Equation 

(2.12) [RTCA1]. 

2 2 2 2 2
, , , ,i i flt i UIRE i air i tropoσ σ σ σ σ= + + +                                      (2.12) 

where, 

2
,i fltσ  is the fast and long-term degradation confidence, which is the confidence 

bound on satellite clock and ephemeris corrections, and is described in Section 

2.2.1.2. 

2
,i UIREσ  is the user ionospheric range error confidence, which is the confidence 

bound on ionospheric delay corrections, and is described in Section 2.2.1.1 

2
,i airσ  is the airborne receiver error confidence, which is the confidence bound on 

aircraft user receiver error, and is described in Section 2.2.2 



 

 

40
2
,i tropoσ  is the tropospheric error confidence, which is the confidence bound on 

residual tropospheric error, and is described in Section 2.2.2 

As a result, the inverse of W  can be written in Equation (2.13) 

2
1

2
1 2

2

0 0
0 0

0 0 N

W

σ
σ

σ

−

 
 
 =
 
 
  

"
"

# # % #
                                          (2.13) 

The variance of the vertical position estimate is the third diagonal element of the position 

estimate covariance matrix, 

( ) 1

3,3
3,3

Td G WG
− =   

                                               (2.14) 

where, 

3,3d  is the variance of the vertical position estimate 

The VPL (Vertical Protection Level) is 

, 3,3WAAS V PAVPL K d=                                                 (2.15) 

where, ,V PAK  equals 5.33.  This is a multiplier on the standard deviation of the vertical error 

such that the VPL is only exceeded at most one time in ten million ( )710− , the tolerable 

probability of HMI (Hazardously Misleading Information), provided that the error 

distribution is a zero mean Gaussian [Walter97].  The protection level calculation can be 

summarized in Figure 2.10, and is specified in the WAAS MOPS Appendices A and J 

[RTCA1].  Figure 2.10 also shows the section number where the confidence estimates for 

the corrections to various error sources are derived. 



 

 

41

The VPL is very important, because no truth is available for the airborne receiver, and the 

result of this protection level calculation (Equation (2.15)) will be used to decide if the 

approach should be continued or a missed approach should be executed [RTCA1]. 

VPLWAAS = KV,PAd3,3

σi
2 = σi,flt

2 + σi,UIRE
2 + σi ,air

2 + σi,tropo
2

d = GT ⋅W ⋅G( )−1

i,tropoσ = tropospheric error confidence

Confidence bound on residual tropospheric error
(Section 2.2.2)

i,fltσ = fast and long-term degradation confidence
Confidence bound on GPS/GEO clock and ephemeris corrections
(Section 2.2.1.2)

i,UIRE =user ionospheric range error confidence

Confidence bound on ionospheric delay corrections
(Section 2.2.1.1)

σ
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i,airσ =airborne receiver error confidence
Confidence bound on aircraft user receiver error
(Section 2.2.2)

 

Figure 2.10:  The Protection level calculation. 

 

2.4 MATLAB ALGORITHM AVAILABLITY SIMULATION TOOL (MAAST) 

This section describes a set of MATLAB [MATLAB] functions currently being developed 

for WAAS availability analysis.  This toolset is called the MATLAB Algorithm 

Availability Simulation Tool (MAAST).  It includes simulation algorithms that are 

constantly being developed and updated by various working groups.  This set of functions 

is intended for use as a fast, accurate, and highly customizable experimental test bed for 

algorithm development.  A user-friendly interface has also been developed for the tool.  It 
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is open source and can be downloaded from the Stanford WAAS web site 

(http://waas.stanford.edu).  Therefore, it provides a common ground for different working 

groups to compare their results. 

2.4.1 MAAST SIMULATION CONFIGURATION 

MAAST has four parts: MAAST directory files, graphic user interface (GUI), MAAST 

main program, and outputs.  The MAAST directory files contain WAAS simulation 

algorithms and configurations.  The GUI provides a control panel to allow the program user 

to make selections from the algorithm and simulation options.  Then the selected 

algorithms and configurations are fed into the MAAST main program svmrun.m. The 

MAAST main program performs WAAS master station processing, user processing, and 

output processing.  The outputs provide several graphic options including a availability 

contour, VPL and HPL contours, and UDRE/GIVE plots.  This approach is summarized in 

Figure 2.11. 

GUI
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DIRECTORY

FILES
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data

UDRE,GIVE,
CNMP, Trop,
Algorithms

 

Figure 2.11: Block diagram of MAAST. 
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The simulation configuration of MAAST includes: 

1. WAAS Reference Stations (WRSs):  MAAST uses the 25 U.S. WAAS reference 

stations as shown in Figure 2.2.  The associated file name in MAAST is wrs25.dat, 

which is in the format of [WRS number, WRS latitude in degrees, WRS longitude in 

degrees, WRS height in meters].  It is easily configurable to accommodate different 

locations.  A user could build their WRS list in the same format as wrs25.dat. 

2. User:  MAAST simulates users on a rectangular grid, but only the nodes contained 

inside the specified boundary (CONUS or Alaska) will be used to calculate coverage 

and to fill in histogram data.  The associated files are usralaska.dat and usrconus.dat, 

which specify polygon boundaries of Alaska and CONUS, respectively, in the format 

of [latitude (degrees), longitude (degrees)].  Figure 2.12 shows an example for CONUS.  

The users colored red are inside the CONUS boundary and contribute to the output 

while the blue users are outside the CONUS boundary and are excluded from coverage 

and histogram calculations.  If program users want to customize their own user 

boundary, then they need to build their user boundary in the same format as 

usrconus.dat or usralaska.dat. 
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Figure 2.12: User grid of CONUS.  User in red are inside the CONUS boundary and users in blue are 
outside the CONUS boundary. 

 

3. GPS Satellite Constellation:  MAAST accepts the standard YUMA almanac format.  

The defult constellation is the standard constellation specified in Appendix B of the 

MOPS [RTCA1].  In addition, other constellation in the YUMA format may be used 

corresponding to a specified week.  YUMA formatted ephemeris files can be 

downloaded from the U.S. Coast Guard website (http://www.navcen.uscg.gov/ftp/ 

GPS/almanacs/yuma/).  Files must be stored in the same directory as MAAST and 

named almyuma[week number].dat, where week number can be specified in the GUI.  

4. GEOs:  There are four GEO satellites (INMARSAT) that are currently specified: 

AOR−E, AOR−W, IOR, and POR.  The INMARSAT coverage map is shown in Figure 

2.13.  The associated file in MAAST is geo.dat, which is in the format of [GEO PRN 

number, GEO latitude in degree, flag if the button of the GUI should default to on, and 

name for the button].  If program users want to customize the GEO list, then they need 

to build their own GEO list in the same format as geo.dat and replace geo.dat with their 
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version.  Note that the PRNs need to be between 120 and 138 as per the WAAS MOPS 

[RTCA1].  The GUI has space for up to six GEOs. 

 

Figure 2.13:  INMARSAT coverage (Courtesy: INMARSAT http://www.inmarsat.com). 

 

2.4.2 MAAST SIMULATION PROCESS 

An overview of the main simulation engine of MAAST is shown in the upper right section 

of Figure 2.11.  It is subdivided into three major components: WAAS master station (WMS) 

processing, WAAS user processing, and output processing.  The corresponding MATLAB 

functions are wmsprocess.m, usrprocess.m, and outputprocess.m.  The WMS processing 

and user processing blocks constitute the main computational loop and are stepped through 

in sequence at every time step.  Time step resolution is chosen by the program user through 

the GUI.  WMS processing simulates the computations of UDREs, GIVEs [RTCA1], and 

Message Type 28 [Walter01] covariance matrices performed by the WAAS master station 

using data gathered from reference stations.  These computations are to be broadcast to 

WAAS users.  User processing, on the other hand, simulates the WAAS user’s computation 

of confidence bounds on clock/ephemeris and ionospheric corrections at the user site, from 

which VPL/HPL can be derived.  All the confidence bound models are discussed in Section 
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2.2.  The output processing block then takes all the data and creates visual outputs of 

VPL/HPL and availability contours, as well as UDRE and GIVE plots.  

WAAS service availability at user locations is based on vertical and horizontal protection 

levels, which are determined from confidence estimates on corrections to the different error 

sources.  Algorithms for these confidence estimates are being developed by several 

working groups.  Aside from having predefined algorithm functions, MAAST offers 

common templates for including custom algorithms. This is achieved by defining 

standardized input and output arguments for each customizable algorithm function. This 

provides an efficient way for developers to test their own algorithm implementations 

against the whole system in a modular fashion.  Selectable modules for this tool include 

algorithms for computing troposphere errors (TROP), receiver code noise and multipath 

errors (CNMP) [Shallberg] [RTCA2], and confidence bounds on GPS/GEO clock and 

ephemeris corrections (UDRE) and ionospheric corrections (GIVE). 

The simulation does not include old but active data (OBAD) [RTCA1].  Degradation of 

fast correction, range-rate correction, long-term correction and en route data are not 

modeled, and all these degradation terms are defined in Appendix A of the WAAS MOPS. 

To gain some perspective on how these algorithm modules fit in the simulation, refer to 

Figures 2.14 and 2.15 for functional flowcharts of the simulated processing performed by 

the WAAS master station (WMS) and the WAAS user, respectively, to obtain confidence 

estimates. 
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Figure 2.14: Functional flowchart of WMS processing. 
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Figure 2.15: Functional flowchart of user processing. 
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2.4.2.1 WMS PROCESSING 

In the simulation of master station processing, location data of reference stations and 

satellites for the current time step are passed through functional blocks (left half of Figure 

2.14) to compute relevant line-of-sight and ionospheric pierce point information for each 

reference station-satellite pair.  Satellite and WRS information is input into the function 

find_los_xyzb.m to give line-of-sight vectors in ECEF coordinates.  These are translated 

into east-north-up coordinates by the function find_los_enub.m.  Elevation and azimuth are 

calculated by find_elaz.m.  The function find_ll_ipp.m then computes ionospheric pierce 

point (IPP) locations.  All these data are packaged into a matrix, wrs2satdata, which is 

passed into succeeding functions that need line-of-sight information.  Each row of this 

matrix corresponds to a particular line-of-sight, while the columns correspond to 

information fields.  The details of the column definitions corresponding to the fields of the 

matrix, as well as other relevant matrices used in the MAAST, can be found in 

init_col_labels.m. 

After line-of-sight computation is done, the TROP module takes elevation angles as inputs 

and generates troposphere error variances.  The CNMP module takes as input the elevation 

angle and/or track time since last cycle slip of each pair and generates the noise and 

multipath error variance.  Here it was assumed that the carrier phase is continuous as long 

as the satellite-to-reference station elevation angle exceeds the visibility limit, currently set 

as 5 degrees by the WAAS MOPS, and cycle slips never occur.  Using this assumption, the 

times at which a satellite rises into view of a reference station are predetermined with up to 

1-second accuracy before entering the time step loop.  This results in marked improvement 

in execution speed of track time calculations.  The troposphere and CNMP error variances, 

together with line-of-sight information, are then fed into the UDRE module to generate 

UDREIs and Message Type 28 covariance matrices for each satellite.  Likewise, the GIVE 

module uses this information, together with ionospheric pierce point data, to generate 

GIVEIs for each ionospheric grid point. 
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2.4.2.2 USER PROCESSING 

User processing includes functional blocks similar to those used in WMS processing for 

computing line-of-sight data between the satellite-user pairs, as shown in Figure 2.15.  

Using these line-of-sight data, the udre2flt module projects satellite UDREs with Message 

Type 28 covariance matrices onto fast and long-term correction variances, 2
fltσ , for each 

user line-of-sight.  Similarly, the grid2uive module derives user ionospheric correction 

variances, 2
UIVEσ , from ionospheric grid point GIVEs.  Implementation of these two 

modules is based on the WAAS MOPS.  User processing has its own selectable TROP and 

CNMP algorithms independent of the selections made for WMS processing.  User VPL 

and HPL for each time step are the final outputs of the user processing block. 

2.4.3 MAAST GRAPHIC USER INTERFACE (GUI) 

 

Figure 2.16: Graphic user interface (GUI) of MAAST. 
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The top half of the graphic user interface (GUI) contains menus for algorithm selection.  

The bottom half of the GUI contains menus for the simulation configuration and is 

described in Section 2.4.1.  Grayed out buttons represent options that are not yet available.  

For example, the GLS button in the UDRE-GPS menu is not yet available.  Due to the 

proprietary nature of some algorithms, certain options may not be available for general 

distribution.  For instance, the Algorithm Description Documents (ADDs) of the WAAS 

Integrity Performance Panel (WIPP) are not available for the general public. 

UDRE-GPS MENU 

The UDRE-GPS menu specifies the algorithm for calculating the UDREs of GPS satellites.  

The ADD option activates the GPS UDRE model algorithm from the Algorithm 

Description Document (ADD) of the WAAS Integrity Performance Panel (WIPP) [WIPP1].  

The CONSTANT option activates a list of indexed UDRE values to choose from.  The list 

corresponds to the indexed values in the WAAS MOPS and sets all GPS satellite UDREs 

to the specified constant.  Custom algorithms can easily be added by creating modular 

MATLAB files with appropriate inputs and outputs.  

UDRE-GEO MENU 

The UDRE-GEO menu specifies the algorithm for calculating UDRE for geostationary 

satellites.  Options in this menu are similar to the ones in the UDRE-GPS menu. 

GIVE MENU 

The GIVE menu specifies the algorithm to calculate GIVE for ionosphere grid points 

(IGPs).  The ADD option activates the model algorithm from the GIVE Algorithm 

Description Document (ADD) of the WIPP [WIPP2].  CONSTANT sets all IGP GIVEs to 

the specified constant. 
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TROP-WRS / TROP-USR MENUS 

The TROP menus specify the equations for calculating the troposphere error confidence 

bound for reference stations and for the users.  Option in this menu is either the equation 

specified by the WIPP ADD or the WAAS MOPS. 

CNMP-WRS / CNMP-USR MENUS 

The CNMP menus are used to select the method of generating the confidence bounds of the 

residual receiver noise and multipath errors at the reference stations and at the user 

locations.  The CNMP for WRSs is specified in [Shallberg], while the confidence model of 

the residual airborne receiver noise and multipath errors is specified in Section 2.3.2. 

2.4.4 MAAST OUTPUTS 

There are seven output plots currently available in MAAST: availability contour, VPL/HPL 

contours, UDRE/GIVE histograms, and UDRE/GIVE contours, as shown in the bottom 

right of Figure 2.16.  There is a “percent” option in the outputs menu and it has different 

definitions for the different outputs. In this chapter, we choose 95% as an example. 

The availability contour plots the availability as a function of user location.  We compute 

the percentage of time that the user vertical protection level (VPL) is less than the vertical 

alarm level (VAL) and the horizontal protection level (HPL) is below the horizontal alert 

level (HAL) to determine the availability percentage contour for the CONterminous U.S. 

(CONUS) or Alaska.  The option of 95% here calculates the fraction of users within those 

regions that had a time availability of 95% or greater.  This measure is referred to as 

coverage.  

The VPL/HPL contours plot the VPL and HPL as a function of user location.  The option 

of 95% here indicates that a user at each specific location had a VPL or an HPL equal to or 

below the value indicated by the color bar 95% of the time. A selection of 50%, for 

example, would display the median value. 
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The UDRE histogram plots the probability distributions of UDRE values and the 

confidences associated with the fast and long-term corrections (3.29 fltσ∗ ).  The GIVE 

histogram plots the probability distributions of GIVE values and user ionosphere vertical 

error (UIVE) values.  The percent option box is not applicable to either of these plots. 

The UDRE map generates a UDRE contour as a function of the satellite position.  The 

UDRE contour gathers UDRE data at positions in the satellite orbits and interpolates 

UDRE values to the points in between.  The GIVE map generates a GIVE contour by 

gathering GIVE values at the ionosphere grid points (IGPs).  As in the VPL/HPL plots, the 

percent chosen indicates that the GIVE value at a location is less than or equal to the 

displayed contour level 95% of the time. 

After making algorithm, simulation, and output selections, users then click on the RUN 

button to begin simulation.  The selected output plots are displayed after the simulation, 

and all relevant data are stored in a temporary binary file outputs.mat.  Clicking the PLOT 

button will bypass the simulation process and instead plot the selected output options from 

data stored in the outputs.mat.  This allows users to quickly plot other output options if 

algorithm and simulation configurations have not changed. 

Figures 2.17-23 show the plots generated by a sample run to demonstrate the benefits of the 

WAAS operation.  For this particular example, we chose WIPP ADDs for UDRE, GIVE, 

WRS TROP, and WRS CNMP.  We used WAAS MOPS for user TROP and LAAS AAD-

B for user CNMP.  The simulation was configured for a CONUS user grid, using the 25 

current U.S. WRSs, satellite almanac from the WAAS MOPS, two GEOs (AOR−W and 

POR), 1-degree user grid and 300-second time steps over a 24-hour simulation period.  

Figure 2.17 shows availability contours of CONUS users.  It indicates that the coverage for 

users with availability of at least 95% is 98.73% of the CONUS.  Figures 2.18 and 2.19 

show VPL and HPL contours, respectively.  As described in this section, these plots are 

contours in which V/HPLs are less than corresponding values listed in the bottom color 

bars of the plots for 95% of time.  For example, users in the light green color area of Figure 

2.18 have a VPL less than or equal to 30 meters 95% of time.  
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Figure 2.20 shows histograms for the UDRE plotted in red and the residual errors 

associated with the fast and long-term corrections (3.29 fltσ∗ ) plotted in blue.  Figure 2.21 

shows histograms for the GIVE plotted in red and the UIVE plotted in blue. 

Figure 2.22 is the GIVE contour for CONUS and Alaska.  The black circles shown in the 

plot correspond to the ionosphere grid points (IGPs).  Figure 2.23 plots a UDRE contour by 

gathering UDRE data at positions in the satellite orbits and interpolating values to the 

points in between. 

 

Figure 2.17: Coverage of an L1 single-frequency user in CONUS is 98.73% with VAL=50m, 
HAL=40m. 
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Figure 2.18: Vertical protection level (VPL) contour of an L1 single-frequency user in CONUS. 

 

 

Figure 2.19: Horizontal protection level (HPL) contour of an L1 single-frequency user in CONUS. 
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Figure 2.20: UDRE histogram of CONUS. 

 

 

Figure 2.21: GIVE histogram of CONUS. 
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Figure 2.22: GIVE contour of CONUS and Alaska, the block circles correspond to the IGPs. 

 

 

Figure 2.23: UDRE contour as a function of GPS satellite position. 
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MAAST is intended as an efficient and effective tool for algorithm development.  It is not 

intended to guarantee that we will see exactly that level of availability at each location.  In 

creating MAAST, a number of assumptions have been made.  MAAST algorithms are for 

confidence bounding only; they do not model corrections.  Furthermore, it is strictly 

deterministic, and does not model asset failures in a probabilistic manner.  Despite these 

limitations, the results of this section show that a simple yet powerful framework has been 

developed that allows us to rapidly model availability.  MAAST is a valuable tool for 

WAAS algorithm research. 

2.5 WRS FAILURE 

This section examines the coverage loss due to the failure of one of the current 25 WRSs.  

In MAAST, we deleted one WRS from the list of 25 WRSs for each simulation.  To be 

consistent and in order to easily compare the results the simulation configuration is 

identical to the earlier configuration, that is, the WIPP ADDs for UDRE, GIVE, WRS 

TROP, and WRS CNMP, WAAS MOPS for user TROP, and LAAS AAD-B for user 

CNMP, are chosen.  The simulations were configured for a CONUS user grid, satellite 

almanac from the WAAS MOPS, two GEOs (AOR-W and POR), 1-degree user grid, and 

300-second time steps over a 24-hour simulation period.  The simulation results are shown 

in Table 2.3 for CONUS coverage of LPV for 99.9% of time.  The table shows the 

coverage % for a single failure of each of the reference stations and are listed in order of 

increasing coverage loss. 
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94.59%Houston, TX97.46%Kansas City, MO

95.97%Cleveland, OH97.46%Billings, MT

95.97%Chicago, IL97.46%Memphis, TN

96.2%Washington, DC97.46%Salt Lake City, UT

96.43%Miami ARTCC, FL97.46%Denver, CO

96.43%Boston, MA97.46%Albuquerque, NM

96.66%Los Angeles, CA97.46%Fort Worth, TX

96.77%Oakland, CA97.46%Honolulu, HI

97%Minneapolis, MN97.46%Juneau, AK

97.12%New York, NY97.46%Anchorage, AK

97.12%Seattle, WA97.58%Atlanta, GA

97.23%Puerto Rico97.58%Cold Bay, AK

97.35%Jacksonville, FL97.58%W/O WRS Failure

94.59%Houston, TX97.46%Kansas City, MO

95.97%Cleveland, OH97.46%Billings, MT

95.97%Chicago, IL97.46%Memphis, TN

96.2%Washington, DC97.46%Salt Lake City, UT

96.43%Miami ARTCC, FL97.46%Denver, CO

96.43%Boston, MA97.46%Albuquerque, NM

96.66%Los Angeles, CA97.46%Fort Worth, TX

96.77%Oakland, CA97.46%Honolulu, HI

97%Minneapolis, MN97.46%Juneau, AK

97.12%New York, NY97.46%Anchorage, AK

97.12%Seattle, WA97.58%Atlanta, GA

97.23%Puerto Rico97.58%Cold Bay, AK

97.35%Jacksonville, FL97.58%W/O WRS Failure

 

Table 2.3:  The loss of the CONUS coverage of LPV due to the WRS failure. 

 

 

Figure 2.24:  WRS locations. 

 

The simulation results showed that a failure of the WRS at the boundary of CONUS caused 

more coverage loss than the failure of a WRS at the center.  In reality, the failure of the 



 

 

59

WRS is an unlikely event.  The other possible source of the asset failures is the GPS 

satellite failure, however, this thesis does not model this failure. 

2.6 CONCLUSIONS 

This chapter provided WAAS background and a WAAS availability simulation tool, 

MAAST.  The benefits of the WAAS operation for an L1 single-frequency user also are 

demonstrated in this chapter by using MAAST.  Later chapters use the protection level 

calculation presented in this chapter as a background to derive the new protection level 

calculations for an L1-L5 dual-frequency GPS/WAAS user (Chapter 3), an L5 single-

frequency GPS/WAAS user (Chapter 4), an L1-L2 dual-frequency GPS/WAAS user 

(Chapter 5), an L2-L5 dual-frequency GPS/WAAS user (Chapter 5), and an L2 single-

frequency GPS/WAAS user (Chapter 5).  The major WAAS benefit to the aircraft 

approach and landing is to lower the Decision Height (DH), that is, lower the landing 

minimum which will enable an aircraft to operate in more adverse visibility conditions. 

 

 



Chapter 3Equation Section 3 

 

Nominal Performance of WAAS Using L1 and L5 

Frequencies 

3.1 INTRODUCTION 

GPS currently has two frequencies L1 (1575.42 MHz) and L2 (1227.6 MHz), but only L1 

has civil code (C/A) on it.  Modernized GPS will have a new frequency L5 (1176.45 MHz), 

and all three frequencies will have civil codes on them.  Figure 1.9 (page 13) shows this 

configuration and includes C/A on L1, C/A or CS (C) on L2, and C (I5) on L5 [ICD-GPS-

705].  Both L1 and L5 are for civil aviation safety-of-life services, and only L1 and L5 are 

in the Aeronautical Radio Navigation Services (ARNS) protection band.  L2 is for non-

safety critical applications even though many would like to promote its use for civil 

aviation [Fontana2].  The use of modernized GPS is expected to enhance the performance 

(accuracy, integrity, continuity, availability) of the existing GPS.   

The current WAAS Master Station (WMS) algorithms use the coded L1 signal and 

codeless L2 signal to generate the corrections.  The current WAAS user algorithms are 

designed for an L1-only single-frequency user.  For modernized GPS, there are three civil 

coded GPS signals: L1, L2, and L5.  Since L1 and L5 are for civil aviation safety-of-life 
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services, the WMS will use these signals to generate the corrections, and the WAAS 

airborne user will also be an L1-L5 dual-frequency user.  This thesis discusses civil 

aviation applications.  Therefore, the nominal system is the L1-L5 dual frequency 

GPS/WAAS. 

This chapter is organized as follows.  Section 3.2 discusses the issues of using the L1-L5 

dual-frequency GPS.  This section first discusses the dual-frequency hardware group delays 

and then discusses the necessary changes in the WAAS protection level calculation for an 

L1-L5 dual-frequency GPS/WAAS user.  The modified MAAST simulation results for an 

L1-L5 dual-frequency user are shown in Section 3.3.  Section 3.4 presents a summary and 

concluding remarks. 

3.2 L1-L5 DUAL-FREQUENCY USER 

An L1-L5 dual-frequency user can directly estimate the ionospheric delay in the airplane, 

and then subtract this estimate from the pseudorange measurement.  This direct use of dual-

frequency will be more accurate and offer higher availability.  The current WAAS 

protection level calculation, as shown in Figure 2.10 (page 41), needs to be modified for an 

L1-L5 dual-frequency user.  The new WAAS protection level calculation for an L1-L5 

dual-frequency user is summarized in Figure 3.1.  Figure 3.1 also shows the section number 

where the new confidence estimates for the corrections are derived. 

In comparison with the current protection level calculation defined in the WAAS MOPS, 

the changes in this calculation for an L1-L5 dual-frequency user are yellow highlighted in 

Figure 3.1 and summarized as follows: 

• The new calculation of the fast and long term correction degradation confidence ( ,i fltσ ) 

includes the confidence of the satellite L1-L5 group delay ( _ 1 5SV L Lσ ) in the UDRE 

calculation.  The satellite L1-L5 group delay will be discussed in Section 3.2.1, and the 

new UDRE calculation will be discussed in Section 3.2.3. 
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• The new calculation of the user ionosphere range error confidence ( , _ 1 5i UIRE L Lσ ) will be 

specified in Section 3.2.2. 

• There is no separate airborne receiver confidence ( ,i airσ ) term in the protection level 

calculation for the L1-L5 dual-frequency GPS user because it is already included in the 

new , _ 1 5i UIRE L Lσ  calculation.  This issue will be discussed in Section 3.2.2. 

• The calculation of the tropospheric delay confidence ( ,i tropoσ ) is the same as defined in 

the WAAS MOPS for an L1-L5 dual-frequency GPS user. 

 

Figure 3.1: Summary of changes in the protection level calculation for an L1-L5 dual-frequency user.  
Only the yellow highlighted portion is changed, the other terms are unchanged as defined in the 
WAAS MOPS. 
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In order to show the improvement in availability, this thesis first examines the observation 

equations for three GPS frequencies.  The three observation equations are shown in 

Equations (3.1)-(3.3). 

1
i i i i i i

L j j j j j jR b B I T Mρ ν= + − + + + +                                      (3.1) 

( )2 1,2 1,2 1,2
i i i i i i i

L j j j gd j j j jR b B I IFB T Mρ γ τ ν= + − + + + + + +                   (3.2) 

( )5 1,5 1,5 1,5
i i i i i i i

L j j j gd j j j jR b B I IFB T Mρ γ τ ν= + − + + + + + +                   (3.3) 

where, 

Liρ  is pseudorange measurement at Li frequency 

i
jR  is true range from satellite i to user j 

jb  is receiver offset from UTC 

iB  is satellite clock offset from UTC 

I  is ionospheric delay 

T  is tropospheric delay 

M  is multipath delay 

ν  is thermal noise 

1,2gdτ  is satellite L1-L2 hardware group delay 

1,5gdτ  is satellite L1-L5 hardware group delay 

1,2IFB  is receiver L1-L2 hardware group delay 
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1,5IFB  is receiver L1-L5 hardware group delay 

2
1

1,2 2
2

1.65f
f

γ
 

= = 
 

 

2
1

1,5 2
5

1.80f
f

γ
 

= = 
 

 

The differences in these three observation equations are the ionospheric delays, the satellite 

hardware group delays, and the user receiver hardware group delays.  To investigate the 

L1-L5 dual-frequency user case, this thesis first discusses these differences in the following 

sections. 

3.2.1 DUAL-FREQUENCY HARDWARE GROUP DELAYS 

The hardware group delay is defined as the time required for the signal to travel through a 

device or transmission medium (Federal Standard 1037C).  For example, the satellite 

hardware group delay is the delay between the L-band radiated output of a specific satellite 

and the output of that satellite’s on-board frequency source [ICD-GPS-200C].  There are 

three hardware group delays in the WAAS: satellite hardware group delay, WRSs receiver 

hardware group delay, user avionics hardware group delay. 

A notional representation of the satellite group delay difference ( gdτ ) between the radiated 

L1, L2, and L5 signals (i.e., L1 P(Y) and L2 P(Y), L1 P(Y) and L1 C/A, L1 P(Y) and L2 

CS, L1 P(Y) and L5 I5, L1 P(Y) and L5 Q5) is shown in Figure 3.2.  The corrections for 

the group delay differential are provided to the users in the Navigation message using 

parameters designated as gdτ  [ICD-GPS-200C] and Inter-Signal Correction (ISC) [ICD-

GPS-705]. 

According to [ICD-GPS-200C], the mean group delay difference between the L1 P(Y) and 

L2 P(Y) signals is less than 15 nanoseconds and the effective uncertainty about the mean is 

less than 3 nanoseconds (two sigma, i.e. a 95% error bound).  All transmitted signals for a 
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particular satellite shall be coherently derived from the same on-board frequency standard, 

while all digital signals shall be clocked in coincidence with the PRN transitions for the P-

signal and occur at the P-signal transition speed.  On the L1 channel the data transitions of 

two modulating signals (P(Y) and C/A) shall be such that the average time difference 

between the transitions does not exceed 10 nanoseconds (two sigma). 

WAAS
Network

Time

L1
P

L1
C/A

L2
P

L5
I5

L5
Q5

L2
P

L2
C

Current
Reference

Not in scale

ISCL2C

ISCL5I

ISCL5Q

[ICD-GPS-705 rev. March 2002]

tgd1,2

g1,2tgd1,2

ISCL1CA

ISC: Inter-signal Correction  

Figure 3.2: Satellite hardware group delay [ICD-GPS-705]. 

 

The software calibration methods of the hardware group delay are specified in [Chao] and 

[Hansen].  The hardware group delay is estimated as follows.  First, fit a model to the true 

ionosphere.  Second, filter the measurements through the model to separate the ionospheric 

delays from the hardware group delay.  These steps collect large numbers of ionospheric 

delay measurements and leverage the redundancy of the IFB and gdτ  terms to isolate them 

from the ionosphere, multipath, and thermal noise terms [Hansen]. 

In order to calculate the confidence of gdτ , we use Equation (3.4) to estimate the 

ionospheric delay on L1 from an L1-L5 dual-frequency receiver by taking the difference of 

the pseudorange measurements in Equations (3.1) and (3.3). 
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( ) ( )1,55 1
, 1 1,5 1,5

1,5 1,5 1,5

1
1 1 1

i i iL L
j L j gd jI I IFB

γρ ρ τ
γ γ γ

−
= = + +

− − −
�                     (3.4) 

Similarly, the ionospheric delays on L2 and L5 can be estimated.  Thus, we can form a 

state space equation as follows. 
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where,  

ijA  is an element of the observation matrix which maps the electron density model 

to the ionospheric delay ( I� ) 

ieN  is the variable electron density along the signal path [Misra&Enge] [Hansen] 

As mentioned above, the hardware group delay calibration must separate the ionosphere 

portion of the measurements from the satellite and receiver group delays by taking repeated 
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measurements as the satellites orbit and Earth rotates.  It then stacks measurements and the 

corresponding observation matrices over time.  To obtaining a quality calibration, we must 

collect enough measurements over time for the hardware group delay states to be fully 

determined.  That is, the calibration process determines a mean fit to the electron density 

model.  As the line of sight rotates into the reconstructed electron density, the ionospheric 

component is subtracted out [Hansen].  In mathematical operations we are solving the least 

squares problem, 

( )X pinv A I= �                                                       (3.8) 

where, the pinv(.) is the pseudo-inverse operation of a matrix. 

1( ) ( )T Tpinv A A A A−=                                                 (3.9) 

The covariance matrix of Equation (3.8) gives the residual error of the estimation, 

( ) ( )T
X Ipinv A pinv AΣ = Σ �                                              (3.10) 

To calculate the dependence of the confidence of satellite hardware group delay ( gdτ ) 

estimation error on frequency, the third block in A of Equation (3.6) is a diagonal matrix 

with the element of 
1

γ
γ

 
 − 

.  As a result, the first and last terms in the right side of 

Equation (3.10) will generate a coefficient of 
2

1γ
γ

 −
 
 

.  Also in the right side of Equation 

(3.5), there is a factor of 1
1γ

 
 − 

.  Therefore, IΣ �  will have a factor of 
2

1
1γ

 
 − 

.  This is 

detailed in Figure 3.3.   
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Figure 3.3:  The confidence of the satellite hardware group delay ( gdτ ). 

 

Combine all the coefficients and factors of Equation (3.10) together to determine that 

confidence of the satellite hardware group delay ( gdτ ) is proportional to 

2 2
1 1 1 1

1
γ γ

γ γ γ γ
      − −

=      −      
                                      (3.11) 

That is, 

2 2 2

1,2 1,5 2,5

1 1 10.3687, 0.3110, 0.8435
γ γ γ

     
= = =          

     
                    (3.12) 
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Based on the current observed performance, the confidence of the satellite L1-L2 group 

delay estimation error ( _ 1 2SV L Lσ ) is 0.192m.  Therefore, the confidence of the satellite L1-

L5 group delay estimation error is  

( )

2

1,5
_ 1 5 2

1,2

1

0.192* 0.176 m
1

SV L L

γ
σ

γ

 
  
 = =
 
  
 

                               (3.13) 

Similarly, the confidence of the satellite L2-L5 group delay estimation error is  

( )

2

2,5
_ 2 5 2

1,2

1

0.192* 0.290 m
1

SV L L

γ
σ

γ

 
  
 = =
 
  
 

                              (3.14) 

As a result, the confidence bounds of the satellite hardware group delay estimation errors 

have the same characteristic as the dual-frequency ionospheric delay estimations. 

The user receiver hardware group delay (IFB) can be calibrated using two methods:  1) 

factory calibrations, and 2) software calibrations.  This thesis assumes that the user receiver 

receives at least one satellite with two GPS frequencies.  The user receiver hardware group 

delay can then be calibrated out as mentioned above.  However, this thesis does not model 

the user receiver hardware group delay (IFB) errors. 

In the next section, we will investigate how the confidence of the satellite hardware group 

delay ( gdτ ) affects the UIRE calculation for a dual-frequency user.  The subsequent section 

discusses the effect of the confidence of the satellite hardware group delay ( gdτ ) on the 

UDRE calculation for a dual-frequency user. 
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3.2.2 NEW UIRE CALCULATION 

The User Ionosphere Range Error (UIRE) is a confidence bound on the residual error of the 

ionospheric delay estimation, and is described in Section 2.2.1.1 or in the WAAS MOPS.  

The current UIRE calculation is designed for an L1-only single-frequency user.  

Ionospheric delay is different for the different GPS transmission frequencies, as shown in 

the observation Equations (3.1)-(3.3). 

As discussed in Section 2.2.1.1, the ionospheric delays can be estimated directly by taking 

the difference of the pseudorange measurements between two frequencies.  For example, 

an L1-L5 dual-frequency user can estimate the ionospheric delay directly in the airplane, 

and then subtract this estimation from the pseudorange measurements.  Equation (3.4) 

calculates the ionospheric slant delay on L1 from an L1-L5 dual-frequency receiver.  It is 

repeated below. 

( ) ( )1,55 1
, 1 1,5 1,5

1,5 1,5 1,5

1
1 1 1

i i iL L
j L j gd jI I IFB

γρ ρ τ
γ γ γ

−
= = + +

− − −
�                     (3.4) 

There are three factors which affect the quality of the L1-L5 dual-frequency ionospheric 

delay estimation, as shown in Equation (3.4): 

• The receiver noise and multipath errors of the L1-L5 dual-frequency receiver. 

• The satellite L1-L5 hardware group delay error ( gdτ ). 

• The receiver L1-L5 hardware group delay error ( IFB ). 

As mentioned in the previous section, this thesis does not model the receiver L1-L5 error 

( IFB ).  The receiver IFB term is not needed as it falls into the clock when all satellites use 

the same frequency combination.  However, the mixing frequencies (e.g., PRN 1 is L1-L5, 

but PRN 2 is L1 only) then an IFB term is required for all but one of the combinations.  

The confidence model of the satellite L1-L5 group delay estimation ( _ 1 5SV L Lσ ) is also given 

in the previous section.  The confidence model of the residual error of the receiver noise 
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and multipath errors ( ,i airσ ) is given in Section 2.2.2.  The additional assumption in this 

section is that the noises (errors) of the different measurements are uncorrelated.  The 

ionosphere-free pseudorange measurement is provided in Equation (3.15) [Misra&Enge], 

the confidence of the residual receiver noise and multipath errors for an L1-L5 dual-

frequency receiver can be calculated by Equation (3.16). 

[ ] [ ]
22

51
1 52 2 2 2

1 5 1 5
iono free L L

ff
f f f f

ρ ρ ρ−

   
= −   − −   

                           (3.15) 

2 222
2 2 251
1 5 , 1 , 52 2 2 2

1 5 1 5
L L air L air L

ff
f f f f

σ σ σ
   

   = +      − −   
                       (3.16) 

As mentioned above, the other factor (error source) that contributes to the measured 

differential delay between L1 and L5 is the satellite hardware group delay ( ,1,5gdτ ).  The 

quality of the estimation of ,1,5gdτ  also affects the quality of the L1-L5 dual-frequency 

ionosphere delay estimation.  As a result, this thesis derives Equation (3.17) to measure the 

quality (confidence) of the L1-L5 dual-frequency ionospheric delay estimation. 

2 222
2 2 2 251

_ 1 5 , 1 , 5 _ 1 52 2 2 2
1 5 1 5

UIRE L L air L air L SV L L
ff

f f f f
σ σ σ σ

   
     = + +        − −   

          (3.17) 

where, 

_ 1 5UIRE L Lσ  is the confidence of the L1-L5 dual-frequency ionospheric delay 

estimation 

if  is GPS frequency, i = 1: L1, i = 5: L5 

,air Liσ  is the confidence of the user receiver noise and multipath errors, i = 1: L1, i = 

5: L5, which is a function of satellite elevation angle and described in Section 2.2.2 

_ 1 5SV L Lσ  is the confidence of the satellite L1-L5 hardware group delay 



 

 

72

Similarly, the qualities (confidence) of the L1-L2 and L2-L5 dual-frequency ionospheric 

delay estimations can be calculated by Equations (3.18) and (3.19), respectively. 

2 22 2
2 2 2 21 2

_ 1 2 , 1 , 2 _ 1 22 2 2 2
1 2 1 2

UIRE L L air L air L SV L L
f f

f f f f
σ σ σ σ

   
     = + +        − −   

         (3.18) 

2 222
2 2 2 252

_ 2 5 , 2 , 5 _ 2 52 2 2 2
2 5 2 5

UIRE L L air L air L SV L L
ff

f f f f
σ σ σ σ

   
     = + +        − −   

         (3.19) 

where, 

_ 1 2UIRE L Lσ  is the confidence of the L1-L2 dual-frequency ionospheric delay 

estimation 

_ 1 2SV L Lσ  is the confidence of the satellite L1-L2 hardware group delay 

_ 2 5UIRE L Lσ  is the confidence of the L2-L5 dual-frequency ionospheric delay 

estimation 

_ 2 5SV L Lσ  is the confidence of the satellite L2-L5 hardware group delay 

The two coefficients, 
2

2

2 2
i

i j

f
f f

 
 

−  
called C1 and 

22

2 2
j

i j

f
f f

 
 

−  
 called C2, in Equations (3.17), 

(3.18), and (3.19), depend on the separation between two GPS frequencies.  As shown in 

Figure 3.4, the C1 and C2 for the L2-L5 dual-frequency user are much larger than the C1 

and C2 for the L1-L2 and L1-L5 dual-frequency users, because of the much narrower 

separation between the L2 and L5 frequencies.  Therefore, the confidence of the L2-L5 

dual-frequency ionospheric delay estimation will not be as good as other dual-frequency 

users. 
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Figure 3.4:  The confidence of the dual-frequency ionospheric delay estimation depends on the 
separation between two GPS frequencies.  The C1 and C2 for the L2-L5 dual-frequency user are 
much larger than the C1 and C2 for the L1-L2 and L1-L5 dual-frequency users, because of the 
narrow separation between the L2 and L5 frequencies. 

 

For an L1-L5 dual-frequency user, the Equation (3.17) will be used as the UIRE calculation 

to replace the current UIRE calculation defined in the WAAS MOPS. 

As shown in Equation (3.17), the confidence of the residual airborne receiver noise and 

multipath errors is already included in the calculation of the L1-L5 dual-frequency user 

ionosphere range error confidence.  Thus, there is no additional term needed in the 

protection level calculation for the airborne receiver confidence for an L1-L5 dual-

frequency user. 

WAAS will broadcast the old GIVE (UIRE) message to protect legacy users, as well as 

new gdτ  parameters needed to adjust the UIRE to protect the new dual-frequency user. 
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3.2.2 NEW UDRE CALCULATION 

The User Differential Range Error (UDRE) is a 710−  error bound on the satellite ephemeris 

and clock correction errors, and is described in Section 2.2.1.2 and the WAAS MOPS.  The 

current UDRE calculation is designed for an L1-only single frequency user.  For an L1-L5 

dual-frequency user, the estimation error of the satellite L1-L5 group delay needs to be 

taken into account for the UDRE calculation.  The satellite L1-L5 group delay ( ,1,5gdτ ) is 

caused by the group delay differences between the L1 and L5 transmission chains on the 

satellite [ICD-GPS-705] [ICD-GPS-200C].  The calculation of the confidence of the 

satellite hardware group delay estimation error is given in Section 3.2.1. 

The current UDRE calculation used the confidence of the satellite L1-L2 group delay 

estimation error.  The modernized UDRE calculation should include the confidence of all 

possible group delays estimation errors for all potential users, that is, L1-L5, L1-L2, and 

L2-L5 dual-frequency users.   

The new UDRE calculation will include the confidence of the satellite group delay 

estimation errors, _ 1 2SV L Lσ , _ 1 5SV L Lσ , and _ 2 5SV L Lσ , to protect the L1-L2, L1-L5, and L2-

L5 dual-frequency users, respectively.  Therefore, for an L1-L5 dual-frequency user, 

Equation (3.13) will be included in the new UDRE calculation. 

Again, WAAS will broadcast the old UDRE message to protect the legacy users, as well as 

the parameters needed to adjust the UDRE to protect the new dual-frequency user. 

3.3 MAAST SIMULATION RESULTS 

The MAAST was modified to adopt all the changes in the protection level calculation, as 

shown in Figure 3.1, for an L1-L5 dual-frequency user.  The important parameters used in 

the simulation are: the 24 standard GPS satellites constellation defined in the WAAS 

MOPS, two GEOs (AOR-W and POR), 1-degree user grid within CONUS and 30-second 

time steps over a 24-hour simulation period.  The other important parameters used in the 
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simulation are VAL = 50m, and HAL = 40m (LPV).  These simulation parameters are 

summarized in Table 3.1. 

40 m50 m
30-second 
over a 24-
hour period

1-degree user 
grid within 
CONUS

2 GEOs
(AOR-W,

POR)

24 standard 
GPS satellites

(WAAS 
MOPS)

HALVALTime StepUserGEOSatellite 
Constellation

40 m50 m
30-second 
over a 24-
hour period

1-degree user 
grid within 
CONUS

2 GEOs
(AOR-W,

POR)

24 standard 
GPS satellites

(WAAS 
MOPS)

HALVALTime StepUserGEOSatellite 
Constellation

 

Table 3.1:  The MAAST simulation configuration used in Chapter 3-6. 

 

The simulation results for the L1-L5 dual-frequency user are shown in Figures 3.5-3.7.  

Figure 3.5 is the LPV CONUS coverage simulation result, which shows that an L1-L5 

dual-frequency user has LPV precision approach services available 99.9% of the time over 

100% of CONUS.  Figure 3.6 shows the VPL contour for an L1-L5 user in CONUS, and 

Figure 3.7 shows the HPL contour for an L1-L5 user in CONUS.  The 99.9% shown in 

Figures 3.5-3.7 represents the fraction of users within those regions that had an availability 

of 99.9% or greater. 
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Figure 3.5: Coverage of an L1-L5 dual-frequency user in CONUS is 100% with VAL = 50m, HAL = 
40m. 

 

 

Figure 3.6: Vertical Protection Level (VPL) contour of an L1-L5 dual-frequency user in CONUS. 
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Figure 3.7: Horizontal Protection Level (HPL) contour of an L1-L5 dual-frequency user in CONUS. 

 

3.4 CONCLUSIONS 

This chapter first discussed the dual-frequency hardware group delays for the different 

dual-frequency users, and then computed the confidence bounds on the satellite hardware 

group delay estimation errors.  The confidences of the different satellite dual-frequency 

hardware group delay estimation errors must be included in the WAAS protection level 

calculation to provide integrity to the different dual-frequency users. 

The model of the WAAS Master Station (WMS) algorithm was changed to use L1 and L5 

to generate corrections for the satellite clock and ephemeris errors and the ionospheric 

delays.  The new WAAS protection level calculation for an L1-L5 dual-frequency user is 

derived in this chapter.  First, because the L1-L5 dual-frequency user can estimate the 

ionospheric delay directly, the new confidence calculation of the User Ionosphere Range 

Error (UIRE) is derived, which included the new dual-frequency user ionosphere range 

error confidence, ,i UIREσ , and the airborne receiver confidence , ,i airσ .  Second, the new 

confidence calculation of the User Differential Range Error (UDRE) was derived.  For 



 

 

78

example, the new UDRE calculation included the confidence of the satellite L1-L5 group 

delay estimation error, _ 1 5SV L Lσ , to protect the L1-L5 dual-frequency users. 

The MAAST coverage simulation results in this chapter show that an L1-L5 dual-

frequency user has LPV precision approach services available 99.9% of the time over 

100% of CONUS, as summarized in Table 3.2. 

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 3.2:  The MAAST simulation results. 

 

 



Chapter 4Equation Section 4 

 

Robust Reversion from Dual to Single Frequency 

WAAS in the Presence of Radio Frequency 

Interference 

4.1 INTRODUCTION 

GPS is a space-to-earth signal and the received signal power is -160 dBW.  This low power 

level makes GPS highly susceptible to interference.  It presently serves around 10 million 

users in sea, air, terrestrial, and space applications.  Many of these applications are safety-

of-life operations.  For example, GPS is used to guide ships while approaching harbor and 

navigating within narrow waterways.  GPS also provides guidance in terrestrial emergency 

applications, such as ambulances and police cars, while they conduct their critical missions.  

In addition, GPS will serve many aviation applications including the most demanding 

phase of flight – aircraft approach and landing.  Most aircraft approach operations allow no 

more than one missed approach per 100,000 landings.  Today, radio frequency interference 

(RFI) is the single greatest threat to this continuity of service [APL] [Volpe] [RTCA3].   
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This chapter shows the MAAST simulation results for users with only one available GPS 

frequency.  Furthermore, this chapter discusses the possible techniques which provide 

robust reversion from dual to single frequency WAAS.  The goal is to provide the 

techniques necessary for single-frequency users to sustain a performance similar to dual-

frequency users.  The proposed techniques are:  1) The code and carrier divergence 

technique, 2) The WAAS ionosphere threat model technique, and 3) The maximum 

ionospheric delay gradient model technique.  Additionally, any RFI to GPS must invoke a 

fast location and removal response.  In Appendix B an approach is presented to estimate 

the location of an RFI source.  This approach is based on deploying a network of sensors to 

assist with location estimation. 

This chapter is organized as follows.  Section 4.2 discusses the necessary changes in the 

WAAS protection level calculation for the L1-only and L5-only single-frequency 

GPS/WAAS users.  The corresponding MAAST simulation results for the L1-only and L5-

only single-frequency users are also included in this section.  The techniques for graceful 

reversion from dual to single frequency WAAS and the required conditions for using these 

techniques are discussed in Section 4.3.  This section includes a typical precision approach 

example based on San Francisco International Airport (SFO).  The MAAST simulation 

results for the code and carrier divergence technique, the WAAS ionosphere threat model 

technique, and the maximum ionospheric delay gradient model technique are also given in 

Section 4.3.  Section 4.4 presents a summary and concluding remarks. 

4.2 SINGLE-FREQUENCY USER 

While experiencing RFI, an L1-L5 dual-frequency GPS/WAAS user might lose all but one 

GPS frequency, which would introduce L1-only and L5-only single-frequency user cases.  

These cases will be discussed in this section. 

4.2.1 L1-ONLY SINGLE-FREQUENCY GPS/WAAS USER 

An L1-only single-frequency user will rely on WAAS to provide corrections to various 

GPS error sources, such as, corrections to the satellite clock and ephemeris errors, and 
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corrections to the group delays due to the ionosphere.  Furthermore, an L1-only single-

frequency airborne user is required to use WAAS for precision approaches.  The protection 

level calculation for an L1-only single-frequency GPS/WAAS user is specified in Chapter 

2 and is detailed in the WAAS MOPS [RTCA1]. 

4.2.2 L5-ONLY SINGLE-FREQUENCY GPS/WAAS USER 

An L5-only single-frequency user will also rely on WAAS to provide corrections to various 

GPS error sources, and an L5-only single-frequency airborne user is also required to use 

WAAS for precision approaches.  However, the current WAAS corrections are specified 

for L1 only.  The L5-only single frequency users will require some additional 

modifications before they can apply WAAS correction to their position-fix. 

We first compare the pseudorange measurement on L5 in Equation (3.3) with the 

pseudorange measurement on L1 given in Equation (3.1) (both equations repeated below): 

( )5 1,5 1,5 1,5
i i i i i i i

L j j j gd j j j jR b B I IFB T Mρ γ τ ν= + − + + + + + +                    (3.3) 

1
i i i i i i

L j j j j j jR b B I T Mρ ν= + − + + + +                                     (3.1) 

The differences will be the ionospheric delays, the satellite L1-L5 hardware group delays, 

and user receiver L1-L5 hardware group delays.   

We can estimate the ionospheric delays on L1 and L5 from a WRS L1-L5 dual-frequency 

receiver by using Equations (4.1) and (4.2), respectively [Misra&Enge]: 

( ) ( )
2
5

1 5 12 2
1 5

L
L L L

L L

fI
f f

ρ ρ= −
−

                                           (4.1) 

( ) ( )
2
1

5 5 12 2
1 5

L
L L L

L L

fI
f f

ρ ρ= −
−

                                           (4.2) 
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Comparing 1LI  with 5LI , yields 

2
5 1

1,52
1 5

1.80L L

L L

I f
I f

γ= = =                                                 (4.3) 

In Equation (3.3), 1,5γ  is the square of the frequency ratio (i.e., 2 2
1 5f f ), which equals 1.80.  

Thus, the ionospheric delay on L5 is 1.80 times larger than the ionospheric delay on L1.  

That also means the uncertainty of the ionospheric delay estimation on L5 is 1.80 times 

larger than the uncertainty of the ionospheric delay estimation on L1.  The same 

relationship could be found from the ionospheric delay estimation from a WRS L1-L5 

dual-frequency receiver, as shown in Equations (4.1)-(4.3).  The lower GPS frequency (L5) 

has larger ionospheric delay and larger ionospheric delay uncertainty.  Therefore, the 

WAAS L1 ionospheric delay correction needs to be multiplied by 1.80 for an L5-only user, 

and the associated variance (confidence) needs to be multiplied by ( )21.80  for an L5-only 

user.  In the protection level calculation, the new UIRE calculation for an L5-only user is 

( )22 2 2 2
, _ 5 1,5 , _ 1 , _ 11.80i UIRE L i UIRE L i UIRE Lσ γ σ σ= ⋅ = ⋅                               (4.4) 

This change of the UIRE confidence calculation is summarized in Figure 4.1.   
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Figure 4.1:  Summary of changes in User Ionosphere Range Error (UIRE) confidence calculation. 

 

The confidence calculation of the satellite L1-L5 group delay is already included in the new 

UDRE calculation as described in Section 3.2.1.  This thesis assumes that all three 

frequencies are available to the ground (WRSs), but not to the airborne user.  This new 

UDRE model will be used for the L1-only or L5-only single frequency user.   

The protection level calculation for the L1-only and the L5-only single-frequency 

GPS/WAAS users is summarized in Figure 4.2.  The yellow highlighted portion represents 

the changes. 
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Figure 4.2:  Summary of changes in the protection level calculation for the L1-only and L5-only 
single-frequency GPS/WAAS users, only the yellow highlighted portion is changed, the other terms 
are unchanged as defined in the WAAS MOPS. 

 

4.2.3 MAAST COVERAGE SIMULATION RESULTS 

This thesis modified the MAAST with the protection level calculation shown in Figure 4.2 

to simulate both L1-only and L5-only single-frequency users.  To be consistent and for ease 

of comparison in the results, the simulation configurations of MAAST will remain the 

same as in previous chapters (Table 3.1). 

The simulation results for an L1-only single-frequency GPS/WAAS user are shown in 

Figures 4.3-4.5.  Figure 4.3 is the LPV coverage simulation results for an L1-only single-

frequency user.  An L1-only single-frequency user has LPV precision approach services 

available 99.9% of the time over 97.58% of CONUS.  Figure 4.4 shows the VPL contour 



 

 

85

for an L1-only user in CONUS, and Figure 4.5 represents the HPL contour for an L1-only 

user in CONUS.  The 99.9% shown in Figures 4.3-4.5 represents the fraction of users 

within those regions that had an availability of 99.9% or greater. 

 

Figure 4.3:  Coverage of an L1-only single-frequency GPS/WAAS user in CONUS is 97.58% with 
VAL = 50m, HAL = 40m. 
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Figure 4.4:  Vertical Protection Level (VPL) contour of an L1-only single-frequency GPS/WAAS 
user in CONUS. 

 

 

Figure 4.5:  Horizontal Protection Level (HPL) contour of an L1-only single-frequency GPS/WAAS 
user in CONUS. 
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Figures 4.6-4.8 show the simulation results for an L5-only single-frequency GPS/WAAS 

user.  Figure 4.6 is the LPV coverage simulation results for an L5-only single-frequency 

user.  An L5-only single-frequency user has LPV precision approach services available 

99.9% of the time over 49.25% of CONUS.  Figures 4.7 and 4.8 show the VPL contour and 

HPL contour for an L5-only user in CONUS, respectively.  The 99.9% shown in Figures 

4.6-4.8 represents the fraction of users within those regions that had an availability of 

99.9% or greater. 

 

Figure 4.6:  Coverage of an L5-only single-frequency GPS/WAAS user in CONUS is 49.25% with 
VAL = 50m, HAL = 40m. 
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Figure 4.7:  Vertical Protection Level (VPL) contour of an L5-only single-frequency GPS/WAAS 
user in CONUS. 

 

 

Figure 4.8:  Horizontal Protection Level (HPL) contour of an L5-only single-frequency GPS/WAAS 
user in CONUS. 
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The LPV precision approach service coverage of an L1-only single-frequency GPS/WAAS 

user is 97.58%, which is better than the coverage of an L5-only single-frequency 

GPS/WAAS user (49.25%).  The loss of coverage is due to the lower GPS frequency (L5) 

having larger ionospheric delay uncertainty.  Table 4.1 provides a summary table of the 

MAAST simulation results. 

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 4.1:  The MAAST simulation results. 

 

4.3 TECHNIQUES FOR GRACEFUL REVERSION FROM DUAL TO SINGLE 

FREQUENCY WAAS 

This thesis also investigates techniques to sustain dual-frequency performance when an L1-

L5 dual-frequency airborne user is descending into an RFI field and loses all but one 

frequency.  We are particularly interested in the case where the receiver transitions from 

L1-L5 to L5-only.  That is because the uncertainty of the L5-only ionospheric delay 

estimation is larger than the L1-only ionospheric delay estimation.  Therefore, the objective 

is to find the solutions that will sustain a performance similar to the L1-L5 dual-frequency 

ionospheric delay estimation. 
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4.3.1 PROBLEM STATEMENT AND SCENARIOS 

An L1-L5 dual-frequency user has LPV (HAL = 40m, VAL = 50m) precision approach 

services available 99.9% of the time over 100% of CONUS, with a nominal σUIRE of 0.32m 

[Jan02a].  An L5 single-frequency user has LPV precision approach services available 

99.9% of the time over 49.25% of CONUS.  In this situation, the nominal σUIRE is 6m at 

the coasts, and 3.5m at the center of the country.  In other words, if an L1-L5 dual-

frequency user loses L1 due to RFI and instead uses the WAAS grid for ionospheric delay 

estimation, the loss in CONUS coverage of LPV services will be about 50%.  The loss in 

CONUS coverage of LPV services is mainly because of the uncertainty of the ionospheric 

delay on L5.  This situation is summarized in Figure 4.9.   

100% CONUS coverage of APV 1.5
Nominal sUIRE_L1-L5=0.32m

49.25% CONUS coverage of APV 1.5
Nominal sUIRE_L5=6.0m at coast lines
Nominal sUIRE_L5=3.5m at center

VPL Map for an L1-L5 user VPL Map for an L5-only WAAS user

L5+WAAS

L1+L5 Lost L1 to RFI

<5 <10 <12 <15 <20 <30 <40 <50 >50

BadGood
VPL indexes in meters

 

Figure 4.9:  The VPL maps illustrate the situation when an L1-L5 dual-frequency user is descending 
into an L1 RFI field.  The VPL map on the left is for an L1-L5 dual-frequency airborne user right 
before entering an L1 RFI field.  The VPL map on the right is for an L5 single-frequency WAAS 
user.  The loss in CONUS coverage of LPV services will be about 50% for this example. 
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Consider a typical precision approach example based on the San Francisco International 

Airport (SFO).  In this example, the final approach length is about 14.1 nm (26.1 km), and 

the final approach velocity for a general aviation (GA) aircraft is 90-120 knots (167-222 

km/hour).  Thus the final approach duration is about 7-9 minutes depending on the final 

approach velocity.  We assume that the aircraft enters the boundary of an L1 RFI field 

when the aircraft reaches the final approach fix.  This example is shown in Figure 4.10.  

Therefore, for this typical precision approach example, a qualified technique must provide 

at least 9 minutes of useful ionospheric delay estimation which is similar in performance to 

the dual-frequency ionospheric delay estimation. 

L1+L5 L5+WAAS
Nominal sUIRE_L1L5 = 0.32 m Nominal sUIRE_L5 = 6.0 m

SFO

14.1 nm, 26.1 km, (7 ~ 9 min.)

L1 RFI

90 ~ 120 knots
167 ~ 222 km/hr

Ground
Flight path

Touchdown Point

Final approach duration

Final approach fix

Before entering the RFI zone:
Good L1+L5 dual-frequency 
ionospheric delay estimation

After entering the RFI zone:
•L5 code and carrier phase measurements
•WAAS corrections

Information available to aircraft:

 

Figure 4.10:  Typical precision approach duration example based on San Francisco International 
Airport (SFO) final approach.  The aircraft enters the boundary of an L1 RFI field when the aircraft 
reaches the final approach fix.  The nominal UIREσ  jumps from 0.32m to 6.0m, which results in the 
loss of CONUS coverage of LPV services. 
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Figure 4.10 also shows the available information to an aircraft before and after entering the 

RFI field.  Before entering an L1 RFI field, an aircraft has good L1-L5 dual-frequency 

ionospheric delay estimates.  After entering an L1 RFI field, an aircraft has L5 code and 

carrier phase measurements plus WAAS corrections.  We explore three techniques to 

sustain the dual-frequency ionospheric delay estimation. 

• L5 code and carrier divergence technique. 

• WAAS ionospheric threat model technique. 

• Maximum ionospheric delay gradient model technique. 

The requirements for these techniques are shown in Figure 4.11.  The requirement for using 

the L5 code and carrier divergence technique is the absence of cycle slips.  When cycle 

slips are present, one could utilize the WAAS ionospheric threat model technique as long 

as there is not an ionospheric storm.  If both cycle slips and ionospheric storm may be 

present, one could use the maximum ionospheric delay gradient model technique. 

Ionosphere Storm Detector

Presence of Cycle Slips

WAAS Iono. Threat Model

Max. Iono. Gradient Model

L5 Code-Carrier DivergenceNo

Yes

No

Yes
Ionosphere Storm Detector

Presence of Cycle Slips

WAAS Iono. Threat Model

Max. Iono. Gradient Model

L5 Code-Carrier DivergenceNo

Yes

No

Yes

 

Figure 4.11:  Techniques sustain the performance of the L1-L5 dual-frequency ionospheric delay 
estimation and the required conditions for using these techniques. 

 

The 9 minutes final approach duration used in this chapter is derived from the final 

approach velocity of general aviation (GA) aircraft, but these techniques are not limited to 

these aircraft.  The final approach velocities of commercial airliners are faster than the GA 

aircraft, so the final approach duration is simply shorter in time. 
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4.3.2 CODE AND CARRIER DIVERGENCE TECHNIQUE 

As described in Section 1.1.1, the basic observables of a single-frequency receiver include: 

i i i i i i
j j j j j jR b B I T Mρ ν= + − + + + +                                      (4.5) 

i i i i i i i
j j j j j j jR b B I T N mφ λ ε= + − − + + + +                                 (4.6) 

2 i i i i i i
j j j j j jI N M mρ φ λ ν ε− = + + + − −                                    (4.7) 

One distinction between the code and carrier observables is the magnitude of the multipath 

and noise terms which are fractions of a wavelength ( 1 19Lλ ≈ cm, 2 24Lλ ≈ cm, 

5 25Lλ ≈ cm, and 300ρλ ≈ m), where, ρλ  is the C/A code wavelength (the duration of each 

C/A code chip is about 1 sµ , thus, the chip wavelength is about 300 m) [Misra&Enge].  

For the carrier signal, the i
jm  and i

jε  terms are over two orders of magnitude smaller than 

the corresponding i
jM  and i

jv  on the pseudorange observations.  At that level they are 

negligible, and Equation (4.7) can be rewritten as: 

2 i i i i
j j j jI N Mρ φ λ ν− = + + +                                            (4.8) 

In Equation (4.8) the i
jv  term can be averaged out easily and the i

jM  term can be mitigated 

by the aircraft narrow-correlator receivers with the simplest carrier smoothing technique.  

The time constant used for the carrier smoothing technique is an important factor.  As the 

time constant increases, i
jM  goes down, but the time to alarm increases.  However, in an 

airplane, the time constant can be kept short, because the i
jM  is varying quickly.  Although 

the multipath and noise errors could be limited to a reasonably low level, Equation (4.8) 

still suffers from integer ambiguity ( i
jN λ ).  Fortunately, the integer ambiguity is a constant 

offset unless there are cycle slips.  As a result, there are two methods to solve the integer 

ambiguity in Equation (4.8).  First, one can take advantage of the integer ambiguity 

solution before losing all but one GPS frequencies, and then subtract this estimate from 
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Equation (4.8).  Thus, the ionospheric delay can be calculated as in Equations (4.9) and 

(4.10). 

ˆ2 i
jIρ φ− =                                                          (4.9) 

ˆˆ
2 2

i
j

NI ρ φ λ−
= −                                                    (4.10) 

Second, one can take advantage of the WAAS ionosphere corrections to estimate the 

integer ambiguity from an information fusion viewpoint [Dai].  Specifically, user integer 

ambiguity can be estimated by combining the user local observables and WAAS messages, 

as shown in Equation (4.11). 

ˆ

2 2

i
j

WAAS

N
I

λ ρ φξ −
+ = −                                           (4.11) 

where, ξ  is the residual error of the estimation, and WAASI  is the WAAS ionosphere 

corrections. 

Therefore, the ionospheric delay can be estimated by the code and carrier divergence 

technique, as in Equation (4.12). 

ˆˆ
2 2

NIρφ
ρ φ λ−

= −                                                   (4.12) 

This thesis uses the observables of Satellite Number 20 at Stanford University on July 13, 

2001 as an example.  Figure 4.12 shows the slant ionospheric delay in meters measured in 

three methods.  The blue line shows the ionospheric delay 1LI ρ  at the L1 frequency as 

measured by the L1 and L2 code difference.  The equation with which pseudorange 

measurements, 1Lρ  and 2Lρ , at the L1 and L2 frequencies, respectively, can be used to 

measure the ionospheric delay 1LI ρ  at L1 is 
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( ) ( )
2
2

1 2 12 2
1 2

L
L L L

L L

fI
f fρ ρ ρ= −

−
                                        (4.13) 

This measurement of the slant ionospheric delay is noisy but unambiguous.  This 

measurement is also affected by the satellite L1-L2 hardware group delay ( gdτ ) which will 

be explained in Section 5.3.1.2. 

The red line plots the delay 1LI φ  at L1 as obtained from the L1 and L2 carrier phase 

measurements, 1Lφ  and 2Lφ .  The equation with which carrier phase measurements, 1Lφ  and 

2Lφ , at the L1 and L2 frequencies, respectively, can be used to measure the ionospheric 

delay 1LI φ  at L1 is 

( ) ( ) ( )
2
2

1 1 1 1 2 2 22 2
1 2

L
L L L L L L L

L L

fI N N
f fφ λ φ λ φ= − − −  −

                      (4.14) 

The carrier measurement of the ionospheric delay is significantly less noisy than the code 

measurement, but this measurement 1LI φ  of the delay was offset from the correct absolute 

value because of the integer ambiguity.  In Figure 4.12, the 1LI φ  was re-centered using the 

time-averaged code measurement 1LI ρ .  The green line is the 1LI ρφ  given in Equation 

(4.12). 
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Figure 4.12:  Slant ionospheric delay to Satellite Number 20 at Stanford University on July 13, 2001. 

 

As shown in Figure 4.12, the code and carrier divergence technique provides good 

ionospheric delay estimation (the standard deviation _Code Carrierσ  is 0.2425m in this 

example), but cycle slips cannot be tolerated.  If cycle slips are present, the Phase Lock 

Loop (PLL) of the GPS receiver will lose carrier tracking.  Momentary loss of phase lock 

can result in a discontinuity in the integer cycle count.  As a result, the integer ambiguity 

has to be resolved.   

For our precision approach example, when one aircraft loses L1 while descending into the 

RFI field, this aircraft can use the L5 code and carrier divergence technique to continue the 

ionospheric delay estimation.  The resulting nominal UIREσ  will change as follows: 

_ 1 5 _ 0.32 0.2425 0.56 (m)UIRE UIRE L L Code Carrierσ σ σ= + = + ≈                  (4.15) 

where, 
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_ 1 5UIRE L Lσ  is the nominal UIREσ  for an L1-L5 dual-frequency user, which is 0.32m 

[Jan02a] 

_Code Carrierσ  is the standard deviation of the code and carrier divergence technique in 

the example shown in Figure 4.12 

The UIREσ  in Equation (4.15) is much less than the nominal _ 5UIRE Lσ  using the WAAS grid 

which is 6.0m.  Based on this model, users at SFO will be able to maintain good 

ionospheric delay estimation without using the WAAS grid for the full duration of 

approach, provided cycle slips can be avoided.  The SFO example is summarized in Figure 

4.13. 

SFO 

sUIRE_L1L5 = 0.32 m

9 min. sUIRE_L5 = 6.0 m

Not in scale

sUIRE =  0.56 m

Ground
Flight path

Touchdown Point

SFO 

sUIRE_L1L5 = 0.32 m

9 min. sUIRE_L5 = 6.0 m

Not in scale

sUIRE =  0.56 m

Ground
Flight path

Touchdown Point

 

Figure 4.13:  The nominal UIREσ  variation along with the final approach into SFO.  When user lost 
L1 while descending into the RFI field, user applied the L5 code and carrier divergence technique to 
continue estimating the ionospheric delay instead of using the WAAS grid.  This technique provides 
good ionospheric delay estimation for full duration of approach. 

 

The risk of cycle slips is now examined in three ways.  First, we examine the probability of 

having one cycle slip in t seconds against the signal-to-noise ratio (C/No).  Second, we 

examine the probability of having K cycle slips in 600 seconds against the C/No.  The 

above two methods show the theoretical probability of cycle slips, which is a theoretical 

lower bound if noise were the dominate factor. Therefore, for the third method, we present 

some empirical data to show what the real probability is.  The detailed description and 

equations used in the prediction of the theoretical probability of cycle slips can be found in 

[Hegarty] [Holmes].  We use a third order Phase Lock Loop (PPL) model.  The PLL is 
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used to adjust the frequency of a local oscillator to match the frequency of an input signal.  

The conventional PLL in an airborne GPS receiver is usually of third order.  Equation (4.18) 

is the probability of not slipping in t seconds. 

2
2
02 2

1
LTW I

φ φ

π
σ σ

 
=   

 
                                                (4.16) 

1s
T

=                                                            (4.17) 

st
SLP e−=                                                          (4.18) 

where,  

T  is the mean slip time for the first order loop [Holmes] 

LW  is the loop noise bandwidth [Holmes] 

φσ  is the PLL noise [Holmes] 

( )0I x  is the modified Bessel function of zeroth order 

s  is the cycle slipping rate [Holmes] 

The probability of K slips in t seconds is given in Equation (4.19). 

( ) ( ),
!

K st

SL

st e
P K t

K

−

=                                               (4.19) 

Figure 4.14 shows the theoretical probability of having cycle slips.  This is an 

approximation of the first order PLL.  Although closed-form expressions for the slip rate of 

higher order PLLs have not been obtained, simulation results have indicated that higher 

order loops require slightly higher values of C/No to achieve the performance of first order 
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loops.  About 1 dB of additional C/No is required for a second order loop and roughly 2 dB 

more for a third order loop [Hegarty]. 

Figure 4.14 shows the theoretical lower bound on the probability of having one cycle slip 

in t seconds.  As shown in the plot, the higher C/No will have lower probability of cycle 

slips than the lower C/No, and the probability will grow with time.   

 

Figure 4.14:  Theoretical probability of cycle slips.  This is the probability of one cycle slip in t 
seconds as a function of signal-to-noise ratio (C/No).   

 

Figure 4.15 shows the real probability of cycle slips.  This thesis uses the observables of 

Satellite Number 03 and Satellite Number 24 at Stanford University on July 13,2001 as 

examples.  The top left plot of Figure 15 shows the PLL status of Satellite Number 03 

reported by the receiver, and “1” means “Lock”, “0” means “Not Lock” (i.e., having cycle 

slips).  The middle left plot of Figure 4.15 shows the signal to noise density ratio ( )0C N  

in dB-Hz of Satellite Number 03.  The bottom left plot of Figure 4.15 shows the elevation 

angle of Satellite Number 03.  Similarly, the top right plot of Figure 15 shows the PLL 

status of Satellite Number 24 reported by the receiver, the middle right plot of Figure 4.15 
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shows the ( )0C N of Satellite Number 24, and the bottom right plot of Figure 4.15 shows 

the elevation angle of Satellite Number 24.  The real probability of cycle slips for Satellite 

Number 03 is 0.0014 and the real probability of cycle slips for Satellite Number 24 is 

0.0085, which is calculated as follows: 

( ) ( )
( )

Total Number of "0s" Reported by Receiver
P Cycle Slips

Total Number of Data Points 
=  

The real probabilities of cycle slips for both cases in Figure 4.15 are higher than the 

theoretical lower bound shown in Figure 4.14. 

 

Figure 4.15:  Real probability of cycle slips.  The plot on the left is the PLL status (reported by the 
receiver), 0C N , and the elevation angle of Satellite Number 03.  The plot on the right is the PLL 
status (reported by the receiver), 0C N , and the elevation angle of Satellite Number 24. 

 

Figure 4.13 showed the simulation result for the typical precision approach example based 

on SFO.  Next, we will use MAAST to measure aircraft applying this code and carrier 

divergence technique at all other airports within CONUS.  The MAAST simulation 

configuration is specified in Table 3.1.   
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The MAAST is modified to adopt the changes in the UIRE calculation for an L1-L5 dual-

frequency user losing the L1 frequency while descending into the RFI field and then 

applying the L5 code and carrier divergence technique to continue the ionospheric delay 

estimation.  The new UDRE calculation used in the MAAST simulation is given in 

Equation (4.20). 

_ 1 5 _ _ 1 5 0.2425 (m)UIRE UIRE L L Code Carrier UIRE L Lσ σ σ σ= + = +                   (4.20) 

Figure 4.16 shows the simulation result, which is the 99.9% VPL contour for an L1-L5 

dual-frequency user applying the code and carrier divergence technique to continue the 

ionospheric delay estimation while losing the L1-frequency to RFI.  Figure 4.16 shows that 

the VPL values are less than 40m for 99.9% of the time over 100% of CONUS (Note: LPV 

VAL = 50m).  Based on this simulation result, the L1-L5 dual-frequency aircraft losing the 

L1-frequency to RFI within CONUS will be able to use this technique to maintain good 

ionospheric delay estimation without using the WAAS grid for the full duration of 

approach. 

 

Figure 4.16:  The 99.9% VPL contour for an L5 single-frequency user applying the code and carrier 
divergence technique to estimate the ionospheric delay after losing the L1 frequency while 
descending into the RFI field. 



 

 

102

In order to show the benefit for using the code and carrier divergence technique, the 

comparison of two VPL contours is shown in Figure 4.17.  The VPL contour on the left is 

for an L1-L5 dual-frequency user using the code and carrier divergence technique to 

estimate the ionospheric delay after losing the L1 frequency to RFI.  The VPL values in 

CONUS in this plot are greater than 12m but less than 40m.  The VPL contour on the right 

is for an L1-L5 user using the WAAS grid to estimate the ionospheric delay after losing the 

L1 frequency to RFI.  The VPL values in CONUS in this plot are greater than 30m, and 

some places are higher than 50m (LPV VAL).  Therefore, the VPL contour for using the 

code and carrier divergence technique is better than the VPL contour for using the WAAS 

grid.  However, the cycle slip risk accumulated.  Table 4.2 provides a summary table of the 

MAAST simulation results.  As shown in Table 4.2, an L1-L5 dual-frequency user using 

the code and carrier divergence technique to estimate the ionospheric delay after losing the 

L1 frequency to RFI can have performance similar to the L1-L5 dual-frequency user. 

<5 <10 <12 <15 <20 <30 <40 <50 >50<5 <10 <12 <15 <20 <30 <40 <50 >50

BadGood

L5 user with the code and carrier divergence technique L5-only WAAS user

VPL indexes in meters

 

Figure 4.17:  The comparison of the VPL contours.  The VPL contour on the left is for an L1-L5 
dual-frequency user using the code and carrier divergence technique to estimate the ionospheric 
delay after losing the L1 frequency to RFI.  The VPL contour on the right is for an L1-L5 user using 
the WAAS grid to estimate the ionospheric delay after losing the L1 frequency to RFI.  The color bar 
shows the VPL indexes in meters.  The use of the code and carrier divergence technique provided 
better ionospheric delay estimation than using the WAAS grid for an L1-L5 dual-frequency airborne 
user descending into an L1 RFI field. 
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5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 4.2:  The MAAST simulation results. 

 

The GPS receiver manufactures have their own algorithms to detect cycle slips.  If there are 

cycle slips, the airborne user will no longer be able to use this technique and will have to 

use one of the other two techniques: the WAAS ionosphere threat model technique or the 

maximum ionospheric delay gradient model technique. 

4.3.3 WAAS IONOSPHERE THREAT MODEL TECHNIQUE 

A future WAAS message could include the new message bits to indicate the presence of 

ionosphere storm in addition to the GIVE message.  An aircraft can listen to this particular 

WAAS message.  If there are cycle slips and the aircraft has such ionosphere storm 

detector information available, that aircraft can use the WAAS ionosphere threat model 

technique to bound the ionosphere error while descending into the RFI field.   

This WAAS ionosphere threat model is detailed in [Sparks].  It is a temporal threat model 

which tracks the deviations in time since the last planar fit.  A plot of the temporal threat 

model is shown in Figure 4.18, which includes the histogram of Equation (4.21). 

0
ˆ ˆ

iono ionot t t t t tI I I= = =∆ = −                                                (4.21) 
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where, Î  is the estimated ionospheric delay at a specific time. 

In [Sparks], only the points that pass the chi-square test are used in determining the threat 

model.  The chi-square test is a reliable indicator of the “goodness of fit,” and is used to 

detect the ionosphere irregularity.  Readers can refer to [Walter00] for more information 

about the chi-square test and ionosphere irregularity detection. 

 

Figure 4.18:  The temporal threat model.  The maximum gradient occurs around 300 seconds which 
is 1.62m.  (Courtesy: Lawrence Sparks) 

 

Figure 4.18 shows the differences between fit residuals at the time of a fit and fit residuals 

at subsequent times.  The gradient shows the ROT (Rate of TEC (i.e., ionospheric delay)).  

In Figure 4.18 the maximum gradient occurs around 300 seconds which is 1.62m.  The 

equation to overbound the ROT in Figure 4.18 is as follows: 

2 2

1.62m, if t<120sec

1.62 (5.33*0.00075*( 120)) m, if t>120secboundROT
t

= 
+ −

           (4.22) 
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The blue line in Figure 4.19 plots the boundROT  and the red line in Figure 4.19 plots the 

confidence, ROTσ , which is calculated in Equation (4.23). 

2 2

1.62  (m), if t<120sec                                                  
5.33

1.62 (5.33*0.00075*( 120))
(m), if t>120sec

5.33

ROT
t

σ


= 

+ −


            (4.23) 

where, 5.33 is the HMIK  value defined in Section 2.3, and 5.33 is used to convert a 710−  

error bound to one sigma level.   

The overbound model is originally designed to protect the WAAS users from using GIVE 

messages.  As a result, this model is valid before the time receiving the next GIVE message, 

which is 600 seconds [Sparks].  However, the blue line in Figure 4.19 still bounds the data 

shown in Figure 4.18 at 800 seconds. 

 

Figure 4.19:  The WAAS ionosphere threat model (ROT overbound model).  The blue line is ROT 
overbound model, and the red line represents the confidence of it. 
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For our precision approach example, when an aircraft lost L1 while descending into the 

RFI field, the aircraft can use the WAAS ionosphere threat model technique to bound the 

ionospheric error.  The nominal UIREσ  at the touchdown point can be calculated by 

substituting 540 sect =  into Equation (4.23). 

2 21.62 (5.33*0.00075*(540 120))
0.4377 (m)

5.33boundROT SFOσ
+ −

= =          (4.24) 

_ 1 5 0.32 0.4377 0.76 (m)
boundUIRE UIRE L L ROT SFOσ σ σ= + = + ≈                  (4.25) 

The UIREσ  in Equation (4.25) is much less than the nominal _ 5UIRE Lσ  = 6.0m for L5-only 

users.  Based on this model, users at SFO will be able to maintain useful ionospheric delay 

estimation without using the WAAS grid for at least 10 minutes.  The SFO example is 

summarized in Figure 4.20. 

SFO 

sUIRE_L1L5 = 0.32 m

9 min. sUIRE_L5 = 6.0 m

Not in scale

sUIRE_L1L5 =  0.76 m

Ground
Flight path

Touchdown Point

SFO 

sUIRE_L1L5 = 0.32 m

9 min. sUIRE_L5 = 6.0 m

Not in scale

sUIRE_L1L5 =  0.76 m

Ground
Flight path

Touchdown Point

 

Figure 4.20:  The nominal UIREσ  variation along with the final approach into SFO.  When user lost 
L1 while descending into the RFI field, user applied the WAAS ionosphere threat model technique to 
bound the ionospheric delay error instead of using the WAAS grid.  This technique provides good 
ionospheric delay estimation for at least 10 minutes. 

 

Figure 4.20 shows the simulation result for the typical precision approach example based 

on SFO.  Next, we will use MAAST to measure aircraft applying this WAAS ionosphere 

threat model technique at all other airports within CONUS.  The MAAST simulation 

configuration is specified in Table 3.1. 
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The MAAST is modified to adopt the changes in the UIRE calculation for an L1-L5 dual-

frequency user losing the L1 frequency while descending into an RFI field and then 

applying the WAAS ionosphere threat model technique to continue bounding the 

ionosphere error. 

This new UIRE calculation is a time dependent function.  Therefore, MAAST simulated 

the aircraft using the WAAS ionosphere threat model technique to bound the ionosphere 

error for 4.5 minutes (at the middle of final approach) and 9 minutes (at the touchdown 

point) after descending into the RFI field.  The corresponding new UDRE calculations used 

in the MAAST simulation are given in Equation (4.26) and Equation (4.27), respectively. 

_ 1 5 _ 4.5min _ 1 5 0.3241 (m)
boundUIRE UIRE L L ROT UIRE L Lσ σ σ σ= + = +                 (4.26) 

_ 1 5 _ 9min _ 1 5 0.4377 (m)
boundUIRE UIRE L L ROT UIRE L Lσ σ σ σ= + = +                  (4.27) 

Figure 4.21 shows the first simulation result, which is the 99.9% VPL contour for an L1-L5 

dual-frequency user applying the WAAS ionosphere threat model technique to bound the 

ionosphere error 4.5 minutes after losing L1.  Figure 4.21 shows the VPL values are less 

than 40m for 99.9% of the time over 100% of CONUS (Note: LPV VAL = 50m).  Based 

on this simulation result, the L1-L5 dual-frequency aircraft losing L1-frequency to RFI 

within the CONUS will be able to use this technique to bound the ionosphere error without 

using the WAAS grid 4.5 minutes after entering the RFI field. 
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Figure 4.21:  The 99.9% VPL contour for an L5 single-frequency user applying the WAAS 
ionosphere threat model technique to estimate the ionospheric delay 4.5 minutes after descending 
into the RFI field (or at the middle of the final approach). 

 

Figure 4.22 shows the second simulation result, which is the 99.9% VPL contour for an L1-

L5 dual-frequency user applying the WAAS ionosphere threat model technique to bound 

the ionosphere error 9 minutes after losing the L1-frequency to RFI.  Figure 4.22 shows the 

VPL values are less than 40m for 99.9% of the time over 100% of CONUS (Note: LPV 

VAL = 50m).  Based on this simulation result, the L1-L5 dual-frequency aircraft losing L1 

within CONUS will be able to use this technique to bound the ionosphere error without 

using the WAAS grid 9 minutes after entering the RFI field. 
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Figure 4.22:  The 99.9% VPL contour for an L5 single-frequency user applying the WAAS 
ionosphere threat model technique to bound the ionosphere error 9 minutes after descending into the 
RFI field (or at the touchdown point). 

 

To show the benefits of using the WAAS ionosphere threat model technique, comparison 

of two VPL contours is shown in Figure 4.23.  The VPL contour on the left is for an L1-L5 

dual-frequency user using the WAAS ionosphere threat model technique to bound the 

ionosphere error after losing the L1 frequency to RFI.  The VPL values in CONUS of this 

plot are greater than 12m but less than 40m.  The VPL contour on the right is for an L1-L5 

user using the WAAS grid to estimate the ionospheric delay after losing the L1 frequency 

to RFI.  The VPL values in CONUS of this plot are greater than 30m, and some places are 

even greater than 50m (LPV VAL).  Therefore, the VPL contour for using the WAAS 

ionosphere threat model technique is better than the VPL contour for using the WAAS grid.  

However, this technique requires an ionosphere storm detector.  Table 4.3 provides a 

summary table of the MAAST simulation results.  As shown in Table 4.3, an L1-L5 dual-

frequency user using the WAAS ionosphere threat model technique to estimate the 

ionospheric delay after losing the L1 frequency to RFI can have a performance similar to 

the L1-L5 dual-frequency user. 
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Figure 4.23:  The comparison of the VPL contours.  The VPL contour on the left is for an L1-L5 
dual-frequency user using the WAAS ionosphere threat model technique to bound the ionosphere 
error 9 minutes after losing the L1 frequency to RFI.  The VPL contour on the right is for an L1-L5 
user using the WAAS grid to estimate the ionospheric delay after losing the L1 frequency to RFI.  
The color bar shows the VPL indexes in meters.  The use of the WAAS ionosphere threat model 
technique provided better ionospheric delay estimation than using the WAAS grid for an L1-L5 
dual-frequency airborne user descending into an L1 RFI field. 
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5 ≤ HPL < 2012 ≤ VPL < 40100%

L5-only with the 
WAAS ionosphere 

threat model 
technique (9 minutes 

after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

5 ≤ HPL < 2012 ≤ VPL < 40100%

L5-only with the 
WAAS ionosphere 

threat model 
technique (9 minutes 

after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 4.3:  The MAAST simulation results. 

 

The use of the WAAS ionosphere threat model technique requires information from an 

ionosphere storm detector.  This information would be broadcasted in a new WAAS 

message which is designed to indicate the presence of ionosphere storm.  If there is an 

ionosphere storm or there is no available ionosphere storm detector, an aircraft will have to 

use the maximum ionospheric delay gradient model technique to sustain a performance 

similar to the dual-frequency ionospheric delay estimation while descending into the RFI 

field. 

4.3.4 MAXIMUM IONOSPHERIC DELAY GRADIENT MODEL TECHNIQUE 

If there are cycle slips and there is no available ionosphere storm detector, the aircraft can 

use the maximum ionospheric delay model technique to bound the ionosphere error while 

descending into the RFI field.  This maximum ionospheric delay gradient model is detail in 

[Datta-Barua].  In her work, she analyzed the supertruth data, which is the ionosphere data 

obtained for the past few years for the CONUS region from the twenty-five WRSs.  She 
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found an ionospheric delay gradient of 6m/19km in the vertical.  This is the maximum for 

the data sets she investigated but large values are possible, particularly in equatorial regions.  

For now, we will treat this gradient as thought it is the largest possible.  In other words, the 

difference of the measured ionospheric vertical delay at location A and the measured 

ionospheric vertical delay at location B which is 19km apart from location A, could be 6m 

in the worst case, as shown in Figure 4.24.  In addition, this ionospheric storm data showed 

that the velocity of the ionospheric wall front ( )_Iono wallV  is 110m/s and the velocity of the 

IPP ( )IPPV  is 63m/s.  This IPP velocity is the nominal IPP velocity observed in her data, 

and this IPP velocity is not the maximum IPP velocity.  This maximum gradient model is 

developed based on a static receiver.  For a moving aircraft, the velocity of the aircraft 

( )aircraftV  must be taken into account, which is 46.4 m/s for the typical final approach 

example shown in Figure 4.10.  In the worst-case condition, the ionospheric wall front is 

moving in the completely opposite direction of the aircraft and IPP.  Therefore, the model 

in [Datta-Barua] is modified to include all the velocities, and the gradient in the new model 

will grow faster than the gradient in [Datta-Barua] by a factor of T.  Thus, the confidence 

bound can be calculated as 

_
6
5.33 19MAX IONOgradient

m d Tσ    = ⋅ ⋅   
   

                                    (4.28) 

where,  

5.33 is the HMIK  value defined in Section 2.3 

d is distance from the current position to the place with the last dual-frequency 

ionospheric delay estimation 

T is a multiplier to translate the static receiver model to the dynamic receiver model, 

which is calculated as follows: 

                 _

_

110 63 46.4 1.2681
110 63

Iono wall IPP aircraft

Iono wall IPP

V V V
T

V V
+ + + +

= = =
+ +
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The Max. ionospheric delay gradient is 6 m / 19 km (in vertical)
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[Datta-Barua]

 

Figure 4.24:  The maximum vertical ionospheric delay gradient model.  The maximum difference in 
the ionospheric vertical delay for places 19 km apart (“A” and “B”) is 6m. 

 

If an aircraft loses L1 while descending into an RFI field, it can use the maximum 

ionospheric delay gradient model technique to bound the ionospheric error.  The nominal 

UIREσ  at the touchdown point can be calculated by substituting 26.1 kmd =  (Figure 4.10) 

and 46.4 m/saircraftV =  (Figure4.10) into Equation (4.28). 

( )_
6 26.1 1.2681 1.9611 (m)

5.33 19MAX IONOgradientSFOσ    = ⋅ ⋅ =   
   

                (4.29) 

_ 1 5 _ 0.32 1.9611 2.3 (m)UIRE UIRE L L MAX IONOgradientSFOσ σ σ= + = + ≈             (4.30) 

The UIREσ  in Equation (4.30) is much less than the nominal _ 5UIRE Lσ  = 6.0m for L5-only 

users.  Based on this model, users at SFO will be able to maintain useful ionospheric delay 

estimation without using the WAAS grid for at least 10 minutes after L1 loss.  Our 

precision approach example is summarized in Figure 4.25. 
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Figure 4.25:  The nominal UIREσ  variation along with the final approach into SFO.  When the user 
lost L1 while descending into the RFI field, that user applied the maximum ionospheric delay 
gradient model technique to bound the ionospheric delay error instead of using the WAAS grid.  This 
technique provides good ionospheric delay estimation for at least 10 minutes.  The UIREσ  at the 
touchdown point is 2.3m which is higher than the user with the WAAS ionosphere threat model in 
Figure 4.20. 

 

Figure 4.25 shows the simulation result for the typical precision approach example based 

on SFO.  Next, we will use MAAST to measure aircraft applying this maximum 

ionospheric delay gradient model technique at all other airports within CONUS.  The 

MAAST simulation configuration is specified in Table 3.1. 

The MAAST is modified to adopt the changes in the UIRE calculation for an L1-L5 dual-

frequency user losing the L1 frequency while descending into an RFI field and then 

applying the maximum ionospheric delay gradient model technique to continue bounding 

the ionosphere error. 

This new UIRE calculation is also a time dependent function.  Therefore, MAAST 

simulated the aircraft using the maximum ionospheric delay gradient model technique to 

bound the ionosphere error while 4.5 minutes (at the middle of final approach) and 9 

minutes (at the touchdown point) after descending into the RFI field.  The corresponding 

new UDRE calculations used in the MAAST simulation are given in Equation (4.31) and 

Equation (4.32), respectively. 

_ 1 5 _ 4.5min _ 1 5 0.9805 (m)UIRE UIRE L L MAX IONOgradient UIRE L Lσ σ σ σ= + = +            (4.31) 
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_ 1 5 _ 9min _ 1 5 1.9611 (m)UIRE UIRE L L MAX IONOgradient UIRE L Lσ σ σ σ= + = +             (4.32) 

Figure 4.26 shows the first simulation result, which is the 99.9% VPL contour for an L1-L5 

dual-frequency user applying the maximum ionospheric delay gradient model technique to 

bound the ionosphere error 4.5 minutes after losing the L1-frequency to RFI.  Figure 4.26 

shows that the VPL values are less than 40m for 99.9% of the time over 100% of CONUS 

(Note: LPV VAL = 50m).  Based on this simulation result, the L1-L5 dual-frequency 

aircraft losing the L1-frequency to RFI within CONUS will be able to use this technique to 

bound the ionosphere error without using the WAAS grid 4.5 minutes after entering the 

RFI field. 

 

Figure 4.26:  The 99.9% VPL contour for an L5 single-frequency user applying the maximum 
ionospheric delay gradient technique to estimate the ionospheric delay 4.5 minutes after descending 
into the RFI field. 

 

Figure 4.27 shows the simulation result, which is the 99.9% VPL contour for an L1-L5 

dual-frequency user applying the maximum ionospheric delay gradient model technique to 

bound the ionosphere error 9 minutes after losing the L1-frequency to RFI.  Figure 4.27 

shows that the VPL values are less than 50m for 99.9% of the time over 100% of CONUS 
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(Note: LPV VAL = 50m).  Based on this simulation result, the L1-L5 dual-frequency 

aircraft losing the L1-frequency to RFI will be able to use this technique to bound the 

ionosphere error without using the WAAS grid 9 minutes after entering the RFI field.   

 

Figure 4.27:  The 99.9% VPL contour for an L5 single-frequency user applying the maximum 
ionospheric delay gradient technique to estimate the ionospheric delay 9 minutes after descending 
into the RFI field (or at the touchdown point). 

 

To show the benefit for using the maximum ionospheric delay gradient model technique, 

comparison of two VPL contours is shown in Figure 4.28.  The VPL contour on the left is 

for an L1-L5 dual-frequency user using the maximum ionospheric delay gradient model 

technique to bound the ionosphere error 9 minutes after losing the L1 frequency to RFI.  

The VPL values in CONUS on this plot are greater than 20m but less than 50m (LPV 

VAL).  The VPL contour on the right is for an L1-L5 user using the WAAS grid to 

estimate the ionospheric delay after losing the L1 frequency to RFI.  The VPL values in 

CONUS of this plot are greater than 30m, and some places are greater than 50m (LPV 

VAL).  Therefore, the VPL contour for using the maximum ionospheric delay gradient 

model technique is better than the VPL contour for using the WAAS grid.  Table 4.4 

provides a summary table of the MAAST simulation results.  As shown in Table 4.4, an 



 

 

117

L1-L5 dual-frequency user using the maximum ionospheric delay gradient model technique 

to estimate the ionospheric delay after losing the L1 frequency to RFI can have a 

performance similar to the L1-L5 dual-frequency user. 

<5 <10 <12 <15 <20 <30 <40 <50 >50<5 <10 <12 <15 <20 <30 <40 <50 >50

BadGood

L5 user with the Max. Iono. gradient technique
(9 minutes after entering the RFI field) L5-only WAAS user

VPL indexes in meters

 

Figure 4.28:  The comparison of the VPL contours.  The VPL contour on the left is for an L1-L5 
dual-frequency user using the maximum ionospheric delay gradient model technique to bound the 
ionosphere error 9 minutes after losing the L1 frequency to RFI.  The VPL contour on the right is for 
an L1-L5 user using the WAAS grid to estimate the ionospheric delay after losing the L1 frequency 
to RFI.  The color bar shows the VPL indexes in meters.  The use of the maximum ionospheric delay 
gradient model technique provided better ionospheric delay estimation than using the WAAS grid 
for an L1-L5 dual-frequency airborne user descending into an L1 RFI field. 
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5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
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User Type

 

Table 4.4:  The MAAST simulation results. 

 

The above results show that the use of the maximum ionospheric delay gradient model 

technique outperforms the use of WAAS grid.  However, there are many uncertainties 

about this technique.  In the following section, we will discuss two examples to illustrate 

the uncertainties of this technique.  The first example is based on another study which is 

conducted by the FAA Technical Center, which shows a different maximum ionospheric 

delay gradient model.  This model is based on the ionospheric storm data for April 6-7, 

2000.  The FAA Technical Center found that the maximum ionospheric delay gradient is 

6m/100km in the vertical (which is 6m/19km in [Datta-Barua]).  In addition, this study 

showed that the velocity of the ionospheric wall front is 500m/s (which is 110m/s in [Datta-

Barua]).  To apply this model, Equation (4.28) is changed as follows: 
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_
6
5.33 100MAX IONOgradient

m d Tσ    = ⋅ ⋅   
   

                                    (4.33) 

where,  

5.33 is the HMIK  value defined in Section 2.3 

d is distance from the current position to the place with the last dual-frequency 

ionospheric delay estimation 

T is a multiplier to translate the static receiver model to the dynamic receiver model, 

which is calculated as follows: 

                 _

_

500 63 46.4 1.0824
500 63

Iono wall IPP aircraft

Iono wall IPP

V V V
T

V V
+ + + +

= = =
+ +

 

Therefore, the UIRE calculation for the MAAST simulation is given in Equation (4.34), 

which is for an L1-L5 dual-frequency user applying this maximum ionospheric delay 

gradient model technique to bound the ionospheric error 9 minutes after losing the L1-

frequency to RFI. 

_ 1 5 _ _ 9min _ 1 5 0.3180 (m)UIRE UIRE L L MAX IONOgradient FAA UIRE L Lσ σ σ σ= + = +          (4.34) 

where, 

_ _ 9min
6 26.1 1.0824 0.3180 (m)

5.33 100MAX IONOgradient FAAσ    = ⋅ ⋅ =   
   

 

The UIRE value calculated by Equation (4.34) is less than the UIRE value calculated by 

Equation (4.32).  In other words, the performance of the maximum ionospheric delay 

gradient model developed by the FAA Technical Center is better than the model developed 

by [Datta-Barua].  The MAAST simulation result for the FAA Technical Center model is 

shown in Figure 4.29.  The VPL values in CONUS on this plot are greater than 20m but 

less than 50m (LPV VAL). 
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Figure 4.29:  The 99.9% VPL contour for an L5 single-frequency user applying the maximum 
ionospheric delay gradient model developed by the FAA Technical Center to estimate the ionospheric 
delay 9 minutes after descending into the RFI field (or at the touchdown point). 

 

The second example is to investigate the velocity of IPP.  The velocity of IPP ( )IPPV  used 

in both the FAA Technical Center’s model and Datta-Barua’s model is 63m/s, which is 

nominal velocity for the high elevation IPP.  However, as shown in Figure 4.30, the 

maximum velocity for an IPP at the elevation angle of five degrees can reach 618m/s.   
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Figure 4.30:  The maximum velocity of IPP.  The maximum velocity of IPP can reach 618m/s at the 
latitude of 70o N. (Courtesy: Takeyasu Sakai) 

 

Take this maximum IPP velocity into account, Equation (4.28) is changed as follows: 

_ _ max
6

5.33 19MAX IONOgradient V IPP
d Tσ    = ⋅ ⋅   

   
                               (4.35) 

where,  

                 _

_

110 618 46.4 6.7306
110 63

Iono wall IPP aircraft

Iono wall IPP

V V V
T

V V
+ + + +

= = =
+ +

 

For an L1-L5 dual-frequency user applying this maximum ionospheric delay gradient 

model technique to bound the ionospheric error 9 minutes after losing the L1-frequency to 

RFI, the UIRE is calculated in Equation (4.36) 

_ 1 5 _ _ max _ 9min _ 1 5 10.4082 (m)UIRE UIRE L L MAX IONOgradient V IPP UIRE L Lσ σ σ σ= + = +      (4.36) 
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where, 

_ _ max _ 9min
6 26.1 6.7306 10.4082 (m)

5.33 19MAX IONOgradient V IPPσ    = ⋅ ⋅ =   
   

 

The UIREσ  calculated in Equation (4.36) is greater than the nominal UIREσ  for an L5 single-

frequency GPS/WAAS user (6m at the coasts and 3.5m at the center).  In this case, using 

the maximum ionospheric delay gradient model to bound the ionospheric error does not 

provide better performance than using the WAAS grid.  However, this example is to 

illustrate how fast this gradient could grow under some scenarios.  Currently, there are 

many uncertainties of this technique which are still under investigation, therefore, this 

example is not necessary the worst-case. 

In summary, based on the information available to the user, there are three techniques to 

sustain the dual-frequency ionospheric delay estimation.  This analysis uses the typical 

precision approach example based on SFO to examine the possible solutions, and then uses 

the MAAST to measure all airports over CONUS.  First, one can use the code-carrier 

divergence technique to continue ionospheric delay estimation; this technique would 

require that there are no cycle slips.  This technique provides good ionospheric delay 

estimation (better than using the WAAS grid) for the full duration of approach.  Second, 

one can use the WAAS ionosphere threat model technique to bound the error.  This 

technique requires an ionosphere storm detector and additional information be broadcasted 

to the user.  It provides useful ionospheric delay estimation for at least 10 minutes.  Third, 

one can use the maximum ionospheric delay gradient model technique to estimate 

ionospheric delay during the ionosphere storm period.  This technique should only be used 

when there is no available ionosphere storm detector.  The maximum ionospheric delay 

gradient model technique may provide useful ionospheric delay estimation for at least 10 

minutes at mid-latitude.  Figure 4.31 shows a summary comparison of the uses of these 

three techniques at the touchdown point.  The VPL contour plots are shown in the order of 

the VPL performance from top to bottom.  The use of the code and carrier divergence 

technique is the best, the use of the WAAS ionosphere threat model technique is second 

best, and the use of the maximum ionospheric delay gradient technique places third. 
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Comparison of the Techniques for Graceful Reversion from Dual to Single Frequency WAAS

The Code and Carrier Divergence Technique 

The WAAS Iono. Threat Model Technique

The Max. Iono. Delay Gradient Model Technique  

Figure 4.31:  A summary comparison of the uses of these three techniques at the touchdown point.  
The VPL contour plots are shown in the order of the VPL performance from top to bottom. 
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4.4 CONCLUSIONS 

This chapter discussed the situation when an L1-L5 dual-frequency airborne user 

descended into an RFI field, which introduced the L1-only single frequency case and the 

L5-only single-frequency case.  The effects of parameter changes in the protection level 

calculation for the L1-only and L5-only single-frequency GPS/WAAS users were 

discussed in this chapter, and followed by the MAAST simulation results.  The MAAST 

simulation results showed that an L1-only single-frequency user has LPV precision 

approach services available 99.9% of the time over 97.58% of CONUS and an L5-only 

single-frequency user has LPV precision approach services available 99.9% of the time 

over 49.25% of CONUS. 

This chapter also provided techniques for users to sustain a performance similar to the dual-

frequency users.  These techniques are the code and carrier divergence technique, the 

WAAS ionosphere threat model technique, and the maximum ionospheric delay gradient 

model technique.  This chapter first used the typical precision approach example based on 

SFO to examine these techniques, and then used the MAAST to measure all airports over 

CONUS.  This thesis assumed that an aircraft loses the L1 frequency to RFI, and there is 

another condition which is an aircraft losing the L5 frequency to RFI.  In this case, the 

performances of these techniques are as good as the results shown in this chapter. 

In order to use the code and carrier divergence technique to estimate the ionospheric delay, 

this thesis suggested that a more stable cycle slip detector is required for the aviation users.  

This is because the current cycle slip detector built in the receiver is not adequate for 

aviation use.  In the case of cycle slips, users can use the WAAS ionosphere threat model 

technique to bound the ionospheric error.  Before applying this technique, users need to 

verify that no ionosphere storm is present.  The most efficient way for solving this problem 

is to include a new WAAS message which will indicate the presence of an ionosphere 

storm in addition to the GIVE message.  Furthermore, if there are cycle slips and there is no 

available ionosphere storm detector, users might be able to use the maximum ionospheric 

delay gradient model technique to bound the ionospheric error.  However, this technique 

has many uncertainties that still need to be investigated and resolved.  One 



 

 

125

recommendation made by this thesis is to incorporate all the parameters used in the 

maximum ionospheric delay gradient model technique into a new WAAS message, that 

will include the velocity of all IPP, the velocity of ionospheric wall, the applicable range 

(i.e., 19km or 100km), and the difference of the vertical ionospheric delay over this range 

(i.e., 6m).  This new WAAS message will allow a user to dynamically generate an 

ionospheric delay gradient model to bound the ionospheric error. 

 



Chapter 5Equation Section 5 

 

WAAS Utilization of the New Civil Signal at L2 

5.1 INTRODUCTION 

GPS modernization not only adds an additional new GPS frequency, L5, in an Aeronautical 

Radio Navigation Service (ARNS) band but also adds the civil code to L2.  Adding the 

civil code to L2 will improve the use of GPS for civilian applications because it eliminates 

the need for the fragile semi-codeless tracking technique now used to acquire L2 

measurements.  As discussed in Section 1.1.1, the ionospheric delay is inversely 

proportional to the square of signal frequency.  Therefore, the ionospheric delay at L2 is 

65% larger than at L1, and at L5 it is 80% larger than L1.  While L2 outperforms L5 in 

ionospheric delay, L2 is not in an ARNS band and the FAA does not plan to use its civil 

signal for aviation applications.  In order to maximize the new civil signal benefits to 

WAAS, this chapter investigates the possible use of L2 for civil aviation applications.   

If an L1-L2-L5 three-frequency airborne user experiences moderate RFI and loses one of 

the GPS frequencies, it will revert to operation using L1-L5, L1-L2, or L2-L5.  If the three-

frequency user experiences severe RFI and loses two of the GPS frequencies, then it will 

logically revert to L1-only, L2-only, or L5-only operation.  The L1-L5 dual-frequency user 
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was discussed in Chapter 3, and the L1-only and the L5-only single-frequency users were 

discussed in Chapter 4.  This chapter will investigate the L2-only single-frequency user, the 

L1-L2 dual-frequency user, and the L2-L5 dual-frequency user. 

This chapter is organized as follows.  Section 5.2 discusses the L2-only single-frequency 

GPS/WAAS user and the necessary changes in the WAAS protection level calculation for 

this L2-only user.  The MAAST simulation results for an L2-only single-frequency user are 

included in this section.  The L1-L2 and L2-L5 dual-frequency GPS/WAAS users and the 

changes in the protection level calculation for these two users are discussed in Section 5.3.  

This section includes the MAAST simulation results for the L1-L2 and L2-L5 dual-

frequency users.  Section 5.4 presents a summary and concluding remarks. 

5.2 L2-ONLY SINGLE-FREQUENCY GPS/WAAS USER 

As stated previously, an L1-L2-L5 three-frequency user that loses two of its GPS 

frequencies will revert to L1-only, L2-only, or L5-only operation.  Similar to the L1-only 

and the L5-only single-frequency users, discussed in Section 4.2, an L2-only single-

frequency user relies on WAAS to provide corrections to the GPS satellite clock and 

ephemeris errors.  An L2-only single-frequency airborne user is required to use WAAS for 

precision approaches.  However, the current WAAS corrections are specified for L1-only.  

Similar to the L5-only single frequency user, the L2-only single frequency users will 

require some additional modifications before they can apply the WAAS correction to their 

position-fix. 

5.2.1 CHANGES IN THE WAAS PROTECTION LEVEL CALCULATION 

When comparing the pseudorange measurement on L2 in Equation (3.2) with the 

pseudorange measurement on L1 in Equation (3.1), the differences will be the ionospheric 

delays ( 1,2
i
jIγ ⋅ ), the satellite L1-L2 hardware group delays ( 1,2gdτ ) and user receiver L1-L2 

hardware group delays ( 1,2IFB ).  In Equation (3.2), 1,2γ  equals 1.65.  Thus, the ionospheric 

delay on L2 is 1.65 times larger than the ionospheric delay on L1.  That also means the 

uncertainty of the ionospheric delay estimation on L2 is 1.65 times larger than the 
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uncertainty of the ionospheric delay estimation on L1.  Therefore, the WAAS L1 

ionospheric delay correction needs to increase 1.65 times for an L2-only user, and the 

associated variance (confidence) needs to increase ( )21.65 times for an L2-only user.  In the 

WAAS protection level calculation, the new UIRE calculation for an L2-only user is 

( )22 2 2 2
, _ 2 1,2 , _ 1 , _ 11.65i UIRE L i UIRE L i UIRE Lσ γ σ σ= ⋅ = ⋅                               (5.1) 

The changes in the UIRE confidence calculation are summarized in Figure 5.1.   

σUIRE
2 = Fpp

2 σUIVE
2

σUIVE
2 = Wn xpp,ypp( )σn,ionogrid

2

n=1

4

∑

Fpp = 1−
Re cosE
Re + hI

 
  

 
  

2 

 
 
 

 

 
 
 

−
1
2

σionogrid = σGIVE + εiono

MOPS Definition

Message Type 26

MOPS Definition

UIVE_L1

2

1
UIVE_L2 UIVE_L1 UIVE_L1

2

2

1
UIVE_L5 UIVE_L1 UIVE_L1

5

           σ

fσ =σ 1.65σ
f

fσ =σ 1.80σ
f

 
= 

 

 
= 

 

L1-only user

L5-only user

UIRE Calculation

L2-only user

σUIRE
2 = Fpp

2 σUIVE
2

σUIVE
2 = Wn xpp,ypp( )σn,ionogrid

2

n=1

4

∑

Fpp = 1−
Re cosE
Re + hI

 
  

 
  

2 

 
 
 

 

 
 
 

−
1
2

σionogrid = σGIVE + εiono

MOPS Definition

Message Type 26

MOPS Definition

UIVE_L1

2

1
UIVE_L2 UIVE_L1 UIVE_L1

2

2

1
UIVE_L5 UIVE_L1 UIVE_L1

5

           σ

fσ =σ 1.65σ
f

fσ =σ 1.80σ
f

 
= 

 

 
= 

 

L1-only user

L5-only user

UIRE Calculation

L2-only user

 

Figure 5.1:  Summary of changes in User Ionosphere Range Error (UIRE) confidence calculation. 

 

In addition to the UIRE calculation, the confidence calculation of the satellite L1-L2 group 

delay ( 1,2gdτ ) is already included in the current UDRE calculation as defined in the WAAS 

MOPS [RTCA1].  This thesis assumed that all three frequencies were available to ground 

(WRSs), but not to the airborne user, such that, the 1,2gdτ  can be estimated to compute the 
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UDRE and GIVE.  The UDRE model will be unchanged for the L2-only single frequency 

user. 

The protection level calculation for the L1-only, the L2-only, and the L5-only single-

frequency GPS/WAAS users is summarized in Figure 5.2, and the yellow highlighted 

portion represents the changes. 

 

Figure 5.2:  Summary of changes in the protection level calculation for the L1-only, the L2-only, and 
L5-only single-frequency GPS/WAAS users.  Only the yellow highlighted portion is changed, the 
other terms are unchanged as defined in the WAAS MOPS. 

 

5.2.2 MAAST SIMULATION RESULTS 

The MAAST was modified to include the protection level calculation shown in Figure 5.2 

to simulate the L2-only single-frequency users.  To be consistent and for easy of 
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comparison, the simulation configurations of MAAST will be kept the same as in the 

previous chapters, as shown in Table 3.1. 

The simulation results for an L2-only single-frequency GPS/WAAS user are shown in 

Figures 5.3-5.5.  Figure 5.3 shows the LPV coverage simulation results for an L2-only 

single-frequency user.  This user has LPV precision approach services available 99.9% of 

the time over 58.34% of CONUS.  Figure 5.4 shows the VPL contour for an L2-only user 

in CONUS, and Figure 5.5 represents the HPL contour for an L2-only user in CONUS.  

The 99.9% shown in Figures 5.3-5.5 represents the fraction of users within those regions 

that had an availability of 99.9% or greater. 

 

Figure 5.3:  Coverage of an L2-only single-frequency GPS/WAAS user in CONUS is 58.34% with 
VAL = 50m, HAL = 40m. 
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Figure 5.4:  Vertical Protection Level (VPL) contour of an L2-only single-frequency GPS/WAAS 
user in CONUS. 

 

 

Figure 5.5:  Horizontal Protection Level (HPL) contour of an L2-only single-frequency GPS/WAAS 
user in CONUS. 
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Examining the MAAST simulation results from Section 4.2.3, the LPV precision approach 

service coverage of an L1-only single-frequency GPS/WAAS user is 97.58%.  This is 

better than the coverage of an L2-only single-frequency GPS/WAAS user which is 58.34%.  

It is also better than the coverage of an L5-only single-frequency GPS/WAAS user which 

is 49.25%.  The loss of coverage is due to the lower GPS frequencies having larger 

ionospheric delay uncertainty.  Table 5.1 provides a summary table of our MAAST 

simulation results. 

20 ≤ HPL30 ≤ VPL58.34%L2-only single-
frequency

10 ≤ HPL < 3020 ≤ VPL < 50100%

L5-only with the 
maximum 

ionospheric delay 
gradient model 

technique (9 minutes 
after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%

L5-only with the 
WAAS ionosphere 

threat model 
technique (9 minutes 

after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

20 ≤ HPL30 ≤ VPL58.34%L2-only single-
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L5-only with the 
maximum 

ionospheric delay 
gradient model 

technique (9 minutes 
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5 ≤ HPL < 2012 ≤ VPL < 40100%

L5-only with the 
WAAS ionosphere 

threat model 
technique (9 minutes 

after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 5.1:  The MAAST simulation results. 
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5.3 L1-L2 AND L2-L5 DUAL-FREQUENCY USERS 

If an L1-L2-L5 three-frequency airborne user experiences moderate RFI and loses one of 

GPS frequencies, it will revert to operation using L1-L5, L1-L2, or L2-L5.  The L1-L5 

dual-frequency user case was discussed in Section 3.2.  The L1-L2 and the L2-L5 dual-

frequency user cases will be investigated in this section. 

The ionospheric delay is frequency dependent.  Therefore, a dual-frequency user can 

directly estimate the ionospheric delay in the airplane, and then subtract this estimation 

from the pseudorange measurement.  As stated previously, the gdτ  information is required 

to get the desired dual-frequency performance.  This direct use of dual-frequency is more 

accurate and offers higher availability.  This is true for the L1-L5 and the L1-L2 dual-

frequency users, but not for an L2-L5 dual-frequency user.  The reason will be investigated 

later in this section.  This section discusses the changes in the protection level calculation 

for the L1-L2 and L2-L5 dual-frequency users in comparison with the current protection 

level calculation defined in the WAAS MOPS for an L1-only user. 

5.3.1 L1-L2 DUAL-FREQUENCY USER 

The L1-L2 dual-frequency user is similar to the L1-L5 dual-frequency user described in 

Section 3.2, and this section discusses specifically the L1-L2 case.  The new protection 

level calculation for an L1-L2 dual-frequency user is summarized in Figure 5.6.  Figure 5.6 

also shows the section number where the new confidence estimates for the correction are 

derived.  The changes of the protection level calculation for an L1-L2 dual-frequency user 

are highlighted yellow in Figure 5.6 and summarized as follows: 

• The calculation of the fast and long term correction degradation confidence ( ,i fltσ ) 

includes the confidence of the satellite L1-L2 group delay ( _ 1 2SV L Lσ ) in the UDRE 

calculation.  The satellite hardware group delays were discussed in Section 3.2.1.  The 

new UDRE calculation will be discussed in Section 5.3.1.1. 
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• The new calculation of the user ionosphere range error confidence ( , _ 1 2i UIRE L Lσ ) will be 

specified in Section 5.3.1.2. 

• There is no separate airborne receiver confidence term ( ,i airσ ) in the protection level 

calculation for the L1-L2 dual-frequency GPS user because it was already included in 

the new , _ 1 2i UIRE L Lσ  calculation.  This will also be discussed in Section 5.3.1.2. 

• The calculation of the tropospheric delay confidence ( ,i tropoσ ) is the same as defined in 

the WAAS MOPS for an L1-L2 dual-frequency GPS user. 

Protection Level Calculation for an L1-L2 Dual-Frequency User
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2 2 2 2
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Figure 5.6:  Summary of changes in the protection level calculation for an L1-L2 dual-frequency user.  
Only the highlighted yellow portion is changed, the other terms are unchanged as defined in the 
WAAS MOPS. 
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5.3.1.1 UDRE CALCULATION FOR AN L1-L2 DUAL-FREQUENCY USER 

For an L1-L2 dual-frequency user, the estimation error of the satellite L1-L2 group delay 

( 1,2gdτ ) needs to be taken into account for the UDRE calculation.  As a result, the WAAS 

MOPS will be modified to include either the Satellite hardware group delays ( 1,2gdτ , 1,5gdτ , 

and 2,5gdτ ) or the confidence of the estimation error of the satellite hardware group delay 

( _ 1 2SV L Lσ , _ 1 5SV L Lσ , and _ 2 5SV L Lσ ).  The confidence of the estimation error of the satellite 

hardware group delay was discussed in Section 3.2.1.  Based on the current observed 

performance, the confidence of the satellite L1-L2 group delay estimation error ( _ 1 2SV L Lσ ) 

is 0.192m.  As discussed in Section 3.2.1, the new UDRE calculation will include the 

confidence of the satellite group delay estimation errors, _ 1 2SV L Lσ , _ 1 5SV L Lσ , and _ 2 5SV L Lσ , 

to protect the L1-L2, L1-L5, and L2-L5 dual-frequency users, respectively. 

5.3.1.2 NEW UIRE CALCULATION FOR AN L1-L2 DUAL-FREQUENCY 

USER 

An L1-L2 dual-frequency user can estimate the ionospheric delay directly in the airplane, 

and then subtract this estimation from the pseudorange measurements.  Similar to the L1-

L5 dual-frequency user discussed in Section 3.2.2, there are three factors which affect the 

quality of the L1-L2 dual-frequency ionospheric delay estimation: 

• The receiver noise and multipath errors of the L1-L2 dual-frequency receiver. 

• The satellite L1-L2 hardware group delay error ( 1,2gdτ ). 

• The receiver L1-L2 hardware group delay error ( 1,2IFB ). 

As discussed in Section 3.2.2, the quality (confidence) of the L1-L2 dual-frequency 

ionospheric delay estimation can be calculated by Equation (3.19). 
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2 2 2 21 2
_ 1 2 , 1 , 2 _ 1 22 2 2 2

1 2 1 2
UIRE L L air L air L SV L L

f f
f f f f

σ σ σ σ
   

     = + +        − −   
           (3.19) 

As shown in Equation (3.19), the confidence of the residual airborne receiver noise and 

multipath errors is already included in the calculation of the L1-L2 dual-frequency user 

ionosphere range error confidence.  Thus, there is no additional term needed in the 

protection level calculation for the airborne receiver confidence for the L1-L2 dual-

frequency user. 

5.3.1.3 MAAST SIMULATION RESULTS 

The MAAST was modified to include all necessary changes in the protection level 

calculation to simulate the L1-L2 dual-frequency users.  The simulation configuration of 

MAAST will be kept the same as shown in Table 3.1. 

The simulation results for an L1-L2 dual-frequency GPS/WAAS user are shown in Figures 

5.7-5.9.  Figure 5.7 shows the LPV coverage simulation results for an L1-L2 dual-

frequency user.  This user has LPV precision approach services available 99.9% of the time 

over 100% of CONUS.  Figure 5.8 and Figure 5.9 show the VPL contour and the HPL 

contour for an L1-L2 dual-frequency user in CONUS, respectively.  The 99.9% shown in 

Figures 5.7-5.9 represents the fraction of users within those regions that had an availability 

of 99.9% or greater. 
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Figure 5.7:  Coverage of an L1-L2 dual-frequency  GPS/WAAS user in CONUS is 100% with VAL = 
50m, HAL = 40m. 

 

 

Figure 5.8:  Vertical Protection Level (VPL) contour of an L1-L2 dual-frequency user in CONUS. 
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Figure 5.9:  Horizontal Protection Level (HPL) contour of an L1-L2 dual-frequency user in CONUS. 

 

Reviewing the MAAST simulation results from Section 3.3, the LPV precision approach 

service coverage of both the L1-L2 and L1-L5 dual-frequency users are 100%.  When 

comparing the VPL and HPL contours, the L1-L5 dual-frequency user case has a better 

time availability than the L1-L2 dual-frequency user case.  Table 5.2 provides a summary 

table of the MAAST simulation results. 
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5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L2 dual-frequency

20 ≤ HPL30 ≤ VPL58.34%L2-only single-
frequency

10 ≤ HPL < 3020 ≤ VPL < 50100%

L5-only with the 
maximum 

ionospheric delay 
gradient model 

technique (9 minutes 
after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%

L5-only with the 
WAAS ionosphere 

threat model 
technique (9 minutes 

after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L2 dual-frequency

20 ≤ HPL30 ≤ VPL58.34%L2-only single-
frequency

10 ≤ HPL < 3020 ≤ VPL < 50100%

L5-only with the 
maximum 

ionospheric delay 
gradient model 

technique (9 minutes 
after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%

L5-only with the 
WAAS ionosphere 

threat model 
technique (9 minutes 

after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 5.2:  The MAAST simulation results. 

 

5.3.2 L2-L5 DUAL-FREQUENCY USER 

A dual-frequency user can directly estimate the ionospheric delay in the airplane, and then 

subtract this estimation from the pseudorange measurement.  In general, this direct use of 

dual-frequencies should be more accurate and offer higher availability.  However, when a 

three-frequency user loses the L1 frequency to RFI, the most worrisome dual-frequency 

user case is introduced: L2-L5.  This section will show why the direct use of the L2-L5 
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dual-frequency to estimate the ionospheric delay does not provide higher availability.  This 

section begins with the changes in the protection level calculation for an L2-L5 dual-

frequency user. 

5.3.2.1 NEW UDRE CALCULATION FOR THE L2-L5 DUAL-FREQUENCY 

USER 

For an L2-L5 dual-frequency user, the estimation error of the satellite L2-L5 group delay 

needs to be taken into account for the UDRE calculation.  The confidence of the estimation 

error of the satellite hardware group delay was discussed in Section 3.2.1.  Based on 

Equation (3.14), the confidence of the satellite L2-L5 group delay estimation error 

( _ 2 5SV L Lσ ) is 0.290m.  This confidence will be included in the new UDRE calculation to 

protect an L2-L5 dual-frequency user. 

5.3.2.2 NEW UIRE CALCULATION FOR THE L2-L5 DUAL-FREQUENCY 

USER 

Similar to the L1-L2 and the L1-L5 dual-frequency users, Equation (3.19) measures the 

confidence of the L2-L5 dual-frequency ionospheric delay estimation. 

2 222
2 2 2 252

_ 2 5 , 2 , 5 _ 2 52 2 2 2
2 5 2 5

UIRE L L air L air L SV L L
ff

f f f f
σ σ σ σ

   
     = + +        − −   

          (3.19) 

The two coefficients, 
22

2
2 2

2 5

f
f f

 
 − 

 called C1 and 
22

5
2 2

2 5

f
f f

 
 − 

 called C2, in Equations 

(3.19), depend on the separation between the L2 and L5 GPS frequencies.  As shown in 

Figure 3.4, the C1 and C2 for the L2-L5 dual-frequency user are much larger than the C1 

and C2 for the L1-L2 and L1-L5 dual-frequency users, because of the much narrower 

separation between the L2 and L5 frequencies.  Therefore, the quality of the L2-L5 dual-

frequency ionospheric delay estimation will not be as good as other dual-frequency users. 
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5.3.2.3 MAAST SIMULATION RESULTS 

In comparison with the current protection level calculation defined in the WAAS MOPS, 

the protection level calculation for an L2-L5 dual-frequency user is summarized as follows: 

• The new calculation of the fast and long term correction degradation confidence ( ,i fltσ ) 

includes the confidence of the satellite L2-L5 group delay ( _ 2 5SV L Lσ ) in the UDRE 

calculation. 

• The new calculation of the user ionosphere range error confidence ( , _ 2 5i UIRE L Lσ ) is 

specified in this section. 

• There is no separate airborne receiver confidence term ( ,i airσ ) in the protection level 

calculation for the L2-L5 dual-frequency GPS user because it was already included in 

the new , _ 2 5i UIRE L Lσ  calculation. 

• The calculation of the tropospheric delay confidence ( ,i tropoσ ) is the same as defined in 

the WAAS MOPS for an L2-L5 dual-frequency GPS user. 

The MAAST is modified according to the above changes to simulate the L2-L5 dual-

frequency user.  To be consistent and for easy of comparison, the simulation configurations 

of MAAST will be kept the same as in the previous chapters, as shown in Table 3.1. 

The simulation results for an L2-L5 dual-frequency GPS/WAAS user are shown in Figures 

5.10-5.12.  Figure 5.10 shows the LPV coverage simulation results for an L2-L5 dual-

frequency user.  This user has LPV precision approach services available 99.9% of the time 

over only 10.81% of CONUS.  Figure 5.11 and Figure 5.12 show the VPL contour and 

HPL contour for an L2-L5 dual-frequency user in CONUS, respectively.  The 99.9% 

shown in Figures 5.10-5.12 represents the fraction of users within those regions that had an 

availability of 99.9% or greater. 



 

 

142

 

Figure 5.10:  Coverage of an L2-L5 dual-frequency GPS/WAAS user in CONUS is only 10.81% with 
VAL = 50m, HAL = 40m. 

 

 

Figure 5.11:  Vertical Protection Level (VPL) contour of an L2-L5 dual-frequency user in CONUS. 
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Figure 5.12:  Horizontal Protection Level (HPL) contour of an L2-L5 dual-frequency user in CONUS. 

 

There is a sharp border in Figure 5.10 because the GEO (POR) is visible for users on the 

right side of the border, but the GEO (POR) is not visible for users on the left side of the 

border.  In comparison with the MAAST simulation results for the L1-L5 and the L1-L2 

dual-frequency users, the LPV precision approach service coverage of the L2-L5 dual-

frequency user is 10.81% which is much less than the coverage of the L1-L5 and the L1-L2 

dual-frequency users (100%).  Even an L2 single-frequency user has the LPV precision 

approach service coverage for over 58.34% of CONUS.  In the next section the combined 

use of the WAAS ionospheric correction with the L2-L5 ionospheric delay estimate for the 

L2-L5 dual-frequency user will be developed. 

5.3.2.4 COMBINED USE OF IONOSPHERIC CORRECTION FOR AN L2-L5 

DUAL-FREQUENCY USER 

The comparison in the MAAST simulation results for both the L2 single-frequency user 

and the L2-L5 dual-frequency user, Figure 5.13, shows that there will be some 

improvement in the LPV coverage for the L2-L5 dual-frequency user if the user can 
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combine the WAAS ionospheric correction with the L2-L5 dual-frequency ionospheric 

delay estimation. 

L2 single-frequency user L2-L5 dual-frequency userL2 single-frequency user L2-L5 dual-frequency user  

Figure 5.13:  The comparison of the MAAST coverage simulation results for both the L2 single-
frequency user and the L2-L5 dual-frequency user. 

 

The algorithm of the combined use of ionospheric correction for an L2-L5 dual-frequency 

user utilizes Equations (5.1) (L2-only) and (3.19) (L2-L5).   

( )22 2 2 2
, _ 2 1,2 , _ 1 , _ 11.65i UIRE L i UIRE L i UIRE Lσ γ σ σ= ⋅ = ⋅                               (5.1) 

2 222
2 2 2 252

_ 2 5 , 2 , 5 _ 2 52 2 2 2
2 5 2 5

UIRE L L air L air L SV L L
ff

f f f f
σ σ σ σ

   
     = + +        − −   

          (3.19) 

The algorithm will first compare the 2
UIREσ  values from Equations (5.1) and (3.19), and then 

choose the ionospheric corrections method based on which method gives the lower 2
UIREσ  

value.  That is, if 2 2
, _ 2 _ 2 5i UIRE L UIRE L Lσ σ< , the WAAS ionospheric correction method will be 

used.  Conversely, if 2 2
, _ 2 _ 2 5i UIRE L UIRE L Lσ σ> , the L2-L5 dual-frequency ionospheric 

estimation method will be used.  Equation (5.2) represents the logic of this algorithm. 

( )2 2 2
_ 2 5_ , _ 2 _ 2 5min ,UIRE L L NEW i UIRE L UIRE L Lσ σ σ=                                (5.2) 
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The protection level calculation for an L2-L5 dual-frequency user is modified to adopt this 

combined use of ionospheric correction.  This modified protection level calculation is 

summarized in Figure 5.14. 

Modified Protection Level Calculation for an L2-L5 Dual-Frequency User
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Figure 5.14:  The modified protection level calculation for an L2-L5 dual-frequency user, only the 
yellow highlighted portion is changed, the other terms are unchanged as defined in the WAAS MOPS. 

 

The MAAST was modified to adopt this new combined ionospheric correction algorithm.  

To be consistent and for easy of comparison, the simulation configurations of MAAST will 

be kept the same as in Table 3.1. 

The new simulation results for an L2-L5 dual-frequency GPS/WAAS user are shown in 

Figures 5.15-5.17.  Figure 5.15 shows the LPV coverage simulation results for an L2-L5 

dual-frequency user.  An L2-L5 dual-frequency user has LPV precision approach services 

available 99.9% of the time over 79.97% of CONUS.  Figure 5.16 shows the VPL contour 

for an L2-L5 dual-frequency user in CONUS, and Figure 5.17 represents the HPL contour 

for an L2-L5 dual-frequency user in CONUS.  The 99.9% shown in Figures 5.15-5.17 
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represents the fraction of users within those regions that had an availability of 99.9% or 

greater. 

 

Figure 5.15:  Coverage of an L2-L5 dual-frequency GPS/WAAS user in CONUS is 79.97% with VAL 
= 50m, HAL = 40m. 
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Figure 5.16:  Vertical Protection Level (VPL) contour of an L2-L5 dual-frequency user in CONUS. 

 

 

Figure 5.17:  Horizontal Protection Level (HPL) contour of an L2-L5 dual-frequency user in CONUS. 
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The MAAST simulation results for the L2-L5 dual-frequency user in Section 5.3.2.3 

showed that the LPV precision approach service coverage of the L2-L5 dual-frequency 

user with the direct use of the L2-L5 ionospheric delay estimation is 10.81%.  In this 

section, the LPV precision approach service coverage of the L2-L5 dual-frequency user 

with the combined use of the ionospheric corrections is 79.97%.  This represents a 69.16% 

coverage improvement by applying the combined ionospheric correction algorithm.  Figure 

5.18 shows the coverage comparison.  Table 5.3 provides a summary of our MAAST 

simulation results. 

MAAST Coverage Simulation Results for an L2-L5 Dual-Frequency User

The direct use of L2-L5 dual-frequency 
ionospheric delay estimation

The combined use of ionospheric correction

 

Figure 5.18:  The MAAST coverage simulation results comparison for an L2-L5 dual-frequency user.  
The plot on the left side is for an L2-L5 dual-frequency user who directly applied the L2-L5 dual-
frequency ionospheric delay estimation.  The LPV CONUS coverage is 10.58% for this case.  The 
plot on the right side is for an L2-L5 dual-frequency user who applied the combined ionospheric 
correction algorithm.  The LPV CONUS coverage is 79.97% for this case. 
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20 ≤ HPL20 ≤ VPL79.97%L2-L5 dual-frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L2 dual-frequency

20 ≤ HPL30 ≤ VPL58.34%L2-only single-
frequency

10 ≤ HPL < 3020 ≤ VPL < 50100%

L5-only with the 
maximum 

ionospheric delay 
gradient model 

technique (9 minutes 
after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%

L5-only with the 
WAAS ionosphere 

threat model 
technique (9 minutes 

after losing L1)

5 ≤ HPL < 2012 ≤ VPL < 40100%
L5-only with the code 

and carrier 
divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type
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L5-only with the code 
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divergence technique

25 ≤ HPL30 ≤ VPL49.25%L5-only single-
frequency

15 ≤ HPL20 ≤ VPL97.58%L1-only single-
frequency

5 ≤ HPL < 2012 ≤ VPL < 40100%L1-L5 dual-frequency

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 5.3:  Summary table of MAAST simulation results. 

 

5.4 CONCLUSIONS 

This chapter discussed the L2 frequency usage for civil aviation applications.  The presence 

of L2 introduced three additional user cases: L2-only single-frequency, L1-L2 dual-

frequency, and L2-L5 dual-frequency.  This chapter first modified the protection level 
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calculation for these three user cases, and then modified the MAAST according to the 

modified protection level calculation to simulate these three user cases. 

An L2-only single-frequency GPS/WAAS user has LPV precision approach service 

available 99.9% of the time over 58.34% of CONUS.  An L1-L2 dual-frequency user has 

the same service available 99.9% of the time over 100% of CONUS.  An L2-L5 dual-

frequency user has this service available 99.9% of the time over 79.97% of CONUS if the 

combined ionospheric correction algorithm is used.  The loss of coverage for an L2-L5 

dual-frequency user is due to the narrow separation between the L2 and L5 frequencies, 

which were unable to provide adequate ionospheric delay estimation.  The reversionary 

modes of the previous chapter could also be applied to L2-only. 

The evidence suggests that L2 should be used for civil aviation application.  However, L2 

is not in the ARNS band which prevents its use in safety-of-life applications.  It will be 

very difficult to form an international agreement to assign L2 into the ARNS band.  L2 can 

however be used as a backup navigation aid.  For example, L2 can be used to provide 

ionospheric corrections for aircraft while L1 or L5 is not available due to RFI.  While, L2 

has better ionospheric delay performance than L5, in no case could L2 be used instead of 

L5. 

 



 

Chapter 6Equation Section 6 

 

Barometric Altimeter 

6.1 INTRODUCTION 

In addition to GPS modernization and the WAAS, this thesis also investigates the effect of 

using a barometric altimeter.  As part of this work, a barometric altimeter simulator is 

developed.  The simulator is used to estimate altitude from historical meteorological 

observation data collected at different locations in the Conterminous United States 

(CONUS).  By comparing the estimated altitude with true altitude, altitude error data is 

generated.  By applying statistical and linear estimation techniques to the altitude error data, 

a model for barometric altimeter confidence is developed.  This barometric altimeter 

confidence model is evaluated via the historical worst-case meteorological observation data 

and Stanford flight test data. 

This chapter is organized as follows.  Section 6.2 discusses the basics of a barometric 

altimeter.  The error sources of a barometric altimeter are discussed in Section 6.3.  In 

Section 6.4, the development of the barometric altimeter confidence model is explained.  

Section 6.5 describes the verifications of this barometric altimeter confidence model.  A 
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short description of the modified MAAST and analysis of results of some simulated cases 

are given in Section 6.6.  Section 6.7 presents a summary and concluding remarks. 

6.2 BAROMETRIC ALTIMETER BASICS 

There are many kinds of altimeters in general use today.  However, they are all constructed 

on the same basic principle as an aneroid barometer.  Barometric altimeters contain a 

sealed bellows that expands or contracts in response to the change in air pressure associated 

with a change in altitude.  Gears translate the movement of the bellows into the movement 

of pointers on a dial, which shows the pilot the altitude of the plane in relation to sea level.  

The dial face of the typical altimeter is graduated with numerals from 0 to 9 inclusive, as 

shown in Figure 6.1. 

 
Figure 6.1: A barometric altimeter. 

 

The barometric setting is the pressure that must be set in the bottom right window of the 

altimeter in order for the altimeter to read the true elevation of the station.  With altimeter 

setting dialed into the window, the altimeter will indicate true altitude at one pressure level.  

Of course, the altimeter setting for any station changes as the atmospheric pressure changes, 

and altimeter setting varies from one station to another.  Therefore, each station must make 

its own calculations at frequent intervals.  For airplanes flying at an altitude greater than 
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18,000 feet above sea level, the normal procedure is to adjust the barometric altimeter to a 

standard pressure of 29.92 inches of mercury.  For airplanes flying at an altitude less than 

18,000 feet above sea level, the normal procedure is to adjust the barometric altimeter to 

the local barometric pressure provided by air traffic control, as illustrated in Figure 6.2. 

Absolute
Altitude

Pressure
Altitude

Standard datum plane
Po = 29.92 in-Hg
To = 15oC

Dh
Sea Level

A

B

(PoA, ToA)(PoA, ToA)

Pm

 

Figure 6.2: A barometric altimeter setting example:  An aircraft receives temperature and pressure 
data from air traffic control. 

 

The conversion of measured air pressure to altitude is based on a theoretical standard 

atmosphere and a corresponding pressure versus altitude curve as well as the assumption 

that air is a perfect gas.  More precisely, the standard atmosphere [Von Mises] is defined as 

follows: 

The air is a perfect gas with gas constant R=287 ( )J Kg K⋅ . 

The pressure at sea level is P0=29.92 in.-Hg. 

The temperature at sea level is T0=15oC. 

The temperature gradient (lapse rate) is λ=0.0065oC/m. 

The conversion of measured air pressure to altitude is based on the following equation: 
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                                                 (6.1) 

Where, 

ĉh  is estimated altitude 

T0 is temperature at the level of reference 

λ is lapse rate 

P0 is pressure at the level of reference 

Pm is pressure measured 

R is universal gas constant 

g is acceleration of gravity  

6.3 BAROMETRIC ALTIMETER ERROR SOURCES 

The barometric altimeter error sources are summarized as follows: 

• Height Difference between MSL (Mean Sea Level) and the Geoid [NIMA]:  A 

barometric altimeter indicates the altitude with respect to MSL.  This altitude reading is 

different than the altitude reading from GPS, which is with respect to WGS-84 (World 

Geodetic System 1984) [Misra&Enge].  This height difference is corrected by a well 

known model [NIMA], and this thesis does not try to model this error source. 

• System Error:  The barometric altimeter system error covers the pressure sensor error, 

the altitude display error, and the barometric setting error.  The barometric altimeter 

system error is very small when compared to other error sources.  This system error 
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either will be provided by the manufacturers or can be calibrated ahead of time.  

Therefore, this thesis does not model this error. 

• Pressure Error:  Pressure error includes the pressure variation error and the pressure 

difference error.  The pressure variation error is the difference between the ambient 

pressure versus altitude relationship and the theoretical standard atmosphere used to 

calculate altitude as in Equation (6.1).  As shown in Figure 6.2, the pressure difference 

error is the difference between the pressure at the level of reference at location A and 

the pressure at the level of reference at location B.  The pressure error is the major error 

source of a barometric altimeter.  This thesis develops a confidence model of this 

pressure error based on the historical meteorological observation data.  This confidence 

model is detailed in next section. 

6.4 BAROMETRIC ALTIMETER CONFIDENCE MODEL 

To estimate the accuracy of the barometric altimeter, we develop a barometric altimeter 

simulator based on the altitude in Equation (6.1) by using MATLAB.  As shown in Figure 

6.3, the analysis assumes that the user at location B receives temperature and pressure data 

(P0, T0) from a reference station (a control tower or weather station) at location A.  This 

user then uses these data along with its own pressure measurement (Pm) and Equation (6.1) 

to calculate its altitude ( )ĉh .  The estimated altitude, ĉh , is compared to the true altitude at 

the location B ( )BH  to generate an altitude error. 
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Geoid
HBHA

Terrain
A

B

(P0, T0)A

(Pm, Tm)B

a = distance  

Figure 6.3:  The configuration of the simulation:  User at place B gets the temperature (T0) and 
pressure (P0) data from air traffic control at place A to estimate his altitude ( )ĉh .  The estimated 

altitude, ĉh , was compared to the true altitude at the location B ( )BH  to generate an altitude error. 

 

The simulation is exercised on historical meteorological data from [NOAA], including 

hourly meteorological observation data from selected weather stations in the United States. 

The source data from [NOAA] provides the measured temperatures, measured pressures, 

time, and positions in LLH (Latitude, Longitude, Height) of locations A and B.  The 

sample data is shown in Figure 6.4.  The first row of data shows the station’s number 

(Weather Bureau Army Navy number), station’s city, station’s state, latitude of the station, 

longitude of the station, and elevation of the station in meters.  Then, the first column is 

year of observation, the second column is month of observation, etcetera.  Hours are 

measured in local standard time, temperature is in degrees C, and station pressure is in 

millibars. 
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Figure 6.4: The sample data in [NOAA]. 

 

Before we can estimate the altitude error of a barometric altimeter, we must use the 

measured temperature and pressure (T0, P0) at location A to estimate the temperature and 

pressure at the level of reference (Tm, Pm) via Equations (6.2) and (6.3) based on the perfect 

gas law [Von Mises], 

AH

0
m

g
RT

mP P e= ⋅                                                        (6.2) 

0 AHmT T λ= +                                                       (6.3) 

This thesis selected locations in different regions to run our simulation.  Two example 

regions are Atlanta, GA and Toledo, OH.  The example regions are shown in Figures 6.5 
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and 6.6.  We then chose one location in each region as the airplane location.  In Figure 6.5, 

it is Atlanta, GA, and in Figure 6.6, it is Toledo, OH.   

 

Figure 6.5: A selected region in U.S.. The red lettering indicates that the airplane is at that location, 
Atlanta, GA in this example. 
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Figure 6.6: A selected region in U.S.. The red lettering indicates that the airplane is at that location, 
Toledo, OH in this example. 

 

Meteorological observation data was collected at each location for a year.  The year of 

1987 is selected.  All data was then fed into our simulator to estimate the altitude of the 

airplane.  The estimated altitude was then compared with the provided true altitude to 

generate altitude error data.  Figure 6.7 shows an example of altitude error data for an 

airplane at Toledo, OH.  The subplots of Figure 6.7 are in the order of distance between the 

airplane and the other weather stations.  For example, the altitude error using the data from 

the nearest reference station is shown on the top of Figure 6.7. 
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Figure 6.7: This is an example of altitude error data generated from Toledo, OH region. 

 

Figure 6.7 shows that the altitude error data curve using the near weather station’s data is 

smoother than the one using a further away weather station’s data.  This is because the near 

weather station has similar weather patterns to the airplane (i.e., smaller temperature and 

pressure variations between the two sites). 

In order to build the barometric altimeter error model, this thesis first calculates the 

standard deviation (σ) of the altitude error data.  We then apply the following linear least-

square estimation technique to fit a line to the error data. 

Y ax b= +                                                           (6.4) 

Where, 

Y is the standard deviation of altitude error for one year 

a is the distance between Place A and Place B (Km) 
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x is the slope 

b is the constant 

Rearrange Equation (6.4) into the Equation (6.5), 

[ ]1
x

Y a
b

 
=  

 
                                                      (6.5) 

[ ]1A a=  

x
X

b
 

=  
 

 

Apply the linear least-square estimation technique to the resulting error bounds in different 

regions, 

1( )T T
lsX A A A Y−=                                                    (6.6) 

For Atlanta, GA, the result is 

0.0639 0.0043Y a= +                                                  (6.7) 

For Toledo, OH, the result is 

0.0766 0.0049Y a= +                                                  (6.8) 

The linear estimation results of Equations (6.7) and (6.8) show us the altitude error as a 

function of the distance between the airplane and the reference weather station.  The 

Atlanta, GA results are shown in Figure 6.8. 
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Figure 6.8: The * is the standard deviation of the altitude error, and the red line shows the result of 

the linear estimation. 

 

The goal is to develop the barometric altimeter confidence model.  One standard deviation 

of altitude error is not conservative enough for safety-of-life applications.  Instead, we 

collected the worst-case error of the data shown in Figure 6.7, and applied the same linear 

estimation.  The results were the following: 

For Atlanta, GA, 

0.3070 18.5478Y a= +                                                 (6.9) 

For Toledo, OH, 

0.4125 20.3868Y a= +                                               (6.10) 
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The results are shown in Figure 6.9.  From the error point of view, the model of Toledo, 

OH (Figure 6.6) is worse than the one of Atlanta, GA (Figure 6.5).  As a result, the worst-

case model of Toledo, OH is chosen as the confidence model for the barometric altimeter.  

For conservatism, this thesis adds 10% as a safety factor to Equation (6.10).  Thus, the 

barometric altimeter confidence model is 

1.1(0.4125 20.3868)Y a= +                                           (6.11) 

 

 

Figure 6.9: The worst-case model for the barometric altimeter, the blue portion is for Atlanta, GA, 
and the red portion is for Toledo, OH. 
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6.5 BAROMETRIC ALTIMETER CONFIDENCE MODEL VERIFICATION 

Before using this error bound, we must verify it with more data.  To this end, 5 years 

(1983-1987) of meteorological observation data were collected for the same locations as in 

the Toledo, OH example.  We then used the developed MATLAB simulator to generate 

the worst-case altitude error data.  These worst-case errors were then used to test the 

confidence model.  As shown in Figure 6.10, the confidence model successfully 

overbounds these worst-case errors.  Figure 6.10 also shows that one could successfully 

bound the worst-case error even without the 10% safety factor. 

 

Figure 6.10: Our confidence model successfully bounds these worst-case errors; this figure also 
shows that the worst-case error is bounded even without the 10% safety factor. 

 

5 years (1985-1989) of meteorological observation data were then collected for Boston, 

MA and Worcester, MA.  It was assumed that the airplane is at Worcester, MA and the 
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reference weather station is at Boston, MA.  These cities 66.9 km apart from each other.  

Altitude error data is then generated using the same algorithm.  The altitude error 

distribution is shown in Figure 6.11.  The statistics for this distribution are as follows: 

Total data points = 43824 

Maximum error = 47.1136 m  

Probability(maximum error) = 1
43824

 

The confidence bound ( )Y  is calculated by substituting the distance ( )66.8812 kma =  

into Equation (6.11), 

1.1(0.4125 20.3868)
1.1(0.4125 66.8812 20.3868)
52.7728 (m)

Y a= +
= ⋅ +
=

 

The maximum altitude error is well bounded by this barometric altimeter confidence model 

(47.1136<52.7728).  This thesis will use the barometric altimeter confidence bound of the 

Boston-Worcester example (52.7728m) as the barometric altimeter error bound for all 

analyses and simulations throughout the rest of this thesis. 
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Figure 6.11: The distribution of altitude error.  The maximum error is 47.1136 m and is well 
bounded by our confidence model (52.7728m).  

 

As a final verification of the confidence model, flight test data was collected at Moffett 

Field, CA, on December 15, 2001.  The aircraft used was a Piper Saratoga owned and 

operated by Sky Research Inc.  The flight test procedure assumed the Saratoga was 

approaching Moffett Field with the barometric setting from the airport control tower, which 

was 30.11 inches of mercury for this specific approach. 

The position of Moffett Field Airport in (latitude, longitude) is (37.4152178, -

122.0482944), the height difference between MSL (Mean Sea Level) and the Geoid is 

about –33.35 (m) at this airport [NIMA].  This flight test recorded the barometric altitude 

with respect to MSL and the GPS altitude, as shown in the top plot of Figure 6.12.  The 

height difference between Geoid and MSL is reflected in the top plot as well.  This flight 
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test also recorded the distance from the airplane to the airport, as shown in the bottom plot 

of Figure 6.12, which is used in the calculation of the altitude error confidence.   

 

Figure 6.12: The flight test data.  The top plot shows the barometric altimeter altitude with respect to 
mean sea level (blue), and the GPS altitude (green).  The bottom plot shows the distance from the 
aircraft to Moffett Field. 

 

For the barometric altimeter altitude error calculation, this thesis uses GPS altitude as the 

true altitude.  It then calculates the difference between the barometric altimeter altitude and 

MSL and GPS altitudes.  The height difference (-33.35m) between MSL and the Geoid is 

corrected by a well known model [NIMA], and this thesis does not try to model it.  Thus, 

the barometric altitude error calculation is 

�
MSL GPSe h h h= + −                                                   (6.12) 
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where, 

e is barometric altitude error 

MSLh  is barometric altimeter altitude with respect to the mean sea level 

�h  is correction to the height difference between MSL and the Geoid 

GPSh  is GPS altitude 

The result of the calculation is shown in Figure 6.13.  Figure 6.13 also shows the 

barometric altimeter confidence bound, which is based on Equation (6.11).  The barometric 

altimeter altitude error of this flight test is well bounded by the proposed barometric 

altimeter confidence model.  Figure 6.13 also shows an additional barometric altimeter 

error model derived from the WAAS MOPS [RTCA1]. 
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Figure 6.13: The barometric altimeter altitude error of the flight test.  The barometric altimeter 
altitude error is shown in red, and our barometric altimeter confidence bound is shown in blue.  The 
barometric altimeter altitude error is well bounded by our barometric altimeter confidence. 

 

6.6 BAROMETRIC ALTIMETER BENEFITS 

The goal of this thesis is to compare the coverage of LPV precision approach services 

under different scenarios.  The simulation tool in this paper is the MATLAB Algorithm 

Availability Simulation Tool (MAAST) [Jan01b].  MAAST is available for download from 

http://waas.stanford.edu. 

This analysis uses all single-frequency WAAS users and the L2-L5 dual-frequency user as 

examples.  For those users with WAAS and the barometric altimeter cases, the MAAST 

availability simulation treats the barometric altimeter as a virtual satellite with known clock 

at the user location.  The GPS observation direction cosine matrix, GGPS, in the user’s local 
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East-North-Up frame is modified to GGPS+Baro to include a barometric altimeter in the 

following manner: 

0 0 1 0
GPS

GPS Baro

G
G +

 
=  

 
                                           (6.13) 

The weighting matrix, W, in the protection level calculation is modified to include the 

barometric altimeter confidence ( baroσ ) [RTCA1], 

1
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σ
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−

−

−

 
 
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 
 
  

                                          (6.14) 

The confidence of a barometric altimeter is calculated using data from the Boston-

Worcester example discussed earlier, 

52.7728 9.9011( )
5.33baro mσ = =                                          (6.15) 

where, 5.33 is the KHMI value defined in Section 2.3. 

To be consistent and for easy of comparison, the simulation configurations of MAAST will 

be kept the same as in the previous chapters (Table 3.1).  The simulation results of an L1-

only single-frequency WAAS user in CONUS are shown in Figures 6.14 through 6.16.  

Figure 6.14 indicates that the coverage for users with availability of at least 99.9% of the 

time is 97.58% of the CONUS.  Figures 6.15 and 6.16 show Horizontal Protection Level 

(HPL) and Vertical Protection Level (VPL) [RTCA1] contours, respectively.  Figures 6.17 

through 6.19 show the simulation results of an L1-only single-frequency WAAS user with 

a barometric altimeter aiding in CONUS.  Figure 6.17 indicates that the coverage for users 

with availability of at least 99.9% of the time is 99.19% of the CONUS.  Figures 6.18 and 

6.19 show Horizontal Protection Level (HPL) and Vertical Protection Level (VPL) 

[RTCA1] contours, respectively.  Comparing Figure 6.14 and Figure 6.17, one notes that 
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the barometric altimeter aiding provided a 1.61% coverage improvement to 99.9% LPV 

availability for an L1-only single-frequency WAAS user in CONUS.  Table 6.1 provides a 

comparison table for a single-frequency user with and without barometric altimeter aiding. 

15 ≤ HPL20 ≤ VPL <5099.19%
L1-only single-

frequency
w/ baro-aiding

15 ≤ HPL20 ≤ VPL97.58%
L1-only single-

frequency 
w/o baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

15 ≤ HPL20 ≤ VPL <5099.19%
L1-only single-

frequency
w/ baro-aiding

15 ≤ HPL20 ≤ VPL97.58%
L1-only single-

frequency 
w/o baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 6.1:  Comparison of a single-frequency user with and without barometric altimeter aiding. 
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Figure 6.14:  Coverage of an L1-only single-
frequency WAAS user in CONUS is 97.58% 
with VAL=50m, HAL=40m. 

Figure 6.17:  Coverage of an L1-only single-
frequency WAAS user with baro-aiding in 
CONUS is 99.19% with VAL=50m, HAL=40m. 

 

 
Figure 6.15:  Horizontal protection level (HPL) 
contour of an L1-only single-frequency WAAS 
user in CONUS. 

Figure 6.18:  Horizontal protection level (HPL) 
contour of an L1-only single-frequency WAAS 
user with baro-aiding in CONUS. 

 

 
Figure 6.16:  Vertical protection level (VPL) 
contour of an L1-only single-frequency WAAS 
user in CONUS. 

Figure 6.19:  Vertical protection level (VPL) 
contour of an L1-only single-frequency WAAS 
user with baro-aiding in CONUS. 
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The simulation results of an L2-only single-frequency WAAS user in CONUS are shown 

in Figures 6.20 through 6.22.  Figure 6.20 indicates that the coverage for users with 

availability of at least 99.9% of the time is 58.34% of the CONUS.  Figures 6.21 and 6.22 

show HPL and VPL contours, respectively.  Figures 6.23 through 6.25 show the simulation 

results of an L2-only single-frequency WAAS user with a barometric altimeter aiding in 

CONUS.  Figure 6.23 indicates that the coverage for users with availability of at least 

99.9% of the time is 92.63% of the CONUS.  Figures 6.24 and 6.25 show HPL and VPL 

contours, respectively.  Comparing Figure 6.20 and Figure 6.23, one notes that the 

barometric altimeter aiding provided a 34.29% coverage improvement to 99.9% LPV 

availability for an L2-only single-frequency WAAS user in CONUS.  Table 6.2 provides 

an update comparison table for a single-frequency user with and without barometric 

altimeter aiding. 

15 ≤ HPL20 ≤ VPL97.58%
L1-only single-

frequency 
w/o baro-aiding

15 ≤ HPL20 ≤ VPL <5099.19%
L1-only single-

frequency
w/ baro-aiding

20 ≤ HPL20 ≤ VPL <5092.63%
L2-only single-

frequency
w/ baro-aiding

20 ≤ HPL30 ≤ VPL58.34%
L2-only single-

frequency 
w/o baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

15 ≤ HPL20 ≤ VPL97.58%
L1-only single-

frequency 
w/o baro-aiding

15 ≤ HPL20 ≤ VPL <5099.19%
L1-only single-

frequency
w/ baro-aiding

20 ≤ HPL20 ≤ VPL <5092.63%
L2-only single-

frequency
w/ baro-aiding

20 ≤ HPL30 ≤ VPL58.34%
L2-only single-

frequency 
w/o baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 6.2:  Comparison of a single-frequency user with and without barometric altimeter aiding. 
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Figure 6.20:  Coverage of an L2-only single-
frequency WAAS user in CONUS is 58.34% 
with VAL=50m, HAL=40m. 

Figure 6.23:  Coverage of an L2-only single-
frequency WAAS user with baro-aiding in 
CONUS is 92.63% with VAL=50m, HAL=40m. 

 

 
Figure 6.21:  Horizontal protection level (HPL) 
contour of an L2-only single-frequency WAAS 
user in CONUS. 

Figure 6.24:  Horizontal protection level (HPL) 
contour of an L2-only single-frequency WAAS 
user with baro-aiding in CONUS. 

 

 
Figure 6.22:  Vertical protection level (VPL) 
contour of an L2-only single-frequency WAAS 
user in CONUS. 

Figure 6.25:  Vertical protection level (VPL) 
contour of an L2-only single-frequency WAAS 
user with baro-aiding in CONUS. 
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The simulation results of an L5-only single-frequency WAAS user in CONUS are shown 

in Figures 6.26 through 6.28.  Figure 6.26 indicates that the coverage for users with 

availability of at least 99.9% of the time is 49.25% of the CONUS.  Figures 6.27 and 6.28 

show HPL and VPL contours, respectively.  Figures 6.29 through 6.31 show the simulation 

results of an L5-only single-frequency WAAS user with a barometric altimeter aiding in 

CONUS.  Figure 6.29 indicates that the coverage for users with availability of at least 

99.9% of the time is 89.29% of the CONUS.  Figures 6.30 and 6.31 show HPL and VPL 

contours, respectively.  Comparing Figure 6.26 and Figure 6.29, one notes that the 

barometric altimeter aiding provided a 40.04% coverage improvement to 99.9% LPV 

availability for an L5-only single-frequency WAAS user in CONUS.  Table 6.3 provides 

an update comparison table for a single-frequency user with and without barometric 

altimeter aiding. 

20 ≤ HPL30 ≤ VPL58.34%
L2-only single-

frequency 
w/o baro-aiding

20 ≤ HPL20 ≤ VPL <5092.63%
L2-only single-

frequency
w/ baro-aiding

15 ≤ HPL20 ≤ VPL97.58%
L1-only single-

frequency 
w/o baro-aiding

15 ≤ HPL20 ≤ VPL <5099.19%
L1-only single-

frequency
w/ baro-aiding

20 ≤ HPL30 ≤ VPL89.29%
L5-only single-

frequency
w/ baro-aiding

25 ≤ HPL30 ≤ VPL49.25%
L5-only single-

frequency 
w/o baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

20 ≤ HPL30 ≤ VPL58.34%
L2-only single-

frequency 
w/o baro-aiding

20 ≤ HPL20 ≤ VPL <5092.63%
L2-only single-

frequency
w/ baro-aiding

15 ≤ HPL20 ≤ VPL97.58%
L1-only single-

frequency 
w/o baro-aiding

15 ≤ HPL20 ≤ VPL <5099.19%
L1-only single-

frequency
w/ baro-aiding

20 ≤ HPL30 ≤ VPL89.29%
L5-only single-

frequency
w/ baro-aiding

25 ≤ HPL30 ≤ VPL49.25%
L5-only single-

frequency 
w/o baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 6.3:  Comparison of a single-frequency user with and without barometric altimeter aiding. 
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Figure 6.26:  Coverage of an L5-only single-
frequency WAAS user in CONUS is 49.25% 
with VAL=50m, HAL=40m. 

Figure 6.29:  Coverage of an L5-only single-
frequency WAAS user with baro-aiding in 
CONUS is 89.29% with VAL=50m, HAL=40m. 

 

 
Figure 6.27:  Horizontal protection level (HPL) 
contour of an L5-only single-frequency WAAS 
user in CONUS. 

Figure 6.30:  Horizontal protection level (HPL) 
contour of an L5-only single-frequency WAAS 
user with baro-aiding in CONUS. 

 

 
Figure 6.28:  Vertical protection level (VPL) 
contour of an L5-only single-frequency WAAS 
user in CONUS. 

Figure 6.31:  Vertical protection level (VPL) 
contour of an L5-only single-frequency WAAS 
user with baro-aiding in CONUS. 
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The simulation results of an L2-L5 dual-frequency user in CONUS are shown in Figures 

6.32 through 6.37.  Figure 6.32 indicates that the coverage for users with availability of at 

least 99.9% of the time is 79.97% of the CONUS.  Figures 6.33 and 6.34 show HPL and 

VPL contours, respectively.  Figures 6.35 through 6.37 show the simulation results of an 

L2-L5 dual-frequency user with a barometric altimeter aiding in CONUS.  Figure 6.35 

indicates that the coverage for users with availability of at least 99.9% of the time is 

99.42% of the CONUS.  Figures 6.36 and 6.37 show HPL and VPL contours, respectively.  

Comparing Figure 6.32 and Figure 6.35, one notes that the barometric altimeter aiding 

provided a 19.45% coverage improvement of 99.9% LPV availability for an L2-L5 dual-

frequency GPS/WAAS user in CONUS. Table 6.4 provides a comparison table for an L2-

L5 dual-frequency user with and without barometric altimeter aiding. 

20 ≤ HPL20 ≤ VPL79.97%
L2-L5 dual-frequency 

w/o baro-aiding

15 ≤ HPL20 ≤ VPL <5099.42%
L2-L5 dual-frequency

w/ baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

20 ≤ HPL20 ≤ VPL79.97%
L2-L5 dual-frequency 

w/o baro-aiding

15 ≤ HPL20 ≤ VPL <5099.42%
L2-L5 dual-frequency

w/ baro-aiding

HPL
(in meter)

VPL
(in meter)

CONUS Coverage of 
LPV precision 

approach services
(Availability ≥ 99.9%)

User Type

 

Table 6.4:  Comparison of an L2-L5 dual-frequency user with and without a barometric altimeter 
aiding. 
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Figure 6.32:  Coverage of an L2-L5 dual-
frequency WAAS user in CONUS is 79.97% 
with VAL=50m, HAL=40m. 

Figure 6.35:  Coverage of an L2-L5 dual-
frequency WAAS user with baro-aiding in 
CONUS is 99.42% with VAL=50m, HAL=40m. 

 

 
Figure 6.33:  Horizontal protection level (HPL) 
contour of an L2-L5 dual-frequency WAAS user 
in CONUS. 

Figure 6.36:  Horizontal protection level (HPL) 
contour of an L2-L5 dual-frequency WAAS user 
with baro-aiding in CONUS. 

 

 
Figure 6.34:  Vertical protection level (VPL) 
contour of an L2-L5 dual-frequency WAAS user 
in CONUS. 

Figure 6.37:  Vertical protection level (VPL) 
contour of an L2-L5 dual-frequency WAAS user 
with baro-aiding in CONUS. 
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6.7 CONCLUSIONS 

This chapter used MAAST to analyze the LPV CONUS coverage of the single-frequency 

WAAS users and the L2-L5 dual-frequency user both with and without a barometric 

altimeter aiding.  Because the barometric altimeter acts as a virtual satellite above the user 

location, barometric altimeter information is extremely beneficial, primarily in the vertical.  

It is particularly useful when the other satellites have bad geometry. 

The MAAST simulation results of the barometric altimeter aiding show greater coverage 

improvements in L2-only and L5-only single-frequency users than in L1-only single-

frequency users.  That is because most of the VPL values of L2-only and L5-only single-

frequency users above the LPV VAL (i.e., 50m) are not much over 50m.  Therefore, with 

the barometric altimeter aiding, these VPL values can be improved to be less than 50m.  

This is why the MAAST simulation results show greater coverage improvement in L2-only 

and L5-only.  However, the LPV CONUS coverage of L1-only with barometric altimeter 

aiding (99.19%) is better than the coverage of the L2-only with barometric altimeter aiding 

(92.63%) and L5-only with barometric altimeter aiding (89.29%). 

 



 

Chapter 7Equation Section 7 

 

Conclusions 

7.1 SUMMARY OF THESIS CONTRIBUTIONS 

The research has shown many advantages of GPS modernization.  The new civil signals on 

L2 and L5 significantly enhance the availability of the augmented GPS system for aviation.  

The nominal performance with all 3 signals increases to 100% availability for the LPV 

approaches in CONUS.  Furthermore, with one signal interfered with, the availability is 

99.9% for 100% of CONUS.  Even the worst case with 2 signals blocked by interference 

yields a 50% or better CONUS coverage of LPV approaches for 99.9% availability.  

Details of the results are in the following sections. 

7.1.1 DEVELOPED NEW PROTECTION LEVEL (PL) CALCULATIONS 

The current WAAS Master Station (WMS) algorithms use the coded L1 signal and 

codeless L2 signal to generate the WAAS corrections and error bounds.  In modernized 

GPS, both L1 and L5 will be used for civil aviation safety-of-life services.  Thus, the WMS 

algorithms will change to use the L1 and L5 signals to generate the WAAS corrections and 
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error bounds.  This thesis derived new WAAS WMS UDRE and GIVE algorithms to 

accomplish the change from the codeless L2 to the coded L5. 

The current WAAS PL calculation defined in the WAAS MOPS was designed for an L1-

only single-frequency user.  This thesis derived the new WAAS PL calculations for the L2-

only and the L5-only single-frequency users.  The changes are mainly in the UIRE (User 

Ionosphere Range Error) calculations.  The summary of the changes in the WMS algorithm 

and the new WAAS PL calculations for the single-frequency users are highlighted yellow 

in Figure 7.1. 
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Figure 7.1:  Summary of the new WAAS protection level calculations for the single frequency users.  
The yellow highlighted portion shows the differences in comparison with the current WAAS 
protection level calculation. 

 

This thesis also derived the new PL calculations for dual-frequency users.  The new UDRE 

(User Differential Range Error) calculation included all the confidences of the different 

satellite hardware group delay estimations ( _ 1 2SV L Lσ , _ 1 5SV L Lσ , and _ 2 5SV L Lσ ) to protect the 
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L1-L2, L1-L5, and L2-L5 dual-frequency users, respectively.  The new UIRE calculation 

for the dual-frequency users included the confidence of the residual airborne receiver noise 

and multipath errors.  Thus, there is no additional ,i airσ  term needed in the PL calculation 

for the dual-frequency users.  Additionally, for an L2-L5 dual-frequency user, the optimal 

use of ionospheric corrections either from the WAAS or directly from the L2-L5 dual-

frequency receiver is required.  A summary of the new protection level calculation for dual-

frequency users is shown in Figure 7.2. 
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Figure 7.2:  Summary of the new WAAS protection level calculations for the dual-frequency users.  
The yellow highlighted portion shows the differences in comparison with the current WAAS 
protection level calculation. 
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7.1.2 SUSTAINED MULTI-FREQUENCY PERFORMANCE FOR AN 

AIRCRAFT DESCENDING INTO AN RFI FIELD 

This thesis developed three techniques based on current and future information available to 

aircraft for graceful reversion from dual to single frequency WAAS.  First, one can use the 

code-carrier divergence technique to continue ionospheric delay estimation.  This technique 

requires a reliable cycle slip detector.  Second, one can use the WAAS ionospheric threat 

model technique to bound the ionosphere error.  This technique requires an ionosphere 

storm detector.  This ionosphere storm detector is designed to listen to the new WAAS 

message indicating the presence of ionosphere storm.  Third, one can use the maximum 

ionospheric delay gradient model technique to estimate ionospheric delay during the 

ionosphere storm period.  This technique should only be used when there is no available 

ionosphere storm detector.  All of these techniques have the ability to provide good 

ionospheric delay estimation (better than using the WAAS grid) after the onset of RFI.   

Figure 7.3 shows the summary comparison of the VPL contours.  These VPL contours 

from the top to the bottom are in the order of VPL performance 9 minutes after losing a 

signal to RFI.  According to Figure 7.3, the best VPL performance is the use of the code 

and carrier divergence technique.  The next best VPL performance is the use of the WAAS 

ionosphere threat model technique.  The third best is the use of the maximum ionospheric 

delay gradient model technique.  The base line shown is the use of the WAAS grids.  

Therefore, all three techniques outperformed the use of the WAAS grid. 
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Code and Carrier Divergence Technique 

WAAS Iono. Threat Model Technique

Max. Iono. Delay Gradient Model Technique

WAAS grid  

Figure 7.3:  A summary comparison of the uses of all techniques 9 minutes after entering an RFI 
field.  These VPL contour plots are shown in the order of VPL performance from top to bottom.  All 
of the first three techniques outperform the WAAS grids. 
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The 9-minute final approach duration used in this thesis was derived from the final 

approach velocity of a general aviation (GA) aircraft, but these techniques are not limited 

to GA aircraft.  The final approach velocities of the commercial airliner are faster than the 

GA aircraft, so the final approach duration is shorter in time.  Therefore, these three 

techniques will perform better on the commercial airliners than on GA aircraft. 

7.1.3 PREDICTED THE FIRST THREE-FREQUENCY GPS/WAAS LPV 

COVERAGE IN CONUS 

This thesis first co-developed the MAAST, which implemented the real WMS algorithm.  

MAAST was intended as an efficient and effective tool for algorithm development and 

optimization.  It does not guarantee that we will see exactly the indicated level of 

availability at each location. In creating MAAST a number of assumptions were made.  

MAAST algorithms are for confidence bounding only; they do not model corrections.  

Furthermore, MAAST is strictly deterministic, and does not model asset failures in a 

probabilistic manner.  Despite these limitations, MAAST allows users to rapidly model 

availability and coverage and is valuable for WAAS algorithm research.  MAAST was 

modified to analyze all changes in the PL calculations considered in this thesis. 

A three-frequency GPS/WAAS user can take advantage of both the dual-frequency 

ionospheric delay estimation and frequency diversity in the presence of RFI.  Figure 7.4 

shows a summary of our MASST results.  As shown:  a three-frequency user, an L1-L5 and 

an L1-L2 dual-frequency user all have LPV precision approach services available 99.9% of 

the time over 100% of CONUS.  An L2-L5 user has 79.97% coverage, an L1-only user has 

97.58% coverage, an L2-only user has 58.34% coverage, and an L5-only user has 49.25% 

coverage.  For an L2-L5 dual-frequency user, the loss of coverage (in comparison with the 

other dual-frequency user cases) is due to the narrow frequency separation between the 

GPS L2 and L5 signals.  For the L2-only and the L5-only single-frequency users, the loss 

of coverage (in comparison with the L1-only single-frequency user) is due to the lower 

GPS frequency having larger ionospheric delay uncertainty. 
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7.1.4 DEVELOPED BAROMETRIC ALTIMETER CONFIDENCE MODEL 

This thesis quantified (analytically and experimentally) error bounds for a barometric 

altimeter.  In addition to the multi-frequency GPS and WAAS, this thesis also investigated 

the effect of using a barometric altimeter.  The analysis estimated the altitude from 

historical meteorological observation data collected at different locations in the CONUS.  

By comparing the estimated altitude with true altitude, altitude error data was generated. 

By applying statistical and linear estimation techniques to the altitude error data, a model 

for barometric altimeter confidence was developed. This barometric altimeter confidence 

model was evaluated via the historical worst-case meteorological observation data and the 

Stanford flight test data. 

This thesis developed barometric altimeter aiding to complement GPS navigation.  

MAAST was modified to include the barometric altimeter aiding, which was treated as a 

virtual satellite with known clock at the user location during the availability simulation.  

The MAAST simulation results showed that when combining the modernized GPS, the 

WAAS, and the barometric altimeter aiding, a three-frequency user, an L1-L5 and an L1-

L2 dual-frequency user all had LPV precision approach services available 99.9% of the 

time over 100% of CONUS.  An L2-L5 user has 99.42% coverage, L1-only user has 

99.19% coverage, an L2-only user has 92.63% coverage, and an L5-only user has 89.29% 

coverage.  Figure 7.4 shows the MAAST simulation results for a GPS/WAAS user with 

barometric altimeter aiding.   
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Without the baro-aiding With baro-aiding
 

Figure 7.4:  The summary of MAAST simulation results. 

 

To show the actual coverage of a dual-frequency user, the MAAST is modified to include 

all countries in North and South America.  Because of the memory limitation of the 

computer, the simulation configuration is also modified to use a 5-degree user grid and a 

300-second time step in comparison with the previous simulation configuration listed in 

Table 3.1.  The MAAST’s wider coverage results are shown in Figures 7.5 and 7.6.  Figure 

7.5 shows the wider coverage map for an L1-L2 dual-frequency user, and Figure 7.6 shows 

the wider coverage map for an L1-L5 dual-frequency user.  An L1-L2 dual-frequency user 

has LPV precision approach services available 99.9% of the time over 34.27% of North 

and South America, and an L1-L5 dual-frequency user has LPV precision approach 

services available 99.9% of the time over 34.94% of North and South America. 
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Figure 7.5:  Coverage of an L1-L2 dual-frequency GPS/WAAS user in North and South America is 
34.27% with VAL = 50m, HAL = 40m. 

 

 

Figure 7.6:  Coverage of an L1-L5 dual-frequency GPS/WAAS user in North and South America is 
34.94% with VAL = 50m, HAL = 40m. 
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7.2 RECOMMENDATIONS FOR FUTURE WORK 

This thesis showed the benefits of modernized GPS and WAAS.  Future research will be to 

build it and fly it.  The development of a three-frequency GPS receiver will investigate both 

the hardware and software aspects in advance of the availability of the second and third 

civil frequency signals.  There will be two prototype three-frequency platforms [Akos].  

The first option is to construct a transmitter, channel model, and receiver for laboratory-

based experimentation.  The second option is to locate an existing satellite broadcasting on 

three frequencies using a common clock. 

7.3 CLOSING REMARKS 

The Global Navigation Satellite System (GNSS) will be the primary-means aircraft 

navigation system.  GPS modernization and WAAS will further enhance the accuracy, 

integrity and availability of this system.  This research developed new algorithms for using 

a modernized three-frequency (L1, L2, and L5) GPS/WAAS receiver and a barometric 

altimeter, that is robust to bad weather, disturbed ionosphere, and radio frequency 

interference.  The research allows users to operate longer and with significantly greater 

availability in the presence of these threats versus single-frequency GPS/WAAS. 

 



 

Appendix AEquation Section  1 

 

Using GPS to Synthesize a Large Antenna Aperture 

Comprised of Mobile Antenna Elements 

A.1 INTRODUCTION 

This chapter presents a design for a transmitting antenna array comprised of mobile 

antenna elements [HansenR] [Gerlach], where GPS is used to estimate the current location 

and velocity of those elements.  GPS is also used to synchronize the clocks carried by the 

elements.  With this information, a central algorithm can control the phase of the radio 

signal radiated from each element so that the multiple signals add constructively at the 

desired receiving site.  The algorithm can also control the elemental phases to cause 

destructive interference at any undesired receiving site.  In this way, GPS is used to 

synthesize an antenna aperture larger than any single robot or human could carry.  This 

enhanced system is able to communicate over longer distances and has the capability to 

avoid communication to undesired listeners. 

To evaluate the results, the GPS-based array is compared to a more conventional adaptive 

antenna array [Compton] [Nicolau] [Tsunami] [Widrow67].  The latter array uses signal 

strength measurement feedback from the desired receiving direction and the undesired 
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receiving direction.  This conventional approach will be our baseline to evaluate the 

efficacy of GPS.  When some of the mobile antenna elements are not reporting GPS, the 

two algorithms will be combined. 

A.2 ASSUMPTIONS AND CONFIGURATION 

This analysis assumes that the distributed antenna array includes a finite number of mobile 

antenna elements, as shown in Figure A.1.  Each of these will include a radiating element 

operating at a single common frequency, a GPS receiver, a means to communicate GPS 

information back to a central processor, and a means to control the phase of the radiated 

signal.  The network is also aware of the bearings to a desired receiving site and an 

undesired receiving site. 

Undesired receiver

Desired receiver

Mobile Element 1

Mobile Element 2

Mobile Element 3
COMM signals

GPS signals

GPS satellite

 

Figure A.1:  Configuration. 

 

The central processor processes the received GPS measurements and estimates the relative 

position of the mobile antenna elements.  The central processor also controls the phase of 

the signal radiated from each element.  The control commands enable the signals from the 

individual mobiles to combine so that the desired pattern is achieved. 
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Several control algorithms are illustrated in this analysis.  They are divided into three 

categories. 

Signal Strength Feedback Only:  A closed loop control algorithm based solely on signal 

strength measurement feedback without using GPS positioning.  This technique most 

closely resembles the conventional use of an adaptive antenna array [Compton] [Nicolau] 

[Tsunami] [Widrow67].  The conventional array will be our baseline to evaluate the 

efficacy of our GPS-based array, as shown in Figure A.2. 

GPS Positioning Only:  An open loop control algorithm using GPS positioning without 

applying signal strength measurement feedback.  This technique was designed to control 

the phases of the signal from the mobile antenna elements, as shown in Figure A.3. 

GPS Positioning and Signal Strength Feedback: A closed loop control algorithm 

combining GPS positioning and signal strength measurement feedback. This is a new 

technique to control the mobile antenna elements, as shown in Figure A.4. 

This combination is used to mitigate GPS position errors and timing errors, or the absence 

of GPS measurements from some of the mobile antenna elements. 
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Figure A.2:  Two cases:  Feedback from the desired direction only and feedback from the desired 
and undesired directions. 
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Figure A.3:  Using GPS positioning only (open loop), no feedback from the desired or undesired 
directions. 
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Figure A.4:  GPS and feedback from the desired direction, GPS and feedback from the desired and 
undesired directions, partial GPS and feedback from the desired direction. 

 

The evaluation of the different control algorithms is based on the following three 

performance goals: 

• Maximizing the directivity of the combined signal toward the desired receiver. 

• Maximizing the SIR, S
I

 
 
 

, where S is the field strength at the desired receiving 

location, and I is the field strength at the undesired receiving location. 
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• Finding the positions of the mobile antenna elements. 

The evaluations will be based on computer simulation of an example with eight mobile 

antenna elements. 

A.3 BASICS OF ANTENNA ARRAYS 

This analysis presents a potentially simpler scheme using GPS for obtaining antenna gain 

with an array of mobile antenna elements.  Therefore, this analysis makes the following 

assumptions. 

• After a radio wavefront has left the transmitting antenna, its power density is 

independent of azimuth, and so we neglect any complexity in the radio propagation 

environment.  Despite the diffraction, refraction and multiple reflections, the 

propagation environment can be represented as a linear system. 

• All mobile antenna elements are identical and each is a point source of radiation. 

• Far field observation gives us a simple geometric interpretation, “parallel ray 

approximation” [Kraus]. It is a good approximation for radiation calculations, and each 

mobile antenna element is considered as a point source based on this assumption. 

The signal vector X of the mobile antenna elements is 
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where, 
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Ai is radiation amplitude of each mobile element.  This is a function of the distance 

and elevation of the mobile antenna element.  This analysis lets Ai = 1, which 

implies that isotropic antennae are considered. 

φi is radiation phase of each mobile element 

i is 1,2,3,……n, number of mobile elements 

The weight vector W of the phase commands can be represented as 



























⋅
⋅
⋅

=



























⋅
⋅
⋅

=

n
j

j

j

w

w
w

e

e
e

W

n

2

1

)(

)(

)(

2

1

θ

θ

θ

                                                 (A.2) 

where, 

θi is designed phase for each mobile element 

i is 1,2,3,……n, number of mobile elements 

The combined radiation signal field Y is 

TY W X=                                                          (A.3) 

The difference between the measurements and the desired signal field forms the error 

signal ε: 

rA Yε = −                                                         (A.4) 

where, 

rA  is desired signal pattern 
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As shown in Figure A.5, the weight update equation of the least mean square (LMS) 

adaptive algorithm is [Widrow85] 

( ) ( ) ( )*1 2W j W j Xµε+ = +                                          (A.5) 

where, 

µ is adaptive coefficient 

W(j) is weight vector before adaptation 

W(j+1) is weight vector after adaptation 

Initial weight  vector

Desired signal
Ar

Measurement
y = Σ(WTX)

Innovation
ε = Ar-y

Measurement update
Wi+1 = Wi +2µ ε(X*)

µ = 0.001; adapt step size

jstep =jstep+1

 

Figure A.5:  Block diagram for the least mean square (LMS) adaptive algorithm [Widrow85]. 

 

A.4 SIGNAL STRENGTH MEASUREMENT FEEDBACK ONLY - NO GPS 

This section does not use GPS.  The control concept of this section is the closest to the 

conventional adaptive antenna and assumes signal strength feedback from the desired 

direction [Compton] [Nicolau] [Tsunami] [Widrow67].  This analysis considers two 

systems: one with signal strength feedback from the desired direction only and the other 
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with signal strength feedback from the desired and undesired directions.  As shown in 

Figure A.6, an example antenna array used in this section includes eight mobile antenna 

elements, a desired receiving site, and an undesired receiving site. 

For the first system, the only signal strength measurement feedback was from the desired 

receiving direction.  The central processor based on the least mean square (LMS) adaptive 

algorithm compares this measured field strength to the desired field strength.  The resulting 

commands cause the signals from the individual mobiles to combine so that an 

approximation of the desired field strength is achieved.  This fulfills the first performance 

goal, as shown in Figure A.7.  However, this system will not be guaranteed to reduce the 

field strength in the undesired receiving direction because it does not have a measurement 

from that direction.  Consequently, it fails the second performance goal.  The third 

performance goal of positioning cannot be met because the central processor uses the phase 

control command to calculate the positions of the mobile antenna elements, but fails to do 

so because of the wavelength ambiguity.  As shown in Figure A.8, the resulting position 

solutions are one wavelength apart, and thus we cannot distinguish which one of them is 

the true position solution. 

The second system installs another signal strength sensor on one of the mobile elements to 

measure the field strength in the direction of the undesired receiving site.  With this 

measurement feedback and the one from the desired receiving direction, the central 

processor using the least mean square (LMS) adaptive algorithm will be able to maximize 

the SIR.  This additional sensor helps us achieve the second performance goal, as shown in 

Figure A.9, but it does not enable accurate positioning of the mobile antenna elements. 

The systems in this section are the performance baseline and are summarized in Table A.1.  

In the following section, this analysis will show that GPS improves the performance of the 

network of the mobile antenna elements relative to this baseline. 
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Figure A.6:  An example of mobile antenna elements used for evaluation and comparison. 
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Figure A.7:  Result for the signal strength measurement feedback from the desired receiving 
direction only. 
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Figure A.8:  Position solution for using signal strength feedback only without using GPS positioning. 
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Figure A.9:  Result for the feedback from the desired and undesired receiving directions. 
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FailedAchievedAchieved
Feedback from desired 
and undesired receiving 

direction

FailedFailedAchievedFeedback from desired 
receiving site only

Positioning of the 
mobile antenna 

elements
Maximizing the SIR

Maximizing the 
directivity toward 

desired receiving site

FailedAchievedAchieved
Feedback from desired 
and undesired receiving 

direction

FailedFailedAchievedFeedback from desired 
receiving site only

Positioning of the 
mobile antenna 

elements
Maximizing the SIR

Maximizing the 
directivity toward 

desired receiving site

 

Table A.1:  Summary for using signal strength feedback only 

 

A.5 GPS POSITIONING WITHOUT SIGNAL STRENGTH MEASUREMENT 

FEEDBACK 

In this section, signal strength measurement feedback is assumed to be unavailable, and as 

a result, GPS positioning is the only data available to achieve the performance goals. 

The first goal is to maximize the signal strength at the desired receiving site only.  GPS is 

used to estimate the current locations of the mobile antenna elements.  With this 

information, the central processor controls the phase of the radio signal radiated from each 

mobile so that the multiple signals add constructively at the desired receiving location.  

Control is based on the differences of the distances from the mobile antenna elements to the 

desired receiving site. 

Let one of the mobile antenna elements be the master element, and the others be slave 

elements. The distance difference di is defined as: 

i slave masterd d d= −                                                    (A.6) 

where, 
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di is distance difference 

dslave is distance from the slave elements to the receivers 

dmaster is distance from the master elements to the receivers 

i is 1,2,3,…..,n, number of mobile antenna elements 

The relation between the phase control commands and the distance differences is 

2 i
i

dπθ
λ

=                                                          (A.7) 

where, 

θi is phase command for mobile antenna element 

λ is operation wavelength 

i is 1,2,3,…..,n, number of mobile antenna elements 

Now, the weight vector of the phase commands can be written as: 
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The combined signal, Y, radiated in the field is 

TY W X=                                                          (A.9) 



 

 

202

The directivity will be maximized in the desired receiving direction by using this control 

algorithm.  The first performance goal is achieved, and an example is shown in Figure A.10.  

However, we cannot achieve the second goal with this control algorithm.  

A similar goal may be to maximize the signal strength toward an undesired receiving 

direction and to use this signal to spoof the receiver – to send a false signal.  The central 

processor can generate another weight vector based on the same control algorithm in order 

to generate the spoofing signal toward the undesired receiving direction, as shown in 

Figure A.11.  Since GPS provides the locations of the mobile antenna elements, the third 

performance goal is also achieved. 
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Figure A.10:  Result for using GPS positioning only, no signal strength feedback from the desired or 
undesired direction. 
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Figure A.11:  Result for using GPS positioning only, sending the spoofing signal in an arbitrary 
direction. 

 

The second goal is to maximize SIR and to aim the maximum directivity toward the desired 

receiving direction. These two objectives might conflict with each other. The cost function 

we define is 

( ) ( )( )1 2Max F SIR F Directivity+                                     (A.10) 

The compromise of these two objectives gives the optimal solution of the cost function.  As 

shown in Figure A.12, the maximum directivity is not exactly toward the desired receiving 

location, because the objective is to maximize SIR.  This is the result of the computer 

numerical optimal solution of the cost function.  The second and third performance goals 

are achieved by using GPS positioning with the cost function we defined. 
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Figure A.12:  Result for using GPS positioning and the cost function (A.10). 

 

AchievedAchievedAchievedGPS and the cost 
function (A.10)

AchievedFailedAchievedGPS only

Positioning of the 
mobile antenna 

elements
Maximizing the SIR

Maximizing the 
directivity toward 

desired receiving site

AchievedAchievedAchievedGPS and the cost 
function (A.10)

AchievedFailedAchievedGPS only

Positioning of the 
mobile antenna 

elements
Maximizing the SIR

Maximizing the 
directivity toward 

desired receiving site

 

Table A.2:  Summary for using GPS positioning only 
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A.6 COMBINED GPS POSITIONING AND SIGNAL STRENGTH 

MEASUREMENT FEEDBACK 

While all three goals can be achieved with GPS positioning alone.  This section shows how 

performance can be improved by combining GPS positioning and signal strength 

measurement feedback.  It also anticipates the next section, which discusses the use of 

signal strength measurement feedback to recover from partial GPS outages. 

The example network used in this section includes eight mobile antenna elements, a desired 

receiving site, and an undesired receiving site: an example is shown in Figure A.6.  The 

different examples use different sources of field strength measurements.  This section also 

discusses the position and timing errors of GPS. 

Recall that the first goal is to maximize the directivity toward the desired receiving 

direction.  Based on the combined algorithms, this goal is achieved, as shown in Figure 

A.13.  This result is the same as the result for using GPS positioning alone or using signal 

strength measurement feedback alone. 

With respect to the second goal, this section is different from the section using signal 

strength measurement feedback alone.  The section with signal strength measurement 

feedback alone uses random equal weight values as an initial condition to begin the 

adaptive process.  With the combined GPS positioning and signal strength measurement 

feedback, the adaptive process used weight values that achieve the first performance goal 

by using GPS positioning only as the initial condition.  This condition helped speed up 

convergence and avoided the divergence of the adaptation.  The algorithm combining GPS 

positioning and signal strength measurement feedback gives the better result: SIR = 15.3dB, 

as shown in Figure A.14.  The resulting SIR for using GPS positioning alone is 14.7dB, and 

the resulting SIR for using signal strength measurement feedback alone is 9.2dB.  This is 

the advantage of combining GPS positioning and signal strength measurement feedback. 

The third goal is to locate the positions of the mobile antenna elements.  GPS provides the 

information that lets the central processor determine those mobile antenna elements’ 

locations. 
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When GPS position error and timing error are present, the phase commands of the central 

processor are not the same as those of the mobile antenna elements required to form a 

desired signal pattern.  As a result, larger GPS errors cause worse performance of the 

mobile antenna elements, as shown in Figures A.15, A.16, and A.17.  Based on the 

sensitivity analysis between GPS errors and system performance, the analysis can decide 

what kind of GPS is needed to fulfill the specific performance, as shown in Figures A.18, 

A.19, A.20, and A.21. For example, if the operation frequency is 30 MHz and there is 3dB 

loss in the directivity (Figure A.15), it means that the directivity is reduced from 8 to 4, and 

the corresponding position error is 16% of wavelength which is 1.6 meters under this 

operating frequency.  According to Figure A.18, the system is then required to use Local 

Area Code GPS to satisfy the performance requirement. 
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Figure A.13:  Result for using GPS positioning and signal strength feedback from the desired 
receiving direction only. 
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Figure A.14:  Result for using GPS positioning and signal strength feedback from the desired and 
undesired directions. 
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directions
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mobile antenna 
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desired receiving site

 

Table A.3:  Summary for using GPS positioning and signal strength feedback 
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Figure A.15:  Sensitivity analysis, directivity, using GPS positioning only; the desired receiving site is 
the only destination. 

 

 

Figure A.16:  Sensitivity analysis, SIR, using GPS positioning only. 
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Figure A.17:  Sensitivity analysis, SIR, combined GPS positioning and signal strength feedback. 
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Figure A.18:  System requirement for using GPS positioning only; the desired receiving site is the 
only destination. 
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Figure A.19:  System requirement for using GPS positioning only. 
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Figure A.20:  System requirement for using GPS positioning and signal strength feedback. 
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Figure A.21:  Comparison of system requirements: using GPS positioning only and using GPS 
positioning and signal strength feedback. 

 

A.7 PARTIAL GPS 

The system has redundant sensor information: some are based on GPS positioning and the 

rest are based on signal strength measurement feedback.  Each of these sensors can be the 

backup system for the other.  For example, when the signal strength measurement link is 

lost, the system using GPS positioning can sustain the overall function.  Or when GPS 

outages occur, the system using signal strength measurement feedback can maintain the 

mission. 

The systems discussed in this analysis can be found when multiple mobiles are deployed in 

a remote and possibly hostile area.  Even if one of the mobiles were lost, the control 

concept would enable the survivors to sustain most of the mission objectives.  This section 

will discuss the situation where some of the mobile antenna elements are not reporting GPS.  

When some of the mobile antenna elements are not reporting GPS, the signal strength 

measurement feedback will sustain the function controlling the phase of the remaining 
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mobile antenna elements such that the multiple signals add constructively at the desired 

receiving location and destructively at the undesired receiving location.  The first and 

second performance goals are thereby achieved, as shown in Figures A.22a and A.23a.  

However, the mobile antenna elements that are not reporting GPS will not be able to 

determine their position, because of the wavelength ambiguity, as shown in Figures A.22b 

and A.23b.  As a result, the system cannot fully meet the third performance goal.  

As shown in Figure A.24, this analysis assumes that the system cannot control the mobile 

antenna elements which are not reporting GPS. This is the worst performance of this 

network system.  The resulting SIR of mobile antenna elements, in the case where one of 

them is not reporting GPS, is 14.6 dB.  The resulting SIR of the previous section that 

combined GPS positioning and signal strength measurement feedback is 15.3 dB.  The 

resulting SIR of the mobile antenna elements for two of them not reporting GPS is 11.0 dB.  

The resulting SIR of mobile antenna elements using signal strength measurement feedback 

is only 9.2 dB.  As a result, the system combining GPS positioning and signal strength 

measurement feedback is better than the system using signal strength measurement 

feedback only, even if the system combining GPS positioning and signal strength 

measurement feedback has fewer mobile antenna elements than the one using signal 

strength measurement feedback only.  This is another advantage of using GPS positioning 

in the networks of mobile antenna elements. 
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Figure A.22a:  Beam solution when one of the mobile antenna elements is not reporting GPS. 
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Figure A.22b:  Position solution when one of the mobile antenna elements is not reporting GPS. 
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Figure A.23a:  Beam solution when two of the mobile antenna elements are not reporting GPS. 
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Figure A.23b:  Position solution when two of the mobile antenna elements are not reporting GPS. 
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Figure A.24:  Performance result for when some of the mobile antenna elements are not reporting 
GPS. 

 

A.8 CONCLUSIONS 

There are two advantages for using GPS.  One advantage is that GPS provides better initial 

conditions for the adaptive process, which helps speed up convergence and avoids the 

divergence of the adaptation.  The other advantage is that the system combining GPS 

positioning and signal strength measurement feedback provides better performance than the 

system with signal strength measurement feedback alone [Jan00].  

When GPS position and timing errors are present, several GPS systems such as Local Area 

Code GPS or Differential Carrier Phase GPS can allow us to remove the effect of these 

measurement errors to satisfy the required performance. 

As shown in Table A.4, the control algorithms presented in this paper can be applied to 

processing the output of the individual mobile antenna elements in the network.  The 

techniques with GPS positioning successfully achieved all the performance goals. 
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Achieved
AchievedAchieved

Combined GPS and adaptation, 
measurement feedback from the 
desired and undesired receiving 

directions

AchievedFailedAchieved
Combined GPS and adaptation, 
measurement feedback from the 

desired receiving site

AchievedAchievedAchievedGPS and the cost function (A.10)

AchievedFailedAchievedGPS only

FailedAchievedAchievedFeedback from desired and 
undesired receiving direction

FailedFailedAchievedFeedback from desired receiving 
site only

Positioning of the mobile antenna 
elementsMaximizing the SIRMaximizing the directivity 

toward desired receiving site

Achieved
AchievedAchieved

Combined GPS and adaptation, 
measurement feedback from the 
desired and undesired receiving 

directions

AchievedFailedAchieved
Combined GPS and adaptation, 
measurement feedback from the 

desired receiving site

AchievedAchievedAchievedGPS and the cost function (A.10)

AchievedFailedAchievedGPS only

FailedAchievedAchievedFeedback from desired and 
undesired receiving direction

FailedFailedAchievedFeedback from desired receiving 
site only

Positioning of the mobile antenna 
elementsMaximizing the SIRMaximizing the directivity 

toward desired receiving site

 

Table A.4:  Summary 

 

Future work will seek control strategies that can be applied to networks of mobile elements.  

Each mobile element will have two functions: sensing and communication.  These two 

functions might conflict with each other.  As a result, the control strategies should be 

energy-efficient, able to adapt to changes in the environment or mission, and robust to the 

failure of one or more of the mobile elements.  In order to accomplish these goals, the 

controllers may use position and time information from GPS.  Eventually new control 

strategies that are fault-tolerant, energy-efficient and adaptive will be built to control 

networks of mobile sensors. 

 



 

Appendix BEquation Section  2 

 

Finding Electromagnetic Interference (EMI) Sources to 

GPS Using a Network of Sensors 

B.1 INTRODUCTION 

This chapter studies the use of a terrestrial and/or airborne sensor network to estimate the 

location of electromagnetic interference (EMI) sources.  Radio systems play an increasing 

role in our military and civilian infrastructure, and many of these systems are vulnerable to 

accidental and malevolent EMI attack.  Malevolent EMI attack on civil aircraft would not 

be new, and will probably increase in our society where computer hacking has become a 

pastime for malcontents.  A rapid interference finding capability is needed to protect these 

systems and mitigate the threat.  

This research assumes an EMI attack on GPS aircraft operations.  However, the results 

presented in this research have broader applicability.  GPS is a space-to-earth signal and the 

received signal power is -160 dBW.  This low power level makes GPS highly susceptible 

to interference.  It presently serves around 10 million users in sea, air, terrestrial, and space 

applications.  Many of these applications are safety-of-life operations.  For example, GPS is 

used to guide ships while approaching harbor and navigating within narrow waterways. 
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GPS also provides guidance in terrestrial emergency applications, such as ambulances and 

police cars, while they conduct their critical missions.  In addition, GPS serves many 

aviation applications including the most demanding phase of flight – aircraft approach and 

landing.  Most aircraft approach operations allow no more than one missed approach per 

100,000 landings.  Today, radio frequency interference is the single greatest threat to this 

continuity of service.  The conclusion of the GPS Risk Assessment Study by the Applied 

Physics Laboratory at the Johns Hopkins University reads: “the only GPS risks that proved 

significant are interference and ionosphere propagation effects” [APL]. 

This work is organized as follows.  Section B.2 discusses the prior work in this area.  The 

basics of EMI source position estimation are summarized in Section B.3.  Section B.4 will 

explain the configurations and assumptions of this work, which uses a network of sensors. 

Two kinds of sensors are considered.  Examples and results are also given in Section B.4.  

Section B.5 presents a summary and concluding remarks. 

B.2 PRIOR ART 

This section discusses a GPS Interference Source Location and Avoidance System which 

was developed by the U.S. DOT Volpe National Transportation Systems Center [Winer].  

This system is called the Aircraft RFI Localization and Avoidance System (ARLAS), and 

uses a GPS antenna mounted on the top of an aircraft to detect the location of interference.  

As shown in Figure B.1, their work for determining the direction of a GPS interference 

source from an aircraft (ARLAS) exploits the vertical gain pattern of the aircraft’s top-

mounted GPS antenna.  The signal-to-noise ratio (SNR) received at the top-mounted GPS 

antenna can be calculated by the GPS receiver and the different values of roll, pitch, and 

heading which are measured by the aircraft gyroscopes.  When the aircraft is banked, the 

antenna illuminates some area on the ground and obscures others.  When the aircraft flies a 

tight circle, it can scan the ground and obtain data to estimate the direction to an 

interference source. 



 

 

220

EMI Source

Aircraft

Antenna Beam Pattern

 

Figure B.1:  The work of the Volpe National Transportation Systems Center.  When the aircraft is 
banked, the antenna illuminates some areas on the ground and obscures others [Winer]. 

 

The DOT Volpe center flight tested the ARLAS concept in March 1999.  This system 

could not determine the interference’s bearing with sufficient reliability to validate the 

approach.  Performance was limited because the ARLAS could not collect sufficient 

bearing measurement samples simultaneously.  Moreover, pilots dislike the observation 

maneuvers required for this bearings-only tracking system because the ARLAS requires 

multiple turns for normal operation. 

Based on the results of the DOT Volpe center flight test, this research proposes the use of 

sensor networks to estimate the location of electromagnetic interference (EMI) sources. 

The network of distributed sensors has several advantages.  First, this analysis can place the 

sensors to give good performance for any interferers near the airport.  Secondly, an optimal 

observer maneuver is not required because the requisite geometric diversity of 

measurements can be achieved by proper location of the network of distributed sensors.  In 

this research, a terrestrial network is preferable, but the analysis is also applicable to 

airborne sensors which could be used to augment the ground network. 
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B.3 BASCIS OF POSITION ESTIMATION 

The concept of locating a stationary EMI source from passive measurements can be found 

in a wide variety of radar and sonar publications [Becker] [Brown] [Winer] [Wohlfiel].  

The location of an EMI source can be estimated either by a network of distributed sensors 

or by a single sensor.  There are at least two methods to estimate the emitter location.  The 

conventional method is based on different bearing measurements at different points along 

the sensor trajectory.  The other method is to measure the Doppler shift of the EMI source 

frequency caused by the relative motion between the sensor and the EMI source. 
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Figure B.2:  An example two-dimensional geometry of the sensor and the EMI source. 

 

As shown in Figure B.2, ( ),e ex y  is the unknown two-dimensional position of the 

stationary EMI source, ( ),i ix y  is the known sensor position at the ith epoch.  The velocity 

of the sensor is ( ),i i iv x y= � � , and iγ is the noise-free bearing measurement to the EMI 

source relative to the velocity vector of the sensor.  This analysis assumes that if  is the 

Doppler shifted but noise-free signal frequency at the ith measurement point along the 

sensor trajectory, c  is the speed of light, and 0f  is the transmitted signal frequency. The 

relations between these parameters are 
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( ) ( ) ( )
( )

1 1

22 2 2
cos cos

( )
i e i i e i i e i

i
i e i i i e i e i

v r r x x x y y y
v r r x y x x y y

γ − −
  ⋅ − ⋅ − + ⋅ − = =   ⋅ −  + ⋅ − + − 
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� �
           (B.1) 

and 

( ) ( ) ( )
( ) ( )

0 0
0 0 2 2

i e i i e i i e i
i

e i e i e i

v r r x x x y y yf ff f f
c r r c x x y y

⋅ − ⋅ − + ⋅ −
= + ⋅ = + ⋅

− − + −

� �
                (B.2) 

With additive noise, either observation equation can be written as 

( )m a nϕ ϕ= +                                                      (B.3) 

where, 

mϕ  is the measured bearing or frequency 

( )aϕ  is the true (noise free) bearing or frequency 

e
B

e

x
a

y
 

=  
 

 for bearing measurements 

0

F e

e

f
a x

y

 
 =  
  

 for frequency measurements 

n  are measurement errors 

If the EMI transmitted frequency is unknown, 0f  will need to be estimated as well.  This is 

why Fa  includes 0f .  The measurement noise, n , is assumed to be zero mean 

[ ]( )[ ] 0B FE n E n= =  with a normal probability distribution, and the measurements are 

independent of each other.  Therefore, the variances are independent of the measurement 

points and the covariance matrices for this two dimensional example are 
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[( [ ])( [ ]) ]T
B B B B BN E n E n n E n= − −  

( ) ( ) 2[ ] 0, 0,B B B Bij ii
E n N N σ= = =∵  
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T B
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σ
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[( [ ])( [ ]) ]T
F F F F FN E n E n n E n= − −  

( ) ( ) 2[ ] 0, 0,F F F Fij ii
E n N N σ= = =∵  
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0
[( )( ) ]

0
T F

F F F
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N E n n
σ

σ
 

⇒ = =  
 

 

where, the subscript B is for bearing measurements, and the subscript F is for frequency 

measurements.  This analysis assumes that the measurement noise follows a Gaussian 

distribution.  As a result, we can write the conditional probability distribution of the 

measurements as follows 

( )
( )( )2

/ 2
1

1 1exp
22 det

mM
i im

M
i ii

a
p a

NN

ϕ ϕ
ϕ

π =

 − = −
 
 

∑                    (B.4) 

The Cramer-Rao inequality provides a lower bound on the estimation accuracy [Van Trees]. 

We define the estimation error as 

( )ma a aϕ
∧ ∧

∆ = −                                                     (B.5) 

where,  

a
∧

∆  is estimation error 
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( )ma ϕ
∧

 is the unbiased estimate of a 

The covariance matrix of the estimation error, C , is bounded by the inverse of the Fisher 

Information Matrix, J .  Specifically, 1C J −≥ , where 

2 ln m

kl
k l

p a
J E

a a
ϕ ∂

 = −
∂ ∂  

 

The covariance matrix can be represented geometrically in the space as an ellipse that 

bounds the estimation errors. That is,  

1
T

a C a κ
∧ ∧

−∆ ∆ =                                                      (B.6) 

where, κ  is a constant which determines the size of the ellipse. 

From 1C J −≥ , we can rewrite (B.6) as 

T

a J a κ
∧ ∧

∆ ∆ =                                                       (B.7) 

2

1

T n

i i
i

a J a λξ κ
∧ ∧

=

∆ ∆ = =∑                                               (B.8) 

where,  

iλ  are the eigenvalues of J  

iξ  are the corresponding eigenvectors 

The size and orientation of the error ellipse can be described in terms of the eigenvalues 

( )iλ  and the eigenvectors ( )iξ  of the Fisher Information Matrix.  If iλ  is zero, then the 
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length of the semiaxes of the ellipse is infinite.  That means it is an unobserved state. If iλ  

is not zero, then the length of the semiaxes of the ellipse are 
i

κ
λ . 

To derive the elements of the Fisher Information Matrix, we take the logarithm and 

differentiate 

2

1

ln 1
m M

i i
kl

ik l ii k l

p a
J E

a a N a a
ϕ ϕ ϕ

=

 ∂ ∂ ∂
 = − = ⋅ ⋅

∂ ∂ ∂ ∂  
∑                             (B.9) 

Rewriting in matrix form 

( )
1

1M
T

a i a i
i ii

J
N

ϕ ϕ
=

= ∇ ∇∑                                             (B.10) 

where, 

a∇  is the gradient with respect to a  

,
B

T

a
e ex y

 ∂ ∂
∇ =  ∂ ∂ 

for bearing measurements 

0

, ,
F

T

a
e ef x y

 ∂ ∂ ∂
∇ =  ∂ ∂ ∂ 

 for frequency measurements 

For bearing measurements, we get 

2
1,

B

T
i ei i

a i
e ie e e i

y y
x xx y r r

γ γγ
−   ∂ ∂
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For frequency measurements, we get 
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     (B.12) 

This analysis gives two examples to illustrate the single measurement case.  Figure B.3 

shows the initial sensor position and the EMI source position. 
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Figure B.3:  A two-dimensional geometry example of the sensor and the EMI source. 

 

B.3.1 SINGLE BEARING MEASUREMENT EXAMPLE 

From Equation (B.10), we can derive the Fisher Information Matrix as 

( )2

1
B B

B

T

a aJ γ γ
σ

= ⋅∇ ∇                                              (B.13) 

From Figure B.3, we can compute (B.11) to get 
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Substituting (B.13) into (B.14) yields 

2 2

0 01
0 1
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The eigenvalues and the corresponding eigenvectors of J  are 
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                                                       (B.16) 

Then calculate the length of the semiaxes 

1

2
2

d

d κ
λ

= ∞

=
                                                       (B.17) 

The result of this example is shown in Figure B.4.  It is a strip in the line of sight direction 

with 2d2 width.  The multiple measurements case can be interpreted as the result of the 

intersection of several such individual strips. 
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Figure B.4:  The result of the single bearing measurement example. 

 

B.3.2 SINGLE FREQUENCY MEASUREMENT EXAMPLE 

If the sensor in Figure B.2 uses frequency measurements instead of bearing measurements, 

this analysis then derives the Fisher Information Matrix from Equation (B.10) as follows 

2

1 ( )
F F

T
a a

F

J f f
σ

= ⋅∇ ∇                                             (B.18) 

Based on Figure B.2, one can calculate (B.11) and get 
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Then substitute (B.18) into (B.19), to obtain the Fisher Information Matrix 
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The eigenvalues and the corresponding eigenvectors of J  are 
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Then compute the length of the semiaxes 
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The result is shown in Figure B.5.  It is a disk in the position and frequency space.  Figure 

B.5 plots the projection on the f̂ y−  plane.  The angle θ  between the eigenvector 1ξ  and 

the line of sight can be computed from Equation (B.22).  
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Figure B.5:  The result of the single frequency measurement example. 

 

The results of the previous two examples can be used to predict positioning accuracy for a 

system that uses multiple sensors or one moving sensor, as shown in Figure B.6.  The 

smaller area of intersection of the strips gives the better bearing tracking performance. 

Figure B.7 shows that the optimal observer maneuver is required for the better tracking 

performance. 
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Figure B.6:  Three sufficient measurements are required to locate the EMI source. 
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Figure B.7:  The optimal observer maneuver is required for better tracking performance. 
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B.4 NETWORK OF SENSORS 

This section characterizes the performance of a network of distributed sensors with respect 

to the following parameters: number of sensors, distance between sensors and interference 

source, separation of the sensors, and geometry of the sensors.  An example network of 

sensors is shown in Figure B.8. 
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Figure B.8:  An example of a network of sensors. 

 

B.4.1 MULTIPLICITY OF SENSORS AND SENSOR SPAN 

The first example investigates the relation between bearing tracking performance and the 

number of sensors.  This example considers two networks, one with three sensors, and the 

other with seven sensors.  The separations of the sensors are the same in both systems, and 

the seven sensor system spans triple the distance.  These networks are shown in Figure B.9.  

The bearing tracking performance (accuracy) of the network system with seven sensors is 

better than that of the network system with three sensors because the span of the network 

system with seven sensors is triple that of the smaller network. 



 

 

233

-50 0 50 100 150 200

-150

-100

-50

0

50

100

150

Distance

D
is

ta
nc

e

-50 0 50 100 150 200

-150

-100

-50

0

50

100

150

Distance

D
is

ta
nc

e

 

Figure B.9:  Comparison of system with different numbers of sensors.  The bearing tracking 
performance of the network system with seven sensors (right) is better than that of the network 
system with three sensors (left). 

 

B.4.2 DISTANCE FROM SENSORS TO EMI SOURCE 

The second example investigates how the distances between the EMI source and the 

sensors can affect the bearing tracking performance.  This example also has two systems, 

and both systems are five sensor networks.  The distance from the EMI source to the first 

network of sensors is 1 4  of the distance from the same EMI source to the second network 

of sensors.  The separations of the sensors are equal.  The bearing tracking performance of 

the nearby network system is better than the performance of the distant network system. 

The larger geometric diversity of the nearby network gives the better bearing tracking 

performance.  The result is shown in Figure B.10. 
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Figure B.10:  Comparison of systems varying distances from an EMI source.  The system which is 
near the EMI source gives the better bearing tracking performance because of the larger geometric 
diversity. 

 

B.4.3 SENSOR SEPARATION 

The third example tests the separations of the sensor.  The results are shown in Figure B.11.  

As expected, the network with the larger span gives the better bearing tracking 

performance.  This is also the reason why the conventional bearing-only tracking systems 

require maneuvers.  These systems require bearing measurements over a long span of 

distance.  The approach of this research only needs to make sure that the separations of 

sensors are large enough to fulfill certain performance requirements.  This is an advantage 

to this type of approach because no optimal maneuver is needed. 
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Figure B.11:  Comparison of different separations of the sensors.  The larger the geometric diversity 
of the network of sensors the better bearing tracking performance. 
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Figure B.12:  Comparison of different geometries of the sensors.  The smaller area of the intersection 
of the ellipses gives the better bearing tracking performance. 

 

B.4.4 SENSOR FAILURE 

The fourth example illustrates how the geometry of the distributed sensors can improve the 

bearing tracking performance.  It also shows the design of networks that is robust to sensor 

failures.  As shown in Figure B.12, the left-hand network of sensors is distributed in a 

straight line, and the right-hand network of sensors is distributed in a triangular shape.  The 

right-hand network system has greater geometric diversity than the left-hand network 
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system.  Therefore, the right-hand network of sensors gives the better bearing tracking 

performance.  The result of this example suggested that one might be able to maintain the 

bearing tracking performance when some of the sensors failed by moving existing sensors 

to form the better geometry.  For instance, one can remove a sensor on the top of the EMI 

source from the right-hand network system in Figure B.12, and get the same bearing 

tracking performance as before.  That is, when one of the sensors in the left-hand network 

has failed, one can move the two existing sensors to be in the geometry of the right-hand 

network system to maintain bearing tracking performance.  Actually, this performance is 

better than the original system, as shown in Figure B.13.  As shown, the network is robust 

to sensor failures. 
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Figure B.13:  An example of the network system in the presence of sensor failures.  We can maintain 
the bearing tracking performance when some of the sensors fail by moving existing sensors to form 
the better geometry. 
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B.5 CONCLUDING COMPARISON 
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Figure B.14:  Comparison of the prior art and our approach. 

 

As shown in Figure B.14, the red error ellipse is the result of five sequential bearing 

measurements by using single sensor, and the blue strips are the results of the five 

individual bearing measurements from five different sensors.  The area of the intersection 

of the blue strips is almost the same as that of the red error ellipse.  However, it is very 

difficult to achieve this bearing tracking performance (the red error ellipse) by using a 

single sensor, because the EMI source may turn off before the maneuver is completed. 

The approach to locate the EMI source by using a network of sensors has two major 

advantages.  First, no sensor motion is needed and EMI source location is estimated 

instantaneously.  One can simply change the separations of the sensors or the geometry of 

the sensors to fulfill the bearing tracking performance requirements.  Second, it is robust to 

sensor failures.  That is, even when some of the sensors have failed, one can maintain the 

bearing tracking performance by moving existing sensors to form better sensor geometry.  

Therefore, it is recommended that the sensor network approach presented in this appendix 

should be used to estimate the EMI source location. 
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