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1. Introduction

Approximately one-half of all known protein crystal structures in the protein data bank (PDB) contain metal ion cofactors, which play vital roles in charge neutralization, structure, and function. These proteins range in size from 5000–107 Da with the metal ion corresponding to only on the order of 0.1 wt % of the molecule. Yet, for a wide range of these metalloproteins, the metal ion and its environment are key to the chemistry as these comprise the active site in catalysis. It is the purpose of this review to present the information content of spectroscopic methods, which allow one to focus in on the metalloactive site (Figure 1), define its electronic structure, evaluate the role of the protein in determining geometric and electronic structure, and elucidate the contributions of electronic structure to function.

Metalloproteins are simply metal complexes but with remarkably intricate and complex ligands. The metal ion, clusters of metal ions bridged by oxide or sulfide ligands or equatorially chelated by N-heterocyclic ligands (heme, corrin, etc.), are bound to the protein through one or more of the endogenous ligand lone pair donors in Table 1. Note that for most of the donor groups, this requires deprotonation, and the metal ion competition with the proton for the free base lowers the effective $pK_a$ by at least several log units from those intrinsic values listed in Table 1. It is important to emphasize that for a number of the ligands in Tables 1 and 2, in particular phenolate, thiolate, thiolate, oxo and sulfido, and the N-heterocyclic chelates, the metal complex exhibits extremely intense low energy charge transfer (CT) absorption bands, which reflect highly covalent ligand–metal bonds. These make major contributions to the electronic structure of an active site and can be affected by the geometry of the metal site and the orientation of the ligand–metal bond, which in turn can be influenced by the protein matrix.
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In addition to the role of the local environment in forming the active site complex, one can define a hierarchy of roles of the protein primary to quaternary structure in the function of the metalloprotein. These are summarized in Figure 2, adapted from ref 3. These include (i) allosteric interactions between active sites in different subunits; (ii) organization of metal sites within a protein molecule for directional electron transfer (ET) to a catalytic site; (iii) surface recognition sites for interactions with donor and acceptor proteins; (iv) covalent ET pathways within the protein; (v) forming substrate access channels (static or dynamic) to the active site; (vi) providing an active site hydrophobic environment within the protein in aqueous solution; (vii) forming a substrate binding pocket near the metal active site; (viii) assembling additional reactive covalently or noncovalently bound organic cofactors for catalysis; (ix) providing specific charge and H-bonding residues near the metal site to assist in catalysis; and (x) imposing a unique geometry on the metal site, which can activate it for reactivity. The last point has been termed the entatic (by Bob Williams) or rack-induced (by the late Bo Malmström) state. Arguments for and against this idea have been recently discussed, often with respect to the blue copper site (vide infra).

Figure 3 presents a complete energy level diagram for square planar $D_{4h}$ [CuCl$_4$]$^{2-}$, which will be considered in section 2 as a reference complex for understanding the unique spectroscopic features of the blue copper site in section 3. Spectroscopic methods that probe these energy levels cover over 10 orders of magnitude in photon energy. As summarized below and in Figure 3, different methods provide complimentary information into an active site, and by utilizing the appropriate combination of methods, one can obtain insight into geometric and electronic structure and their contribution to function.

The ligand field (LF) environment of the metal site splits its d orbitals in energy. The highest energy orbitals are partially occupied, and these contribute to the magnetic properties of the active site ground state. Covalency further extends these magnetic orbitals onto the ligands involved in specific bonding interactions with the metal ion. To probe the ground state, complexes with unpaired electrons are placed in an external magnetic field and studied at low resolution by magnetic susceptibility and at high resolution by magnetic Mössbauer (for iron) and electron paramagnetic resonance (EPR)-based methods in the microwave energy region ($\sim$1 cm$^{-1}$). The dominant information available from these methods is the anisotropy of the g tensor (formally a matrix), which is governed by the nature of d orbitals containing the unpaired electrons. From a single-crystal study, the orientation dependence of the g matrix defines the orientation of the singly occupied orbitals of the metal site. Magnetic Mössbauer and EPR also exhibit hyperfine couplings of the unpaired electrons to the nuclear spins on the metal and the ligands (the latter called superhyperfine coupling). These provide probes of the covalency (i.e., the metal and ligand contributions to the valence orbitals). The superhyperfine coupling is a very direct probe of the ligand character in a metal d-derived molecular orbital (MO); however, this coupling is often too small to resolve in a continuous wave, single-resonance EPR study. Superhyperfine coupling can alternatively be measured using double-resonance (i.e., in electron–nuclear double-resonance, ENDOR) and pulsed (i.e., electron spin–echo envelope modulation, ESEEM) methods. For ground states with $S > 1/2$, the spin degeneracy in $|M_S|$ can be split even in the absence of a magnetic field. This is known as zero field split-
ting, which also dramatically affects the EPR spectrum.

To higher photon energy (i.e., the near infrared and visible spectral regions), the electrons are excited from the filled d orbitals to the singly occupied or unoccupied metal valence orbitals. These are the LF or d–d transitions. The energy splitting of the metal-based d orbitals is accurately given by LF theory as long as the site is not overly covalent. These transitions provide sensitive probes of the geometric and electronic structure of an active site. The LF, d–d transitions are studied in small molecule inorganic complexes with electronic absorption spectroscopy (ABS). These transitions are parity (or Laporté) forbidden and often cannot be observed in the absorption spectrum of dilute metalloproteins. However, different spectroscopic methods are governed by different selection rules. Absorption intensity is governed by the square of the electric dipole transition moment. Alternatively, circular dichroism (CD) is dependent on the scalar product of the electric and magnetic dipole transition moments. Because LF transitions are often magnetic dipole allowed, these can be intense in the CD spectrum relative to the absorption spectrum. Magnetic circular dichroism (MCD) requires contributions from two perpendicular electric dipole transition moments. In low symmetry sites, electronic transitions can only be unidirectional. Therefore, paramagnetic active sites derive low-temperature MCD (LT MCD; called a C term) intensity by spin–orbit coupling between excited states. (A second mechanism for MCD intensity involves spin–orbital coupling between the ground state and an excited state.) Because the metal has a much larger spin–orbit coupling constant than the ligand, metal-centered d–d transitions will generally also be intense in the LT MCD relative to the absorption spectrum.

Overlapping the LF transitions and to higher energy in the visible/UV spectral regions are the CT transitions, which involve excitation of electrons from filled valence orbitals on the ligand to the singly occupied or unoccupied valence orbitals on the metal center. Because the intensity of a CT transition reflects the overlap of the donor and acceptor orbitals involved, these are very sensitive probes of specific ligand–metal bonding interactions. From the above discussion, CT transitions can be distinguished from the LF transitions by the different selection rules involved in ABS/CD/MCD spectroscopies. CT transitions are generally intense in absorption (because they are electric dipole allowed) and weak in the CD and LT MCD spectra. The specific assignment of these transitions requires additional spectral insight. In single crystals, the polarizations of the electronic transitions allow their assignment to specific ligand–metal bonds. This, however, is a very difficult experiment, and new methodologies have been developed that allow these polarizations to be obtained for metalloproteins in solution (see ref 15). A complementary probe is resonance Raman spectroscopy. The high intensity of the CT transitions (ε ≥ 1000 M−1 cm−1) allows resonance enhancement of Raman vibrations, and the vibrations that are resonance enhanced reflect the change in bonding that occurs in the electronic transition.

At still higher energy (X-ray region) are transitions from the filled core orbitals on the metal and ligand into the partially occupied or unoccupied valence orbitals on the metal ion and into the continuum. The most well-known X-ray absorption spectroscopic (XAS) method is metal K-edge spectroscopy, in which the ionized metal 1s electron reflects off the ligand atoms leading to interference effects on the metal K-edge (i.e., extended X-ray absorption fine structure, EXAFS). On the low-energy side of the metal K-edge are bound state transitions of the metal 1s electrons into the metal 3d and 4p orbitals. These can provide insight into the oxidation state, spin state, and coordination number and environment of the metal center. Whereas the metal K-edge is a low-resolution probe of the active site (this is because of its high energy, lifetime, and the
fact that the 1s→3d transition is not electric dipole allowed), the metal L-edge and ligand K-edge can provide higher resolution probes of a metal center, and in particular, their intensities provide a very direct method to quantitate covalency of the metal d-based MOs.16-18 This is described in section 3.2.

All of the above methods involve excitation of electron to bound excited states. In photoelectron spectroscopy, one studies ionized electrons; thus, this method is not limited to transitions to partially occupied valence orbitals and can be used to probe any metal complex (e.g., Cu, which has a closed shell 3d10 configuration). However, because of limitations associated with the escape depth of the electron, the photoelectron experiment should be done on relevant active site model complexes rather than the complete protein system. There are two regions of focus in variable energy photoelectron spectroscopy (VEPES) experiments. One involves ionization of core electrons (X-ray photoelectron spectroscopy, XPS), the energy giving a direct probe of the effective nuclear charge on the atom and the intensity pattern (shake up satellites and multiplet effects) giving insight into ligand donor and acceptor bonding. Photoelectron spectroscopy at lower energy probes the valence orbital region (ultraviolet photoelectron spectroscopy, UPS), which gives a sensitive probe of the ligand-metal bonds. However, traditional UPS (utilizing HeI at 21.2 eV and HeII at 40.8 eV photons) can be ambiguous in peak assignments. The use of synchrotron radiation in allowing VEPES has revolutionized this method.12,19 Changes in the photon energy change the intensity of VEPES features, which through cross-section effects define the ligand and metal character in an orbital from which the electron is ionized, hence its covalency. Also, for many complexes, the electronic structure changes dramatically on ionization due to changes in electron repulsion, and this can also be quantitated by VEPES through resonance effects, which define the nature of the final states. This electronic relaxation has recently been shown using VEPES to be an important contribution to the redox properties of the iron sulfur centers.20-22

While spectroscopy provides experimental probes of the energy level diagram in Figure 3, major advances have also recently been made in calculating the electronic structures of metalloenzyme active sites. The traditional methods of LF theory, and extended Hückel,23,24 semiempirical,25-27 and ab initio (with correlation) molecular orbital theory (MOT)28 have been strongly complemented by density functional theory (DFT).29 These theoretical methods [Xα-sw,30-33 local density approximation (LDA), generalized gradient approximation (GGA), and hybrid (for example, B3LYP40-42)], for the first time, routinely allow high-level calculations on large trans-
sition metal systems, as is required for metalloprotein active sites. Here, it should be emphasized that it is critically important to evaluate DFT methods with spectroscopic data. There is a tendency in DFT calculations, for at least some metal ions, to overemphasize the covalency (the amount of ligand character in a metal d orbital), which will affect total energies. Methods that adjust these calculations on the basis of experimental data are now being developed (see section 2.2). Calculations supported by data can be used to define new bonding interactions and extend our understanding from known species (reactants, products, and intermediates) to obtain total reaction energies and evaluate reaction coordinates and transition states in catalysis.

This leads to the goals of spectroscopy in bioinorganic chemistry. Generally, these are to define active site geometric and electronic structure and to use these to develop structure/function correlations in biology. Combined with perturbations (i.e., substrate, cofactor, and small molecule binding, etc.), spectroscopy will provide insight into a reaction mechanism on a molecular level. Rapid freeze quench and related kinetic methods allow one to identify and trap the intermediates in a reaction, the nature of which can be determined through detailed spectroscopic study. Often, fundamental insight requires the development of new spectroscopic methods and the interpretation of unique spectroscopic features observed for some active sites (relative to small molecule inorganic complexes of the same metal ion) using existing spectroscopic methods. As emphasized above, unique spectral features can reflect novel geometric and electronic structures and involve highly covalent ligand–metal bonds, which can activate a metal site for catalysis.

In many ways, the blue copper site reflects the impact and evolution of spectroscopy in bioinorganic chemistry, its use in defining electronic structure, and the possible role of the protein in affecting geometric and electronic structure (i.e., the entatic or rack-induced state). However, to recognize the uniqueness of the structure and spectroscopy of the blue copper center (Figure 1, blow up, structure described in section 3), it is important to first develop the basic spectroscopy of “normal” cupric complexes. To this end, square planar [CuCl4]2– has been studied over the 10 orders of magnitude in photon energy summarized above. Its basic spectroscopy is presented in section 2 and then used to evaluate the results from modern DFT calculations.

### Figure 2. Roles of protein ligands in biological function. (A) Allosteric interactions between active sites in different subunits; (B) organization of sites within a multicenter enzyme; (C) surface recognition sites and superexchange pathways for ET; (D) forming substrate access channels to the active site; (E) hydrophobic environment; (F) protein pocket for substrate binding and activation near the metal active site; (G) specifc charge and H-bonding residues near the metal site to assist catalysis; and (H) imposing a unique geometry on the metal site, which can activate it for reactivity. Adapted from ref 3.

### Figure 3. Complete MO diagram of [CuCl4]2– (left) and an overview of different spectroscopic methods to probe the ground state and various excited states (right). Adapted from ref 14.
Figure 4. Ground and excited state spectral features of D₄h [CuCl₄]²⁻. Adapted from ref 76.

In Figure 4B (the e₂g above the t₂g set by 10Dq) and generates a ²E_g ground state. This is orbitally degenerate, and electron–nuclear coupling between the degenerate levels leads to a Jahn–Teller distortion, which lowers the symmetry and energy of the complex. The Jahn–Teller distortion generally observed in cupric complexes is a tetragonal elongation (Figure 4A, bottom), and in the limit of a large Jahn–Teller effect, this leads to square planar, D₄h [CuCl₄]²⁻. A key point of LF theory is that the energy splitting of the d orbitals is sensitive to the geometry about the metal center, and in a square planar LF, the energy splitting obtained is given in Figure 4B, right. The 3dₓ²−y² orbital is at highest energy, as it has its lobes oriented along the four chloride ligands in the equatorial plane and thus is subject to the largest repulsive/antibonding interactions. The rest of the orbital energies are obtained from polarized spectroscopy (vide infra). This square planar splitting of the d orbitals leads to an unpaired electron in the 3dₓ²−y² orbital, which defines the ²B₁g ground state of D₄h [CuCl₄]²⁻. This is actually a MO with dominantly Cu 3d character but delocalized onto the four chloride ligands, which are involved in σ antibonding interactions with the 3dₓ²−y² orbital (Figure 4C). This complex has been subject to the wide range of spectroscopic methods defined by the energy diagram in Figure 3. These accurately quantitate the ground state as having 39% chloride σ character mixed into the 3dₓ²−y² orbital due to covalency (see Table 3 top, averaged over methods).

As summarized in the Introduction, the ²B₁g ground state of D₄h [CuCl₄]²⁻ is studied at high resolution using EPR spectroscopy. For an unpaired electron in a 3dₓ²−y²-based MO, LF theory as described in section 3.1.2 gives gᵢ > gₓ > 2.0023, with gₓ being the Zeeman splitting of the spin doublet with the magnetic field oriented along the molecular z-axis (Figure 4D, top) and gₓ the splitting with the magnetic field in the equatorial plane. Note from Figure 4D, top, that the EPR spectrum is plotted as the first derivative of the microwave absorption to increase sensitivity, which leads to a peak at gₓ and an intense derivative-shaped feature with a crossing point at gᵧ in the EPR spectrum of a powder or frozen solution of D₄h [CuCl₄]²⁻. As shown at the bottom of Figure 4D, copper has a nuclear spin I of 3/2, which will couple to the electron spin and produce a hyperfine splitting of the EPR signal into 2I + 1 = 4 lines. From the experimental spectrum, the hyperfine coupling in the gₓ region, Aₓᵧ, is much larger than in the gᵧ region, Aᵧₓ, and Aᵧᵧ is generally large for tetragonal cupric complexes. The origin of this metal hyperfine coupling is considered in section 3.1.1 relative to the small Aᵧᵧ value observed for blue copper sites.

Figure 4E gives an expanded portion of the ligand and metal valence orbital energy region of Figure 3, which correlates to the absorption spectrum in the near-infrared/visible/ultraviolet region in Figure 4F. Transitions within the d manifold (d→d or LF transitions of an electron into the 3dₓ²−y² hole) are parity forbidden and therefore weak in the absorption spectrum contributing in the low energy ~600 nm region (ε < 50 M⁻¹ cm⁻¹, Figure 4F, scale to right). The specific assignments of the bands listed at the top of the spectrum derive from polarized single-crystal spectroscopy combined with vibronic selection rules. To higher energy are the intense (ε ~ 10⁸ M⁻¹ cm⁻¹, Figure 4F, scale to left) ligand to metal CT transitions, which involve excitation of an electron from a MO dominantly on the ligand (bonding) to one dominantly on the metal (antibonding). These result in transfer of charge and are electric dipole allowed. Analysis of CT transitions requires specific consideration of the nature of the ligand valence orbitals involved in bonding to the metal (Figure 4G). Each chloride ligand will donate three valence 3p orbitals, which split into two sets: a 3pₓ orbital oriented along the ligand–metal bond, which is σ bonding to the metal, and a 3pᵧ orbital being nonbonding, as it is directed along the molecular z-axis (Figure 4G, top). These orbitals also have high overlap with the 3dₚₓ and 3dₚᵧ orbitals of the metal, giving rise to the highest energy transitions. As a consequence of these orbitals being involved in bonding and antibonding, a new set of transitions is created in the near-infrared/visible/ultraviolet region, Aₓᵧ, and Aᵧₓ, and Aᵧᵧ is generally large for tetragonal cupric complexes. The origin of this metal hyperfine coupling is considered in section 3.1.1 relative to the small Aᵧᵧ value observed for blue copper sites.

Table 3. Summary of Spectroscopic Data for D₄h [CuCl₄]²⁻

<table>
<thead>
<tr>
<th>Ground State</th>
<th>Cu 3d character of the HOMO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>experimental method</td>
<td>Cu 3d character of the HOMO (%)</td>
</tr>
<tr>
<td>g value EPR, adjusted Xe-sw</td>
<td>16 500</td>
</tr>
<tr>
<td>copper hyperfine EPR</td>
<td>13 500</td>
</tr>
<tr>
<td>chloride superhyperfine EPR</td>
<td>12 000</td>
</tr>
<tr>
<td>LF and CT energies CI model</td>
<td>26 400</td>
</tr>
<tr>
<td>core level excitations XPS satellite</td>
<td>35 900</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Excited State</th>
<th>transition (fₓ²−y²) energy (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LF transition</td>
<td>²A₁g (z²) 16 500</td>
</tr>
<tr>
<td></td>
<td>²E₁g (xz, yz) 13 500</td>
</tr>
<tr>
<td></td>
<td>²B₂g (xy) 12 000</td>
</tr>
<tr>
<td>CT transition</td>
<td>²A₂g (p) 23 700</td>
</tr>
<tr>
<td></td>
<td>²E₁g (p) 26 400</td>
</tr>
<tr>
<td></td>
<td>²E₁u (s) 35 900</td>
</tr>
</tbody>
</table>
metal, and two 3p$_y$ orbitals perpendicular to the ligand–metal bond, which are π interacting with the metal and thus at higher energy (i.e., less bonding).

As diagrammed in Figure 4G, the intensity in absorption is proportional to the overlap of the donor and acceptor orbitals involved in the CT process. Because the ligand 3p$_y$ orbital has strong overlap with the Cu 3d$_{x^2-y^2}$ acceptor orbital, it will produce an intense CT transition at high energy (due to the σ bonding). Alternatively, the π CT has no direct overlap with 3d$_{x^2-y^2}$ but acquires some intensity through configuration interaction (since the σ and π CTs both have $E_u$ symmetry in the complete $D_4h$ point group of $[\text{CuCl}_4]^{2-}$). The assignment of these CT transitions to specific orbitals of the four chloride ligands is derived from polarized reflection data, and the Kramers–Kronig transformation of which provides polarized absorption data into the intense CT region of single crystals of $D_4h$ $[\text{CuCl}_4]^{2-}$.

The definitively assigned absorption spectrum of $D_4h$ $[\text{CuCl}_4]^{2-}$ in Figure 4F nicely illustrates the absorption features of normal cupric complexes: weak LF transitions in the ~16 000 cm$^{-1}$ (600 nm) region and intense CT transitions at higher energy. The σ CT is extremely intense, and the low energy π CT is weak due to differences in overlap with the 3d$_{x^2-y^2}$ acceptor orbital, which has its lobes oriented along the metal–ligand bond in Figure 4G due to the dominant σ antibonding interactions with the ligands.

### 2.2. Evaluation and Calibration of DFT Calculations

#### 2.2.1. Correlation to Spectroscopy

Spectroscopic data including ground state spin densities, excitation energies, and their assignments for $D_4h$ $[\text{CuCl}_4]^{2-}$ as summarized in Table 3, provide a basis for evaluation of modern DFT calculations. A pure or GGA density functional, BP86, and two hybrid functionals, B3LYP and BHandHLYP, were evaluated. In addition to the type of functional, the quality of the basis set employed is also important. Figure 5 shows the basis set dependence of the three functionals evaluated based upon the total Cu atomic spin density by means of the Mulliken population analysis (MPA). As concluded from past calculations on similar systems, a combination of triple-ζ basis with polarization function for the metal and double-ζ basis with polarization for the ligands is sufficient and the use of a more extensive basis set does not significantly improve the electronic structure description.

Considering the Cu atomic spin densities as the reflection of the ground state covalency calculated by the three functionals with basis set BS5 (Figure 5), we found that the GGA density functional (BP86) gives a ground state that is too covalent (43% Cu character vs 62% from experiment). The use of the hybrid functional B3LYP improves the ground state description (55% Cu character); however, it is still too covalent. In case of the other hybrid functional BHandHLYP, which contains approximately twice as much HF exchange relative to B3LYP, the ground state becomes too ionic (67% Cu character) relative to experiment.

Variation in the functional has a parallel effect on the LF and CT excitation energies (Figure 6). In the case of the BP86 functional, the LF transitions are shifted to higher and the CT transitions to lower energies relative to experiment. The B3LYP hybrid density functional adjusts the relative positions of the transition energies to give better agreement with experiment. The BHandHLYP functional reverses the relative order of excited states and gives too low LF and too high CT transition energies.

Both ground and excited state descriptions indicate that the GGA DFT gives an excessively covalent ground state bonding description where the Cu 3d manifold is stabilized relative to the donor ligand orbitals resulting in too much ligand character in the singly occupied MO and high LF and low CT transition energies. In going from the BP86 to B3LYP and to the BHandHLYP functionals, the improved ground and excited state descriptions originate from the inclusion of an increased amount of Hartree-Fock (HF) exchange (0, 20, and 50%, respectively). The effects of the different ratios of HF exchange mixing

![Figure 5](image)

**Figure 5.** Cu atomic spin densities in $D_4h$ $[\text{CuCl}_4]^{2-}$ using the experimental geometry with selected density functionals and basis sets by means of a MPA (triangle, BP86; rectangle, B3LYP; diamond, BHandHLYP; hollow symbol, effective core potential and valence basis set; and filled symbol, all electron basis set). Adapted from ref 43.

![Figure 6](image)

**Figure 6.** Experimental and calculated ΔSCF LF and CT excitation energies (triangle, BP86; rectangle, B3LYP; diamond, BHandHLYP; filled symbol, all electron basis set (BS5); cross indicates collapse to a different state and is estimated from TDDFT calculation).
indicate that there is an optimum between 20 and 50%, which gives a good match to the experimental ground state spin density and excitation energies.

On the basis of the calculated ground state spin density, replacing 38% of the total Density Functional (DF) exchange by HF exchange is needed to match the experimental spin density. Variation in the correlation functional, i.e., the use of P86 vs LYP, did not affect the spin density by more than 2%. Using this spectroscopically adjusted hybrid functional (B(38HF)-P86) with a converged basis set (BS5), the LF and CT transition energies also become reasonably close to the experimental value (within 1000 cm⁻¹).

In computational packages, such as Amsterdam Density Functional (ADF), where the adjustment of HF exchange is not available, alternative approaches can be used. To destabilize the metal 3d manifold and hence adjust the covalency, the nuclear charge of the metal can be reduced or an excess effective potential around the core can be defined using ECP basis set formalism. For example, a decrease in the Cu nuclear charge by 0.45 electron (Z_eff = 28.55) matches the experimental 62% Cu character of the highest occupied molecular orbital (HOMO) in the D₄h [CuCl₄]²⁻. The LF and CT transition energies show a significant improvement as well. This Z_eff value has been successfully applied for other CuII-containing molecules, such as blue and green Cu active sites (vide infra).

It is interesting to compare the performance of DFT calculations to ab initio MO calculations, where the level of theory can be systematically varied. Figure 7 summarizes the Cu spin densities by MPA from DFT and ab initio calculations performed using BS5. The pure HF calculation gives a highly ionic bonding description with 83% spin density located on the Cu atom, which is improved by taking into account electron correlation. Møller–Plesset perturbation theory up to the fourth order converges toward a reasonable bonding description (67%), and the QCISD approach gives a good agreement (60% by Mulliken population analysis) with the experimental Cu spin density (62%).

2.2.2. Potential Energy Surface (PES)

The D₄h structure of [CuCl₄]²⁻ corresponds to a transition state in the gas phase and distorts to a flattened tetrahedral geometry with D₂d symmetry due to significant ligand–ligand repulsion. To obtain a square planar geometry without any imposed con-

Figure 8. Smallest model of the tetragonal [CuCl₄]²⁻ crystal structure, which prevents the D₂d tetrahedral distortion upon geometry optimization (A, top view; B, side view). Adapted from ref 43.

strains on the complex, a crystal lattice environment needs to be constructed (Figure 8). In this model, the proximal H-atoms of the ammonium counter ions form a network of hydrogen bonds (indicated by thin lines in Figure 8), which reduce the ligand–ligand repulsion and successfully prevent the D₂d distortion.

The optimized internal coordinates of the [CuCl₄]²⁻ with three functionals are summarized in Table 4.

![Figure 7. Cu atomic spin densities in D₄h [CuCl₄]²⁻ (experimental geometry) for selected density functionals and ab initio methods calculated using BS5. The ranges for the DFT calculations indicate the population analysis dependence by means of Mulliken, Weinhold natural, and Bader AIM population analysis methods.](image)
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on the functional employed, which implies that these internal coordinates are primarily determined by the lattice environment. As seen for the gas phase calculations, the Cu atomic spin densities and the Cu–Cl bond lengths are affected by change in the functional, and the spectroscopically adjusted B(38HF)P86 functional gives the closest agreement with experiment. In addition to the stationary points, the Cu–Cl stretching frequencies were also evaluated ($\omega_{a1g}$). The BP86 functional was found to slightly underestimate (261 cm$^{-1}$) and the B(38HF)P86 hybrid method overestimate (282 cm$^{-1}$) the experimental value (276 cm$^{-1}$).

While variations in the amount and type of correlation functional (P86 vs LYP) do not effect the Cu spin density by more than 1%, these do produce significant differences in the Cu–Cl bond length. The gas and solid phase calculated geometries of the tetragonal $[\text{CuCl}_4]^{2-}$ were in better agreement with experiment using the P86 functional as compared to LYP. A decrease of approximately 20% in the total DF correlation, as is in B3LYP, also gives less accurate optimized geometries.

The overall effect of variation in the HF exchange and the type and amount of DF correlation (BP86, B3LYP, B(38HF)P86, and BH and HLYP) on the PES properties are comparable. Relaxed PES scans revealed that the PES around the solid phase tetragonal $[\text{CuCl}_4]^{2-}$ is flat. Stretching of all four Cu–Cl bonds by 0.1 Å (along the $a_{1g}$ coordinate) costs less than 1 kcal mol$^{-1}$ per bond. Alternatively, in the gas phase, $D_{4h}$ to $D_{2d}$ distortion occurs along the $b_{2u}$ normal coordinate involving mainly angular changes, which is worth 6–9 kcal mol$^{-1}$ depending on the functional used.

In summary, the spectroscopically adjusted hybrid density functional B(38HF)P86 gives better ground and excited state bonding and improved PES descriptions relative to the generally used GGA and hybrid functionals. For the $[\text{CuCl}_4]^{2-}$ complex, improvements have been achieved in atomic spin density by 20%, in LF and CT excitation energies by 2- and 10-fold, respectively (both are within 1000 cm$^{-1}$ of experiment), in bond lengths by 0.03 Å, in the $a_{1g}$ breathing mode by 30 cm$^{-1}$, and in the corresponding force constant by nearly 30%. The stabilization of the $D_{2d}$ structure using the B(38HF)P86 functional (9 kcal mol$^{-1}$) increases by 3 kcal mol$^{-1}$, and the heterolytic bond dissociation energy of the first Cu–Cl bond in water (6 kcal mol$^{-1}$) becomes more endothermic by the same amount relative to the BP86 calculations.

3. Electronic Structure of Oxidized Blue Copper Sites

As first indicated by spectroscopy, the geometric structure of the blue copper site in plastocyanin (first structurally defined by Hans Freeman; Figure 9A) is very different from that of tetragonal cupric complexes in that it has a distorted tetrahedral geometry with an unusually short CuII–S(thiolate) bond from Cys84 and an unusually long CuII–S(thioether) bond from Met92. The remaining two ligands are His with fairly normal Cu II–N(His) bonds. Associated with this unusual geometry and ligation are the unique spectroscopic features of the blue copper center shown in Figure 9B, C. In the absorption spectrum of blue copper sites, instead of the weak LF transitions in the red ($\sim$600 nm, 16 000 cm$^{-1}$) spectral region of tetragonal CuII, there is an extremely intense absorption band ($\epsilon \sim$5000 M$^{-1}$ cm$^{-1}$) at $\sim$16 000 cm$^{-1}$. Furthermore, in the EPR spectrum, the parallel Cu hyperfine coupling ($A_{||}$) is reduced by more than a factor of 2 in the blue copper site relative that of tetragonal CuII complexes (Figure 9C). In this section, we develop the concept that these unique spectroscopic features reflect a highly covalent ground state wave function. For CuII complexes, this is the...
redox active orbital and this high covalency activates the blue copper site for its biological function of long-range, rapid, directional ET (see section 7).

3.1. Orientation of the Ground State: Single-Crystal EPR

From Figure 9C, \( g_\| > g_\perp > 2.0023 \), which indicates (from LF theory, see section 3.1.2) that the unpaired electron of the blue copper ground state is in a \( 3d_{x^2-y^2} \)-derived MO. The first step in understanding the ground state is to determine the orientation of this orbital relative to the distorted tetrahedral structure of the blue copper site in Figure 9A. This was first accomplished by single-crystal EPR studies\(^78\) on plastocyanin (the equivalent results were later obtained for azurin in ref 79). This protein crystallized in an orthorhombic space group with four molecules in the unit cell (Figure 10A).\(^70\) EPR spectra were taken while rotating a plastocyanin crystal around specific axes oriented perpendicular to the magnetic field. Representative spectra are shown in Figure 10B, left. Note that a \( g_\perp \) EPR spectrum (with four parallel hyperfine lines) is observed when the field is approximately parallel to the \( c \)-axis, while a \( g_\| \) (derivative shaped broad EPR signal without resolvable hyperfine components) is observed when the field is oriented approximately \( 90^\circ \) off the \( c \)-axis. The \( c \)-axis corresponds to the approximate orientation of the long \( \text{Cu}^{II} \text{S(Met)} \) bond. The specific coordinates of the \( g \) matrix were obtained by simulating the single-crystal EPR data with four molecules in a unit cell (Figure 10B, right), giving the experimental orientation in Figure 10C. \( g_\| \) is within \( 5^\circ \) of the long \( \text{Cu} \text{S(Met)} \) bond, which puts the \( 3d_{x^2-y^2} \) orbital perpendicular to this bond and close to the plane of the strong \( S(\text{Cys}) \) and two \( N(\text{His}) \) ligands. It is important to emphasize that the single-crystal EPR data first defined the blue copper site to be a trigonally distorted tetrahedral structure with the weak axial direction along the long \( \text{CuS(Met)} \) bond.

3.1.1. Origin of Small \( A_\| \): Copper K-Edge XAS

The next feature of the ground state to consider is the origin of the small \( A_\| \) value in Figure 9C. There are three dominant contributions to the metal hyperfine coupling (eq 1): (i) the Fermi contact term. This is isotropic (\( A_\| = A_\perp \)) and associated with unpaired electron spin density at the nucleus. Because the blue copper site has an unpaired electron in a \( d \) orbital, which has no direct spin density at the nucleus, this contribution involves the unpaired \( 3d \) electron spin polarizing the inner \( 2s \) and \( 3s \) core electron pairs to produce a net negative spin density at the nucleus. (ii) The spin dipolar term. This is anisotropic (\( A_\perp = \frac{1}{2}A_\| \)) and involves the electron spin averaged over the shape of the \( 3d \) orbital, dipolar coupling to the nuclear spin on the metal. As shown in Figure 11, for an electron averaged on a \( 3d_{x^2-y^2} \) orbital.
orbital with the magnetic field in the z direction (i.e., $A_{||}$ along $g_z$), this involves an in plane parallel orientation of electron and nuclear spins giving a negative parallel hyperfine contribution. (iii) The orbital dipolar term. This is also anisotropic ($A_{||} \neq A_{\perp}$) and involves the electron orbital angular momentum (which is spin–orbit mixed into the d electron ground state) dipolar coupling with the nuclear spin on the metal and is proportional to the g value deviations from 2.0023 (vide infra). The first and second terms are reduced by covalency (electron delocalization off the Cu 3d orbital and onto the ligands) while the third term contains covalency as it is obtained from the experimental g values.

$$A = A_F \text{ (Fermi contact)} + A_S \text{ (spin dipolar)} + A_L \text{ (orbital dipolar)}$$

$$A_{||}(D_{4h} [CuCl_4]^{2-}) = -123 \times 10^{-4} - 155 \times 10^{-4} + 114 \times 10^{-4} \text{ cm}^{-1} = -164 \times 10^{-4} \text{ cm}^{-1}$$

$$A_{||}(\text{blue copper}) = -63 \times 10^{-4} \text{ cm}^{-1}$$

From eq 2, which gives the best estimates for the three contributions to $A_{||}$ for $D_{4h} [CuCl_4]^{2-}$, all are comparable in magnitude, the first two are negative and the orbital dipolar term is positive (note the negative sign, which is not defined in the standard EPR experiment but can be obtained from more advanced methods$^{80-85}$). As indicated above, the total $A_{||}$ hyperfine coupling constant is greatly reduced in magnitude for the blue copper site. The initial explanation for this reduction of $|A_{||}|$ focused on the spin dipolar term in eq 1. In a distorted tetrahedral blue copper site, 3$d_{x^2-y^2}$ could mix with the Cu 4p$_z$ orbital. As shown in Figure 11, for the magnetic field along the z-axis, this would have the opposite sign of the spin dipolar interaction of the electron spin averaged over the 4p$_z$ orbital (collinear, parallel spins) relative to that of the 3$d_{x^2-y^2}$ orbital and reduce the $|A_{||}|$ value. Twelve percent 4p$_z$ mixing into the 3$d_{x^2-y^2}$ orbital in the blue copper site would give the small $A_{||}$ value observed experimentally.$^{83,84}$

This geometric distortion model for the small $A_{||}$ value of blue copper sites could be experimentally evaluated and eliminated through copper K-edge XAS.$^{85}$ As defined in Figure 12A, the lowest energy peak in the Cu K-edge (at 8979 eV) corresponds to a transition from the Cu 1s orbital to the single occupied 3$d_{x^2-y^2}$-derived HOMO. Because s–p is electric dipole forbidden, the dominant electric dipole intensity mechanism contributing to this transition will be s–p, therefore reflecting the 4p character mixed into the 3$d_{x^2-y^2}$ orbital due to the distorted tetrahedral geometry of the blue copper site. From Figure 12B, the intensity of the 8979 eV feature in the XAS edge of plastocyanin has much more intensity than this feature in the $D_{4h}$ [CuCl$_4$]$^{2-}$ spectrum reflecting the 4p mixing in blue copper. The key insight here was to determine the nature of the 4p mixing through the analysis$^{85}$ of polarized single-crystal XAS edge data.$^{86}$ Figure 12C shows the XAS spectrum obtained with a plastocyanin crystal oriented such that the E vector of light is along the Cu–S(Met) bond, which from the single-crystal EPR data in section 3.1 is the electronic z-axis. This is the orientation where the 8979 eV peak intensity would reflect 4p$_z$ mixing, and there is none. Alternatively, when the XAS spectrum is taken with the E vector of the synchrotron radiation perpendicular to the z-axis (Cu–S(Met) bond), the 8979 eV intensity is high. This shows that the distorted tetrahedral structure mixes 4p$_{xy}$ into the 3$d_{x^2-y^2}$ orbital, which would have the same sign for the spin dipolar term contributing to the $A_{||}$ term in Figure 11 and tends to increase not decrease $A_{||}$. Thus, XAS data eliminated the original explanation of a small $A_{||}$ value for blue copper centers and shifted the focus to a highly covalent site. This will lower both $A_F$ and $A_S$ in eq 1.
as covalent delocalization of the electron onto the ligand will reduce the electron hyperfine coupling to the nuclear spin on the Cu atom. This could be evaluated through a quantitative consideration of the EPR g values of the blue copper center.

3.1.2. Quantitative Analysis of g Values: Covalency

Table 5 gives the experimentally determined (S, X, and Q-band EPR) g values of plastocyanin. If the ground state of this site could be described simply as an unpaired electron in a 3d_{x^2-y^2} orbital, the electron would only have spin angular momentum and this would lead to isotropic g values of 2.0023. LF theory allows for spin–orbit coupling of the 3d_{x^2-y^2} ground state with the higher energy d levels in Figure 4B, which mixes orbital angular momentum into the ground state and leads to anisotropic g values, which deviate from 2.0023. A complete LF calculation of the blue copper site gives the g values in the third column in Table 5, which have g_x > g_y > 2.0023 (consistent with a 3d_{x^2-y^2}-derived ground state). However, these deviate too much from 2.0023 relative to experiment. This reflects the fact that LF theory treats the d orbitals as having pure metal character. Covalent delocalization of these orbitals onto the ligands reduces their d character and hence the orbital angular momentum, bringing the g values closer to 2.0023.

This means that a proper description of the ground state of the blue copper site in plastocyanin requires MOT. This was initially accomplished using one of the earliest forms of DFT calculations known as SCF Xα-scattered wave (Xα-sw),33,36 an LDA method that only utilizes the Slater statistical approximation to exchange. It is insightful to consider the Xα-sw results further here, while in section 3.3 we use the spectroscopic data on blue copper sites from sections 3.1 and 3.2 to evaluate the results of modern DFT calculations.

The Xα-sw calculations of the blue copper site provide the antibonding metal-based (d→d) and bonding ligand-based (CT) valence orbitals. The g values were then evaluated by including spin–orbit coupling over all of these d→d and CT levels, which mixes orbital angular momentum from these levels into the ground state. The Zeeman effect associated with the magnetic field was then evaluated over this spin–orbit mixed ground state wave function to obtain a g matrix, which was diagonalized to get the principal g values and the orientation of the electronic axes. These calculations give the results in the fourth column in Table 5. Relative to the LF calculations (column 3 in Table 5), the g values are reduced due to covalency, as anticipated. However, the Xα-sw calculations give g values too close to 2.0023 relative to the experimental values.

This means that this calculation is giving too covalent a description of the blue copper active site based on experiment and emphasizes the fact that it is important to evaluate calculations with spectroscopy to determine their accuracy and relevance. There is one set of adjustable parameters in the Xα-sw method, which is the sphere sizes used in constructing the scattered wave solutions. These were given by “Norman radii” named after J. Norman, who defined a set of criteria for overlapping spheres.33,90 Because these lead to an overly covalent description of the blue copper site, these sphere sizes were systematically adjusted until a bonding description was generated, which was supported by spectroscopy (i.e., a match of the calculated g values to experiment, first and last column in Table 5). This led in 198587 to the now well-known ground state wave function of the blue copper site in Figure 13.

![Figure 13. Contour of plastocyanin ground state wave function (p-LUMO) calculated by Xα-sw.](image)

Note that this is a contour in the x,y [S(Cys), two N(His)] plane. This experimentally adjusted Xα-sw electronic structure calculation first suggested that there are three remarkable features of the ground state wave function of the blue copper site: (i) It is highly covalent with only 41% copper 3d_{x^2-y^2} character. (ii) The covalency is highly anisotropic and involves the Cu–S(Cys) bond. (iii) The 3d_{x^2-y^2} orbital is rotated such that its lobes, in fact, bisect the Cu–S(Cys) bond and thus is involved in a π anti-bonding interaction with the thiolate. These features of the ground state of the blue copper site could be evaluated experimentally using new spectroscopic methods as developed below.

3.2. Experimental Probes of Covalency and the Nature of the Ground State Wave Function

3.2.1. Copper L-Edge Spectroscopy

The L_3-preedge peak of copper complexes occurs at ~930 eV and corresponds to a transition from the Cu 2p core level to the singly occupied HOMO of the cupric complex (Figure 14A). Because of the localized
nature of the 2p orbital on the copper and the fact that p–d transition is electric dipole allowed, the intensity of the L-edge peak reflects the amount of Cu 3d character in the singly occupied MO hence its total covalent interaction with the ligand set.

From the data in Figure 14B, the L3-edge intensity of plastocyanin is significantly less than that of the blue copper site in the singly occupied MO thus is more covalent. From the data in Table 3, we know that D_{4h} ([CuCl_4]^2-) has 61% Cu 3d character in its singly occupied HOMO. Its intensity ratio to that of the L3-edge of plastocyanin Cu 3d character in its singly occupied HOMO. Adapted from ref 91. From the data in Table 3, we know that D_{4h} ([CuCl_4]^2-) has 61% Cu 3d character in its singly occupied HOMO. Its intensity ratio to that of the L3-edge of plastocyanin Cu 3d character in its singly occupied HOMO. Adapted from ref 91.

### 3.2.3. LT MCD Spectroscopy

The final feature of the ground state wave function in Figure 13, the orientation of the 3d_{z^2} orbital in the x y plane, came from the experimental assignment of the unique absorption features of the blue copper site in Figure 16A. Lowering the temperature sharpens the transitions, and by correlation to LT CD and MCD data, each involving a different selection rule (vide supra), eight transitions are required to fit the absorption spectrum (numbered in Figure 16B). The intense absorption feature at ~16 000 cm^{-1}, band 4, is the characteristic absorption feature of blue copper, and there is a second lower energy feature band 6, with moderate absorption intensity. Polarized single-crystal absorption data on plastocyanin in Figure 16C showed that both bands have the same polarization ratio that associated these with the Cu^{II}–S(Cys) bond. Hence, the assignment might follow that of CT transitions in “normal” cupric complexes described in section 2; high energy intense \( \gamma \), low energy weak \( \alpha \) CT (Figure 4G). However, LT MCD spectroscopy showed that this is, in fact, not the case. From Figure 16D vs B, bands 5–8 are intense in the LT MCD spectrum but weak in the absorption spectrum, while band 4 (and those to higher energy) is intense in absorption and weak in LT MCD. These data allow definitive assignment of these transitions.

As given in eq 4, LT MCD intensity involves a C term mechanism for paramagnetic complexes, which requires two perpendicular transition moments (M_i).

\[
I \propto g_z M_x M_y + g_y M_x M_z + g_z M_y M_z
\]

However, in low symmetry sites, all states are orbitally nondegenerate and electronic transition moments must be unidirectional (i.e., polarized in only one molecular direction). LT MCD intensity then derives from spin–orbit coupling between excited states with different polarization directions (M_j \neq M_i). Because the spin–orbit coupling constant of Cu^{II} (~830 cm^{-1}) is considerably larger than that of the ligands ([N,O] ~ 70 cm^{-1}, S ~ 380 cm^{-1}), the C term...
MCD intensity dominantly reflects copper character in the excited states. LF transitions are thus defined as having a large LT MCD relative to absorption intensity, also known as the C0/D0 ratio [C0/D0 (d → d) ~ 0.1], while for CT transitions this is much lower [C0/D0 (CT) ~ 0.01]. Thus, bands 5–8, which have high LT MCD to absorption intensity ratios, are assigned as d → d transitions. The specific assignments given on the top of the bands in Figure 16B derive from a combination of the signs of the MCD features and correlations of d → d energy shifts with ground state g value changes over different blue copper sites. Alternatively, band 4 is intense in absorption and weak in LT MCD and must be assigned as the lowest energy, hence Cys π to CuII CT transition. A higher energy weak transition is the thiolate pseudo σ to CuII CT. Note that for the Cys ligand, covalent bonding to the carbon saturates one S 3p orbital. The two remaining S 3p orbitals, perpendicular to the C–S bond, become π and pseudo σ bonding to the copper, the latter designation reflecting the fact that the Cu–S–C angle in plastocyanin is 110° and the S 3p orbital in the plane is thus somewhat tilted off the Cu–S σ bond (see section 4.1). Importantly, the combination of LT absorption and MCD first showed that there is an inverted CT intensity pattern for the blue copper site (intense π/weak σ) relative to that of normal cupric complexes (intense σ/weak π). Because CT intensity reflects overlap of the donor and acceptor orbitals in the CT process, this required that the 3d_{x^2−y^2} orbital of the blue copper site be oriented such that its lobes bisect the Cu–S(Cys) bond giving dominant π overlap with the sulfur directly correlating with the description in Figure 13. This rotation of the 3d_{x^2−y^2} occurs due to its strong π antibonding interaction with the thiolate at the short 2.1 Å Cu–S(Cys) bond length.

Finally, some comments about the assignments of the weak CT bands 1–3 are in order. There is no doubt that all three are required by the data and that these must involve weak Cys pseudo σ CT, His π CT, and the possibility of a weak Met CT transition to the CuII 3d_{x^2−y^2} HOMO. The polarized absorption data in Figure 16C indicated that band 2 is a His–Cu CT and band 1 is more polarized along the axial direction indicating a very weak Met–CuII CT. Band 3 is clearly present from the CD and MCD spectra and has the same polarization as band 4 in absorption, which supports its assignment as the Cys pseudo σ→CuII CT. These assignments are also supported by model studies in section 6.

Having rigorously experimentally defined the nature of the ground state wave function of the blue copper site and the rich electronic absorption spectrum, it is now possible to evaluate the results of modern DFT calculations in parallel to the approach taken for D_{4h} [CuCl_{4}]^{2−} in section 2.2.

### 3.3. Comparison to DFT Calculations

Modern DFT calculations (GGA and hybrid) were performed on a [(imidazole)_{2}CuII (S(CH_{3})_{2})(SCH_{3})]^{1+} model complex derived from the 1.33 Å resolution structure of oxidized poplar plastocyanin (PDB code 1PLC7). In addition to the three generally used functionals, BP86, B3LYP, and BHandHLYP, the spectroscopically adjusted hybrid functional B(38HF)-P86 (see section 2.2) employing a theoretically converged Gaussian type basis set (BS5), and the BP86 GGA functional with adjusted Cu effective nuclear charge [Z_{eff} (Cu) = 28.55, BP86(Z*)] employing a Slater type basis set (BSIV), were also evaluated.

All DFT calculations gave a ground state description, which is qualitatively similar to that derived from experiment. The bonding between the Cu and the S(Cys) is pure π. It is based on the antibonding combination of the Cu 3d_{x^2−y^2} and the S(Cys) 3p orbitals, perpendicular to the axial Met ligand. However, the calculations show variation in the amount of covalent delocalization of the Cu–S bond. Table 6 compares the experimental and calculated ground state wave functions as expressed by the population of the singly occupied HOMO [the β spin lowest unoccupied molecular orbital (LUMO) in spin unrestricted calculations], which reflects the nature of the uncompensated electron density of the bonding combinations, thus, the ground state bonding de-
Table 6. Atomic Orbital Populations and Spin Densities by Means of Mulliken (MPA) and Natural (NPA) Population Analyses for the Plastocyanin Model Complex (Hirshfeld (HIR)/Voronoi (VOR) Population Analyses for Calculations with BSIV in ADF)

<table>
<thead>
<tr>
<th>Spin Density (MPA/NPA)</th>
<th>Cu</th>
<th>S(Cys)</th>
<th>C(Cys)</th>
<th>H(Cys)</th>
<th>N(His)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP86/BS5</td>
<td>28/28</td>
<td>59/58</td>
<td>2/1</td>
<td>3/3</td>
<td>10/11</td>
</tr>
<tr>
<td>BP86/BSIV</td>
<td>27/27</td>
<td>61/62</td>
<td>2/1</td>
<td>3/3</td>
<td>9/9</td>
</tr>
<tr>
<td>B3LYP/BS5</td>
<td>31/32</td>
<td>59/57</td>
<td>2/1</td>
<td>3/3</td>
<td>10/10</td>
</tr>
<tr>
<td>BHandHLYP/BS5</td>
<td>50/53</td>
<td>43/38</td>
<td>2/1</td>
<td>2/2</td>
<td>10/10</td>
</tr>
<tr>
<td>experimental</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B(38HF)BP86/BS5</td>
<td>37/41</td>
<td>54/50</td>
<td>3/1</td>
<td>3/3</td>
<td>10/10</td>
</tr>
<tr>
<td>B86/[Z+]BSIV</td>
<td>49/49</td>
<td>42/42</td>
<td>1/1</td>
<td>2/2</td>
<td>8/8</td>
</tr>
<tr>
<td>(\beta)-LUMO (MPA/NPA)</td>
<td>Cu</td>
<td>S(Cys)</td>
<td>C(Cys)</td>
<td>H(Cys)</td>
<td>N(His)</td>
</tr>
<tr>
<td>------------------------</td>
<td>-----</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>BP86/BS5</td>
<td>32/30</td>
<td>54/55</td>
<td>1/1</td>
<td>3/3</td>
<td>10/10</td>
</tr>
<tr>
<td>BP86/BSIV</td>
<td>30/30</td>
<td>56/56</td>
<td>2/2</td>
<td>2/1</td>
<td>7/7</td>
</tr>
<tr>
<td>(HIR/VOR)</td>
<td>33/32</td>
<td>49/51</td>
<td>4/1</td>
<td>3/6</td>
<td>6/7</td>
</tr>
<tr>
<td>B3LYP/BS5</td>
<td>35/34</td>
<td>53/54</td>
<td>1/0</td>
<td>2/2</td>
<td>7/8</td>
</tr>
<tr>
<td>BHandHLYP/BS5</td>
<td>53/55</td>
<td>36/35</td>
<td>1/0</td>
<td>2/1</td>
<td>6/6</td>
</tr>
<tr>
<td>experimental</td>
<td>41(^a)</td>
<td>45(^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B(38HF)BP86/BS5</td>
<td>42/41</td>
<td>47/49</td>
<td>1/0</td>
<td>2/2</td>
<td>6/7</td>
</tr>
<tr>
<td>B86/[Z+]BSIV</td>
<td>49/49</td>
<td>38/38</td>
<td>1/1</td>
<td>2/2</td>
<td>7/7</td>
</tr>
<tr>
<td>(HIR/VOR)</td>
<td>51/51</td>
<td>34/35</td>
<td>1/1</td>
<td>2/4</td>
<td>6/6</td>
</tr>
</tbody>
</table>

\(^a\) Cu 3d character by Cu L-edge XAS for plastocyanin + 1% Cu 4s/4p contribution. \(^b\) S 3p character by S K-edge XAS for azurin + 1% S 3s contribution. \(^c\) Paramagnetic NMR + 1% contribution from C(Cys). \(^d\) \(^1\)H ENDOR + 1% form other ring atoms.

scription. This is most appropriate for comparison with the S K-edge and Cu L-edge experimental results. The total atomic spin density, which is the excess electron density due to the unoccupied antibonding combination, is also used to characterize the bonding and for comparison to experimental super-hyperfine parameters and paramagnetic NMR results. For the plastocyanin model complex, the hole covalency and the spin density are similar with some differences [at most 7% by MPA and 3% in natural population analysis (NPA)\(^95\)–\(^97\)]. The atomic spin densities reflect additional contributions such as Cu 4s and 4p from higher, unoccupied orbitals and a S 3s contribution from deeper, occupied orbitals. The orbital population of the \(\beta\)-LUMO reflects contribution from a single orbital, which is dominantly involved in the ground state bonding.

In general, the total spin density of the \(\beta\)-methylene H-atoms and the imidazole (\(\beta\)-histidine) N-atoms remains within 2% of the experimental values. Interestingly, the functional dependence is only reflected in the distribution of the orbital characters between the Cu and the S(Cys) atoms. In agreement with single-crystal EPR experiments,\(^78\) the axial thioether ligand does not contribute to the ground state bonding.

As seen for the [CuCl\(_4\)]\(^2-\) in section 2.2, the GGA density functional (BP86 in Table 6) overestimates the covalency with too much S(Cys) character in the ground state wave function (54–61 vs 38% in experiment). The hybrid B3LYP functional (with 20% HF exchange) improves the bonding; however, it is still too covalent (53–59%) and the BHandHLYP functional (with 50% HF exchange) gives too much metal character (50–55 vs 41% in experiment), which corresponds to too ionic bonding. The spectroscopically adjusted (to [CuCl\(_4\)]\(^2-\), see section 2.2) density functional B(38HF)BP86 gives a reasonable description of the ground state (47–54%). As an alternative approach in programs without hybrid functionals, calculations with adjusted effective nuclear charge [BP86(Z*)\(^+\)] also give a reasonable bonding description. Using the reduced effective nuclear charge (Z\(_{eff}\)) of 28.55 optimized for [CuCl\(_4\)]\(^2-\), the bonding is somewhat too ionic (49–51% Cu character vs 41% in experiment).

It is worth noting the method dependence of the spin densities and hole populations, which is about 4% and 2%, respectively. In Table 6, the results of independent population analyses are compared. In general, the NPA tends to give more reasonable results than the MPA due to the latter’s separation of the electron density equally between atoms. The atoms in molecule (AIM),\(^98\) which is considered as one of the most accurate approaches for dividing electron density between atoms, could not be used here due to the highly complex nature of the electron density of the plastocyanin model complex.

In addition to the ground state wave function properties, the excited state calculated energies are also evaluated relative to experiment (Figure 17). As discussed in section 3.2.3 and Figure 16, the experimental electronic absorption spectrum of plastocyanin can be well-separated into LF (or d–d) and metal to ligand CT excitations at lower and higher energies, respectively. The signs of the MCD bands combined with a connection\(^99\) of g\(_x\) with the energy of band 7 in Figure 16B lead to the specific assignments of the LF transitions as shown in Figure 16B and reproduced in column 1, Figure 17. The LF transitions are at lowest energy with d\(_{xy}\) (ground state) < d\(_{zy}\) < d\(_{yz}\) < d\(_{xy}\). The first two CT transitions have been assigned to be the Cys \(\pi\) and Cys pseudo-\(\sigma\) → Cu\(^{\text{II}}\) 3d\(_{xy}\) excitations, which are split by about 2000 cm\(^{-1}\), followed by the His \(\pi\) → Cu\(^{\text{II}}\) 3d\(_{yz}\) excitations at higher energies.

In general, CASPT2 calculations\(^99\) (column 8, Figure 17) on a simplified model complex ([imidazole]-Cu(SH)(SH\(_2\))]\(^{1+}\) employing a moderate-sized basis set and density functional calculations with Slater type basis sets (columns 2, 4, and 5, Figure 17) reproduce the grouping of LF and CT transitions. In contrast, the time-dependent DFT calculations\(^100\)–\(^102\) employing Gaussian type basis sets (columns 6 and 7, Figure 17) do not. The TDDFT assignments are based on the mixing coefficients of ground state orbitals contributing to the transitions. The questionable quality of the TDDFT excitations for the blue Cu system reflects an unreasonable orbital description of the occupied (donor) orbitals as well as the limited applicability of the TDDFT formalism for open shell systems. The nonadjusted GGA functional (BP86/BSIV, in column 3, Figure 17) gives an overly covalent bonding description results in too low CT and too high LF excitation energies relative to experiment.

In the adjusted Xa-sw calculations\(^99\) (column 2, Figure 17), the LF and CT transitions are well-separated in agreement with experiment. Because of...
the approximate $C_2$ local symmetry of the site (mirror plane bisects the $N$(His)–$Cu$–$N$(His) angle and contains the $Cu$–$S$(Cys) and $S$(Cys)–$C$(Cys) bonds), the $xy$ and $z^2$ orbitals can mix giving dominantly $xy$ (33% + $z^2$ 14%) and $z^2$ (43% + $xy$ 17%) character for the first two orbitals. The order of the Cys $\pi$ and pseudo $\sigma$ orbitals are as found in experiment; however, the splitting between them is too large, and the His $\pi$ orbital is at too low energy.

The orbital energies calculated by BP86/BSIV($Z^*$) (column 4), which has an adjusted $Cu^{II}$ nuclear charge of $Z = 28.55$ (see section 2.2), are in most reasonable agreement with experiment. The orbitals with mainly $Cu$ 3d character are at low energy and in the correct order; however, the $z^2$ and $xy$ orbitals mix as in X$\alpha$-sw calculations. The order of the CT energies is qualitatively reproduced as well; however, the splitting between the Cys $\pi$ and the $\sigma$ orbitals is also too large. Using this ground state description, the $\Delta$SCF approach (column 5) gives a similar excited state description with reversed mixing ratios of the $Cu$ 3d$_{xy}$- and 3d$_{z^2}$-based states. The splitting of the Cys $\pi$ and pseudo $\sigma$ based states is reduced.

The CASPT2 results (column 8, Figure 17), the highest level of theory applied for only a small model system and using only a modest basis set, qualitatively agree with experiment with reasonable Cys $\pi$/pseudo $\sigma$ splitting but reversed $z^2$/xy transitions.

As found for the DFT computational description of $[CuCl_4]^{2-}$ in section 2.2, a hybrid functional with 38% HF exchange is found to reasonably reproduce the ground state properties of the plastocyanin active site. While the TDDFT is the only approach available for nonsymmetrical molecules in Gaussian98,109 where the hybrid functional can be readily implemented, it does not reproduce experimental excitation energies or natures of the transitions. Using pure GGA functionals as implemented in ADF,66–68 the bonding description is too covalent and as a consequence the calculated CT and LF transitions are too low and too high, respectively, relative to experiment. By adjusting the effective nuclear charge of the $Cu$ atom in ADF, improvement can be achieved in the description of both ground and excited states, and a reasonable approach to computing the excitation energies for the plastocyanin model is taking the energy differences of donor and acceptor orbitals from GGA calculations with adjusted metal $Z_{eff}$.

4. Electronic Structure of the Reduced Blue Copper Site: Changes in Geometric and Electronic Structure with Oxidation

4.1. Variable Energy Photoelectron Spectroscopy (VEPES)

For the oxidized blue copper center, the most challenging aspect for understanding the site was the presence of unique spectral features, while for the reduced blue copper site the major obstacle was that it has a 3d$^{10}$ configuration and is therefore inaccessible to the usual spectroscopic methods in bioinorganic chemistry. We have thus been developing VEPES using synchrotron radiation as a new method to define the bonding and its change with ionization (i.e., oxidation) in transition metal complexes of biological relevance.72,20–22,47 Because we are interested in electrons emitted from valence orbitals in-
The study involved bonding, model complexes rather than the proteins are studied, and because one goal here is to understand normal ligand-metal bonding and its relation to the blue copper site, the models chosen are the blue copper relevant imidazole, dimethyl sulfide, and methylthiolate ligands bound to coordinatively unsaturated CuI sites on oxide and chloride single-crystal surfaces in ultrahigh vacuum. As an example, the photoelectron spectral data for methylthiolate bound to cuprous oxide are shown in Figure 18A (where the surface oxide is used to deprotonate methylthiol). The dashed spectrum gives the valence band region of clean Cu2O, and the solid spectrum is that of methylthiolate bound to the surface. The difference spectrum at the bottom of Figure 18A gives the valence orbitals of the CuI–S(thiolate) bond.

Varying the photon energy changes the intensity of the peaks and allows the specific assignments of the levels indicated in the difference spectrum. Three valence orbitals of thiolate are involved in bonding to the CuI: the π, pseudo σ, and σ shown in Figure 18B. The π and pseudo σ, which are the S 3p orbitals perpendicular to the S–C bond, dominate the bonding and split in energy as the angle φ in Figure 18B deviates from 180°. Thus, the energy splitting and intensity changes with photon energy of the peaks in the difference spectrum in Figure 18A give the geometric and electronic structure of the unconstrained CuI–S(thiolate) bond of the surface complex. Our strategy was to use VEPES to experimentally define the geometric and electronic structure of each normal CuI–ligand bond for the surface complexes. These data were then used to evaluate and calibrate Xα-sw electronic structure calculations of the unconstrained surface complexes. These experimentally calibrated Xα-sw calculations were then used to generate an electronic structure description of the reduced blue copper site and to evaluate the change in electronic structure with oxidation.

These studies, which are described in detail in ref 7, demonstrate that the bonding in the reduced blue copper site is dominated by ligand p to CuI 4p σ donor interactions. Thus, even though the bonding involves a reduced copper center, which results in the 3d orbitals being higher in energy by 1–2 eV due to the lower effective nuclear charge on the reduced copper relative to the oxidized site (see Figure 19), there is no evidence for back bonding for any of the blue copper sites.
copper ligands. We further found that the long Cu$^-$S(Met) bond length of 2.9 Å does not derive from the electronic structure of the reduced blue copper site but is imposed on the site by the protein structure. Both calculations and a statistical analysis of the known structures in the Cambridge Crystallographic Database (CCDB) indicate that a reasonable Cu$^-$S(Met) bond length is $\sim$2.32 Å. As considered in the next section, this appears to be an important feature of the blue copper site structure that can be ascribed to the protein matrix (i.e., an entatic or rack state). This elongated thioether Cu$^-$S(Met) bond reduces the donor interaction of this ligand with the copper. This is compensated for by the thiolate, leading to the short, strong Cu$^-$S(Cys) bond (Figure 20). 

Comparison of the electronic structure descriptions of the oxidized and reduced blue copper sites indicates that the ligand donor interactions with the unoccupied copper 4p (and 4s) levels change little upon oxidation and that the dominant change in bonding involves the hole produced in the 3d$^{2-2}$-derived HOMO in Figure 13. Thus, on oxidation, the blue copper site loses a strong antibonding interaction with the S(thiolate) and weaker antibonding interactions with the two imidazole nitrogens.

Having obtained an experimentally calibrated electronic structure description of the reduced site, we could evaluate the changes in geometric structure, which would occur for a blue copper site unconstrained by the protein. This involved evaluation of the electron–nuclear linear coupling terms of the oxidized site in the reduced geometry along all of the normal modes, $Q_i$, of the blue copper site. As illustrated in Figure 21, a nonzero slope of the linear coupling term of the oxidized site in the reduced geometry ($\Gamma^{\text{ex}}$), $Q_i(\delta \Gamma^{\text{ex}} / \delta Q_i) \Gamma^{\text{ex}}$, corresponds to a distorting force along normal mode $Q_i$. The significant distorting forces that we find to be present (Table 7) are consistent with the change in electronic structure on oxidation described above. There is a large distorting force toward contraction of the Cu–S(thiolate) bond (along $a_1$ stretching modes). This, however, is opposed by a large force constant, $k_i$, associated with the short and strong Cu–S(thiolate) bond leading to a limited contraction ($\Delta Q_i = (\delta \Gamma^{\text{ex}} / \delta Q_i) \Gamma^{\text{ex}} / k_i$) along this bond (Table 7 next to the last column, top). There are also smaller distorting forces to contract along the Cu–N(His) bonds (Table 7, last column). Importantly, no significant distorting force is present along any of the bending modes (Table 7 bottom, last two columns). In section 4.2, XAS combined with crystallography is used to define the geometric changes of the reduced blue copper site on oxidation. Consistent with the above linear coupling terms, the dominant structural changes are limited contractions along the Cu–S(Cys) and Cu–N(His) bonds, and there is no significant angle change with oxidation.

![Figure 20](image1.png)

*Figure 20.* Effects of the protein on the ligand donor interactions in blue copper sites. Arrows show decreased electron donation from the axial S(Met), which results in increased electron donation from the S(Cys). Adapted from ref 8.

![Figure 21](image2.png)

*Figure 21.* Configuration coordinate diagram of the linear coupling term for the distorting force along the i-th normal mode of vibration on the oxidized blue copper site relative to the reduced ground state. Adapted from ref 7.

Table 7. Distorting Forces along Normal Modes of the [CuN$_2$S] Model

<table>
<thead>
<tr>
<th>normal modes</th>
<th>$\delta \Gamma^{\text{ex}} / \delta Q_i$</th>
<th>$E^{\text{ex}}$</th>
<th>$\mu_i$</th>
<th>$k_i$</th>
<th>$\Delta Q_i$</th>
<th>$\Delta R$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>stretches$^a$</td>
<td>(eV/Å) (cm$^{-1}$) (amu) (md$^{-1}$Å) (Å)</td>
<td>Cu–S</td>
<td>Cu–N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1a$^e$</td>
<td>4.35</td>
<td>400</td>
<td>94</td>
<td>8.72</td>
<td>0.080</td>
<td>-0.069</td>
</tr>
<tr>
<td>2a$^e$</td>
<td>0.17</td>
<td>275</td>
<td>80</td>
<td>4.00</td>
<td>0.007</td>
<td>0.000</td>
</tr>
<tr>
<td>3a$^e$</td>
<td>3.28</td>
<td>220</td>
<td>82</td>
<td>2.58</td>
<td>0.204</td>
<td>-0.071</td>
</tr>
<tr>
<td>bends$^a$</td>
<td>(10$^{-3}$ eV/°) (cm$^{-1}$) (amu) (md$^{-1}$Å) (°)</td>
<td>dSCuN</td>
<td>dCuN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4a$^e$</td>
<td>0.60</td>
<td>70</td>
<td>79</td>
<td>.23</td>
<td>0.1'</td>
<td>±0.1</td>
</tr>
<tr>
<td>5a$^e$</td>
<td>0.49</td>
<td>60</td>
<td>103</td>
<td>.23</td>
<td>0.1'</td>
<td>0.0</td>
</tr>
<tr>
<td>6a$^e$</td>
<td>4.45</td>
<td>40</td>
<td>102</td>
<td>.08</td>
<td>1.5'</td>
<td>+1.1</td>
</tr>
</tbody>
</table>

$^a$ Normal modes of vibration.

$^b$ Distorting forces along normal modes of vibration.

$^c$ Electronic structure description.

$^d$ Geometric changes.

$^e$ Oxidized site in the reduced geometry.
An entatic or rack state where the Cu I geometry is imposed on the Cu II site by the protein would correspond to a large Jahn–Teller distorting force along a bending mode, which would give a tetragonal distortion of the Cu II site. The lack of a Jahn–Teller distorting force in the oxidized blue copper site can be understood from the scheme in Figure 22. In an idealized tetrahedral structure, there would be a $^2T_2$ ground state, which is orbitally degenerate (A). Electron–nuclear coupling over the orbitally degenerate levels leads to the Jahn–Teller distortion. In the reduced blue copper site, there is an elongated Cu-S(thioether) bond, which produces $C_{3v}$ effective symmetry at the copper leading to a $^2E$ ground state in the oxidized site, which corresponds to the unpaired electron being in the degenerate ($3d_{x^2-y^2}, 3d_{xy}$) set of orbitals (B). The long Cu–S(thioether) bond further results in contraction of the Cu–S(thiolate) bond (see above and Figure 20), which splits the remaining orbital degeneracy of the $^2E$ (C). In particular, from the MCD assignment in Figure 16B reproduced in Figure 22D, the $3d_{xy}$ level is $>10,000 \text{ cm}^{-1}$ above the $3d_{x^2-y^2}$ ground state; it is a linear coupling term between these levels that would lead to a Jahn–Teller distorting force. Thus, the orbital degeneracy is strongly lifted in the $C_{3v}$ site symmetry (C) and there is no Jahn–Teller distorting force. This leads to little geometric change on oxidation and a low Franck–Condon barrier to ET (see section 7).

4.2. X-ray Absorption Spectroscopy (XAS)

In addition to PES, XAS may also be used to probe a d$^{10}$ metal configuration. XAS spectroscopy involves the photoexcitation of core electrons to partially occupied or unoccupied valence orbitals on the metal ion and to the continuum. In the case of a metal K-edge, a metal 1s core electron is excited resulting in an intense electric dipole-allowed $s\rightarrow p$ transition, which can provide information about oxidation state and site geometry. Once the electron has been excited to the continuum, it interacts with neighboring atoms; the scattering producing EXAFS, which provides metrical information.

A systematic study of a series of Cu I complexes with varying coordination numbers has shown that the Cu 1s–4p preedge peak energies and intensities can be correlated with the coordination number and understood in the context of a simple electronic structural description. Figure 23A shows a comparison of typical two-, three-, and four-coordinate Cu I model complexes. (B) Normalized Cu K-edge XAS spectra of low (pH = 4.3) and high (pH = 7.0) pH Cu I plastocyanin. Adapted from ref 105.
the transition to the doubly degenerate 4pₓᵧ orbitals appears at lower energy and with much greater intensity than the 1s→4p transition. Bringing in a third ligand along the y-axis and decreasing the θ from 180° splits the degeneracy of the 4pₓᵧ orbitals, with the pₓ orbital moving to higher energy and the transition decreasing in intensity due to covalent mixing with the added ligand. For a four-coordinate tetrahedral complex, the 4pₓᵧₓᵧ orbitals should be degenerate, however shifted to higher energy and reduced in intensity due to covalent mixing of all 4p orbitals with the four ligands.

The sensitivity of the CuI-edge to the coordination environment has been used to probe the environment of blue copper proteins. Figure 23B shows the data for reduced plastocyanin at high (pH 7.0) and low (pH = 4.3) pH values. At high pH, the edge intensity and position are clearly closer to that of a three-coordinate complex than a four-coordinate complex, consistent with the weak axial methionine in plastocyanin. As the pH of plastocyanin is decreased, the His87 becomes protonated off the CuI center (and the Met92 moves to a distance of 2.5 Å). The results indicate that upon oxidation the Cu–N and Cu–S bond lengths decrease by an average of ~0.06 Å and ~0.08 Å, respectively. Early EXAFS studies on plastocyanin showed evidence for a long Cu–S(Met) in the oxidized and reduced forms of poplar plastocyanin and in the oxidized forms of P. vulagris plastocyanin and S. oleracea plastocyanin.

However, these studies did not include multiple scattering interactions from the histidine ring structure, which would occur at approximately the same distance. More recent EXAFS analyses of P. aeruginosa azurin, which included multiple scattering contributions from the histidine rings, showed edge data reflect this change showing an increase in the energy and intensity at ~8989 eV, indicating that the average CuI coordination environment decreases from three-coordinate to closer to two-coordinate.

EXAFS data and crystallographic results also have provided important information about the reduced site of blue copper proteins. Table 8 summarizes the changes in geometric parameters for the oxidized and reduced blue copper sites found in azurin and plastocyanin. From crystallographic results, upon reduction, the average Cu–N(His) and Cu–S(Cys) bond lengths increase by ~0.12 Å and ~0.06 Å, respectively and the changes in bond angles are minimal (consistent with discussion in section 4.1). The reported crystal structures range from 1.33 Å to 1.9 Å in resolution. However, even at 1.3 Å resolution, the error in the bond lengths is ~0.05–0.08 Å. EXAFS results, while providing only very limited angular information, provide a greater accuracy in bond length determination (~0.02 Å) and hence when coupled with crystallographic results provide a more accurate assessment of the changes that occur upon oxidation. The results of EXAFS studies on plastocyanin and azurin are summarized in Table 9. The results indicate that upon oxidation the Cu–N and Cu–S bond lengths decrease by an average of ~0.06 Å and ~0.08 Å, respectively. Early EXAFS studies on plastocyanin showed evidence for a long Cu–S(Met) in the oxidized and reduced forms of poplar plastocyanin and in the oxidized forms of P. vulagris plastocyanin and S. oleracea plastocyanin. However, these studies did not include multiple scattering interactions from the histidine ring structure, which would occur at approximately the same distance. More recent EXAFS analyses of P. aeruginosa azurin, which included multiple scattering contributions from the histidine rings, showed...
Table 9. Summary of Published EXAFS Data for Oxidized and Reduced Plastocyanins and Azurins

<table>
<thead>
<tr>
<th>oxidation state</th>
<th>Poplar plastocyanin</th>
<th>P. vulgaris plastocyanin</th>
<th>S. oleracea plastocyanin</th>
<th>P. aeruginosa azurin</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>6.0</td>
<td>7.0</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>ref</td>
<td>86</td>
<td>114</td>
<td>115</td>
<td>115</td>
</tr>
<tr>
<td>2 Cu−N(His)</td>
<td>1.98</td>
<td>1.96/2.01</td>
<td>1.97</td>
<td>2.05</td>
</tr>
<tr>
<td>1 Cu−S(Cys)</td>
<td>2.08</td>
<td>2.19</td>
<td>2.11</td>
<td>2.22</td>
</tr>
<tr>
<td>1 Cu−S(Met)</td>
<td>2.76</td>
<td>2.86</td>
<td>2.66</td>
<td>2.66</td>
</tr>
</tbody>
</table>

5. Standard Ligand Set [S(Cys), 2 N(His), and S(Met)]: The Coupled Distortion

Proteins such as cucumber basic blue (also called plastocyanin) and Achromobacter cycloclastes nitrite reductase (NiR) have the same ligand set as plastocyanin [i.e., axial S(Met)] but with geometric distortions (section 5.1) and (ii) those having variation in the chemical nature of the axial ligation (section 5.2). These perturbed blue copper sites provide the opportunity to experimentally evaluate the role of the protein in determining the geometric and electronic structure of the site (sections 5.1 and 5.2) and to evaluate electronic structure calculations of geometry optimized structures (section 5.3).

5.1. Standard Ligand Set [S(Cys), 2 N(His), and S(Met)]: The Coupled Distortion

The VEPES studies described in section 4.1 indicate that the long Cu−S(thioether) bond in plastocyanin is imposed on the reduced site by the protein matrix. This long bond reduces the donor interaction of the thioether with the copper and is compensated by the thiolate resulting in the short, strong Cu−S(thiolate) bond (Figure 20). Together, these eliminate the Jahn–Teller tetragonal distortion of the CuII site upon oxidation. Relative to the “classic” blue copper site in plastocyanin, there are a number of naturally occurring and mutant blue copper sites, which exhibit perturbed geometric and electronic structures. The perturbed spectral features (relative to plastocyanin) indicate increased absorption intensity at 450 nm at the expense of the 600 nm absorption band and more rhombic EPR spectra. Structurally, the perturbed sites divide into two categories: (i) those having the same ligand set as plastocyanin [S(Cys), 2 N(His), and S(Met)] and (ii) those having variation in the chemical nature of the axial ligation (section 5.2). The perturbed blue copper sites provide the opportunity to experimentally evaluate the role of the protein in determining the geometric and electronic structure of the site (sections 5.1 and 5.2) and to evaluate electronic structure calculations of geometry optimized structures (section 5.3).
Before correlating to crystal structures, two spectroscopic points should be clarified. First, the fact that the LF transitions (easily observed in the LT MCD spectra in Figure 26C from their high C0/D0 ratios) shift up in energy, clearly demonstrates that the site becomes tetragonal rather than tetrahedral (as proposed in refs 124 and 125) in going from plastocyanin to NiR. An increasing tetrahedral distortion would shift the LF transitions to lower energy (see also section 5.2). Second, from Figure 26E, the EPR data (including ESEEM and ENDOR, not shown) exhibit small changes along the series \( g_z = 2.23, 2.21, 2.19; g_y = 2.06, 2.07, 2.06; g_x = 2.05, 2.02, 2.02 \) for plastocyanin, cucumber basic protein, and NiR, respectively; yet, there is a large change in electronic structure [e.g., \( \pi \) to \( \sigma \) CuII-\( S(\text{thiolate}) \) bonding]. This insensitivity of the spin Hamiltonian parameters to this change in electronic structure is considered in section 5.1.1.

These spectroscopic/electronic structural trends can be correlated to the crystallographic results on these sites as summarized in Figure 27.11,126,127 On going from plastocyanin to cucumber basic blue to nitrite reductase, the Cu–S(thioether) bond decreases by 0.3 Å and the Cu–S(thiolate) bond increases by >0.1 Å. Furthermore, the Cu–S(Cys)–S(Met) plane rotates relative to the N(His)–Cu–N(His) plane in a Jahn–Teller type (\( \epsilon_J \)) distortion toward a more tetragonal geometry. This electronic/geometric correlation has been termed the coupled distortion120 in which the strong axial Cu–S(Met) interaction produces a weaker Cu–S(Cys) bond and together result in a tetragonal Jahn–Teller distortion of the site. These perturbed blue copper sites with the same ligand set as plastocyanin demonstrate that the protein matrix does indeed contribute to the geometry of the active site through stabilization of sites with the standard ligand set \( S(\text{Cys}), 2 \text{N(His)}, \) and \( S(\text{Met}) \) at different positions along this coupled distortion coordinate. The idea that the stronger axial Cu–S(Met) bond in NiR is an important factor in leading to the large distortion toward tetragonal in the coupled distortion coordinate is demonstrated by the mutant studies involving this axial ligand described in section 5.1.1.

Finally, it should be emphasized that the spectra and structures in Figures 26 and 27 reflect a continuum of geometries and electronic structures. This differs from proposals based on DFT calculations (see...
section 5.3), which have suggested that the experimentally observed spectral changes arise from an equilibrium mixture of trigonally distorted tetrahedral (as in plastocyanin) and tetragonal limiting structures. The presence in the 5K spectra of a single set of MCD d bands, Figure 26C, and a single set of EPR spectra, Figure 26E, across the series makes it clear that this is a continuum of individual geometries along the coupled distortion coordinate.

5.1.1. Green to Blue Copper Sites: The M182T Mutant of Nitrite Reductase

To gain further insight into the role of the axial ligand, studies have also been pursued on the green copper site in Rhodobacter sphaeroides nitrite reductase (R.s NiR) and its Met182Thr mutant. Wild-type R.s. NiR exhibits spectroscopic signatures characteristic of a green site (i.e., a highly perturbed blue site as discussed in section 5.1), while the M182T mutant shows spectroscopic features characteristic of a classic blue site (i.e., in plastocyanin). Figure 28A shows a comparison of the absorption spectrum for M182T R.s. NiR and the wild-type enzyme. The M182T mutant shows an increase in the absorption intensity at 600 nm and an accompanying decrease in intensity at 450 nm (making it blue). Thus, this mutant allowed evaluation of a "blue" site in the "green" protein environment. This leads to an interesting spectroscopic series: blue-plastocyanin-green-nitrite reductase-blue-the M182T axial mutant of nitrite reductase.

The absorption intensity pattern in the mutant indicates an increase in the $\pi$ Cu$^{II}$-S(Cys) interaction and a decrease in the pseudo $\sigma$ Cu$^{II}$-S(Cys) interaction. This suggests that the Cu 3d orbitals are HOMO orbital orientation in the mutant is similar to that of the typical blue sites such as plastocyanin. Resonance Raman data (Figure 28C) provide direct evidence that the Cu-S(Cys) bond is stronger in the Met182Thr mutant [$\langle \nu(Cu-S) \rangle = 408$ cm$^{-1}$] relative to the wild-type [$\langle \nu(Cu-S) \rangle = 383$ cm$^{-1}$]. Thus, on going from the wild-type green site to the blue M182T mutant, the axial ligand strength decreases, the Cu-thiolate interaction strengthens, and the ground state goes from a $\sigma$ to a $\pi$ Cu-S(Cys) bonding interaction. From a comparison of the LF transition energies of the Met182Thr mutant to other blue copper centers (plastocyanin and fungal laccase, vide infra), there is a very weak axial interaction (protein ligand or water) in the mutant.

Interestingly, this diminished axial interaction in the mutant relative to the wild-type does not change some of the ground state EPR and other spectral properties of the mutant. The MCD spectra (Figure 28B) indicate that the LF transition energies (bands 5--8) have remained unchanged in the mutant as compared to those in the wild-type. This results from two competing effects: (i) the coupled distortion in reverse—the loss of the strong axial thioether results in an increase in equatorial Cu-S(thiolate) interaction, which causes a more tetrahedral distortion of the site and would decrease the LF energies—and (ii) the presence of the very weak axial ligand (weaker than plastocyanin, but not completely absent as in the three-coordinate site of fungal laccase, vide infra), which allows the Cu to move into the CuN$_2$S plane resulting in a more trigonal structure, which would increase the LF transition energies (see section 5.2.1). EPR measurements (Figure 28D) have shown that the type-1 parameters (g values and copper hyperfine values) of the Met182Thr mutant were identical to the values of the wild-type enzyme. The similar g values reflect the similar LF transition energies and imply that the Cu 3d character in the HOMO is similar in the wild-type and the mutant. The similar g values and covalency of the mutant and the wild-type would account for their equivalent copper hyperfine couplings. The ENDOR frequencies for the histidine nitrogens were unchanged in the mutant from their values in the wild-type enzyme. The spin densities on the nitrogens, which contribute...
to these hyperfine couplings in the mutant and the wild-type, have been found to be similar in DFT calculations. Also, similar $\beta$-methylen hyperfine coupling in M182T mutant and wild-type can be explained in part by the rotation of the $\beta$C(Cys)–C(backbone) about the S(Cys)–$\beta$C(Cys) bond in the blue mutant relative to the wild-type. This affects the orientation of the spin density on the S(Cys) relative to the $\beta$-methylen protons.

The spectroscopically calibrated DFT calculations reproduce the differences in electronic structure and bonding among the tetracoordinate green and blue sites and tricoordinate blue (or fungal laccase, vide infra, section 5.2.1) sites. Calculations show that both classes of blue sites have dominant thiolate $\pi$ bonding character, while the green sites gain significant thiolate $\sigma$ bond character. In addition, the computed spin densities and ground state covalencies in the tetra- and tricoordinate blue sites correlate well with the experimentally (resonance Raman) determined bond strengths of the Cu–S(Cys) interaction (see also section 5.3). The key structural difference is that the blue site has no or a weak axial bond while the green site has a short, strong axial thioether bond.

The spectroscopy of the M182T mutant and its correlation to the wild-type NiR green site and to the classical blue site in plastocyanin emphasizes the role of the axial ligand in determining the geometric and electronic structure of the blue copper site.

5.2. Variation in the Chemical Nature of the Axial Ligand

5.2.1. No Axial Ligand: Fungal Laccases and Fet3p

The type 1 (T1) site in proteins such as fungal laccase and Fet3p have the axial S(Met) replaced by either a leucine (leu) or a phenylalanine (phe); hence, no axial ligand is provided by the protein. These proteins form a class of nonaxially ligated T1 sites, which have spectroscopic features that are distinct from the classic blue copper sites in plastocyanin and azurin. In this section, the T1 site of P. pinsitus (P.p.)-fungal laccase and the T1 site of Fet3p are compared to that of plastocyanin. To gain further insight into the contribution of the axial ligand, studies were also conducted on the Met axial mutant of P. pinsitus fungal laccase.

Both fungal laccase and Fet3p are multicopper oxidases and contain T2 (normal) and T3 (coupled binuclear) copper sites in addition to the T1 site. The spectral features of the T1 sites were isolated using either differential anion binding or by examination of the T1 and T2 depleted mutants. Figure 29A,B gives a comparison of the absorption and MCD data, respectively, for plastocyanin and the T1 sites of P.p. fungal laccase and Fet3p. From the absorption data, the CT spectrum remains intense and weak pseudo $\pi$, as in plastocyanin, indicating that the site remains trigonally distorted tetrahedral. From the MCD, the $d_{xy}$ bands for both P.p. fungal laccase and Fet3p shift to higher energy than in plastocyanin. This can also be observed from the absorption spectra, where the $d_{xy}$ bands appear as a shoulder at $\sim$13 700 cm$^{-1}$, as opposed to the well-resolved feature at $\sim$12 500 cm$^{-1}$ in plastocyanin. In addition, in both fungal laccase and Fet3p, the lowest energy transition ($d_{xy}$–$d_{yz}$) is negative, whereas in classic blue copper sites it is positive. This derives from the lack of axial ligand that drops the Cu atom into the N(His)–S(Cys)–N(His) plane, eliminating transition intensity in the $z$ direction. (It is interesting to note, however, that in the Q99L mutant of stellacyanin, the sign of this transition is positive, indicating a less trigonal structure.)

Figure 29. Comparison of the spectral features of plastocyanin, P.p. fungal laccase, and Fet3p: (A) low-temperature absorption, (B) MCD, (C) resonance Raman (excitation energy of 647.1 nm), and (D) EPR spectra. Adapted from refs 94 and 134.
From Figure 29D, the g values for fungal laccase and Fet3p have decreased relative to plastocyanin, while the A values have increased. The increase in A values for fungal laccase and Fet3p is due in part to the low g values, which in turn arises from the increase in the $3d_{x^2-y^2} \rightarrow 3d_{xy}$ transition energies relative to plastocyanin. In addition, the increase in A values relative to plastocyanin may be attributed to a decrease in 4s mixing into the HOMO. This is supported by DFT calculations, which show that the amount of 4s mixing decreases from 1% in plastocyanin to 0% in fungal laccase, due to the more planar geometry of the T1 site in fungal laccase. A detailed analysis of the EPR and optical parameters is found in ref 94. From Figure 29C, the intensity weighted average of the Cu-S stretch- ing frequency determined from resonance Raman data is significantly higher for both P.p. fungal laccase and Fet3p (413 and 418 cm$^{-1}$) than for plastocyanin (403 cm$^{-1}$), indicating a significantly stronger Cu-S(thiolate) bond. The increase in the strength of the Cu-S(Cys) bond is consistent with the increased oscillator strength of the blue absorption band in fungal laccases relative to plastocyanin and indicates a more covalent Cu-S(thiolate) bond.

The changes in electronic structure described above result from the elimination of the axial interaction, which causes the Cu atom to shift into the N(His)-S(Cys)-N(His) plane increasing the LF transition energies. The absence of the axial ligand is partially compensated for by the increased covalency of the Cu-S(thiolate) bond.

In addition, studies have been performed on the F463M mutant of P.p. fungal laccase. These studies show that replacing the nonligating axial Phe with a weakly ligating Met perturbs the site toward a plastocyanin-like electronic structure. Both the LF strength and the Cu-S(thiolate) bond strength decrease. These studies further support the contribution of the axial ligand to the electronic structure of blue copper sites.

Finally, it should be noted that the axial ligand also makes a significant contribution to the redox potential of the blue site. The contribution of both the axial ligand and the protein environment to the redox potential are discussed in section 7.

5.2.2. Stellacyanin Axial Mutants: Variation of the Axial Ligand in a Fixed Protein Environment

In contrast to the T1 sites of fungal laccase and Fet3p, where the axial interaction has been eliminated, in stellacyanin, the axial S(Met) ligand is replaced by a stronger field O(Gln). To gain further insight into the contributions of the axial ligand, mutagenesis studies have been pursued on the S(Met) and no axial (Leu) mutants of cucumber stellacyanin. The wild-type and two mutant proteins span the range of known native, axial interactions in blue copper sites (O(Gln) to S(Met) to no axial (Leu)) and allow the contribution of the axial ligand to be systematically probed within a fixed protein environment.

Figure 30A,B shows the absorption and MCD data for stellacyanin and the Q99M and Q99L mutants of stellacyanin: (A) absorption, (B) MCD, (C) S K-edge XAS, and (D) resonance Raman (excitation energy of 647.1 nm) and EPR spectra. Adapted from ref 93.
The results of these studies also clearly demonstrate that the axial ligand modulates the geometric and electronic structure of the blue copper site. As the axial ligand is weakened, the Cu shifts further into the N(His)-S(Cys)-N(His) plane and the site becomes a more trigonal structure. The Cu-S(thiolate) bond becomes shorter and more covalent, indicating that the strength of the axial ligand inversely decreases by 0.05 Å. These results indicate that as the axial bond is weakened the Cu-S(thiolate) becomes shorter. These results are also supported by resonance Raman data (Figure 30D), which show an increase in the effective Cu-S(thiolate) stretching frequency upon weakening the axial ligand.

Figure 30E shows the EPR data for wild-type stellacyanin and the axial mutants. Across the series, going from wild-type to Q99M to Q99L, the g values decrease and the A_{ii} values increase. The decreased g values and increased A values on going from wild-type to Q99M can be accounted for by the increase in LF transition energies. However, for Q99L in addition to the decrease in g values, an increase in the metal contribution to the HOMO must be included to increase A_{ii}. This indicates a higher Z_{eff} in the Q99L mutant, suggesting that elimination of the axial ligand is only partially compensated by the increased donation from the Cu-S(thiolate) bond. This is found more quantitatively through analysis of the XAS edge energies. Across the series (wild-type to Q99M to Q99L stellacyanin), the S K-edge energy remains the same. However, from MCD spectroscopy (based on shifts in bands the d_{xy}-\pi transition from 11 200 (WT) to 12 150 (Q99M) to 14 200 cm^{-1} (Q99L) in Figure 30B), the LF increases by 0.13 and 0.38 eV relative to wild-type for Q99M and Q99L stellacyanin, respectively. This requires that the axial ligand modulates the geometric and electronic structure of the blue copper site in the context of the above data. Figure 31 shows the experimental structure of the oxidized plastocyanin site (A) and optimized equilibrium structures employing different density functionals (B – D). The crystallographic bond lengths involving the CuII for the experimental structure at 1.33 Å resolution are in good agreement with the more accurate EXAFS distances (Figure 31A); therefore, the crystallographic structure can be used as a reference structure for comparison with the geometry optimized structures. As discussed in section 3.3, functionals with different amounts of HF exchange give different ground state bonding descriptions. In geometry optimizations, the BP86 (Figure 31B) and B3LYP (Figure 31C) functionals using a theoretically converged basis set (BS5) give equilibrium structures with small \alpha/\pi ratios [ratio of S(Cys) 3p lobes along (\alpha) and perpendicular (\pi) to the Cu-S(Cys) bond], which correspond to dominantly \pi type CuII-S(Cys) bonding and optically to blue sites.

5.3. Electronic Structure Calculations

As presented above, different protein sites with the blue copper ligand set can have different electronic structures. This is directly reflected in the nature of the \pi vs \sigma type CuII-S(thiolate) bonding, which can be understood in terms of the ligand positions along a coupled distortion coordinate. In the reduced site (section 4), the CuII-S(thioether) bond is longer than in normal CuII complexes with unconstrained thioether coordination (2.3–2.4 Å), which leads to a short CuII-S(thiolate) bond. This structure is relatively stable upon oxidation with only limited metrical changes expected in going from the reduced to the oxidized site. Comparison of wild-type and mutant oxidized NiR sites (section 5.1) further demonstrates the role of the axial ligand in determining the position along the coupled distortion coordinate. A shorter, stronger axial CuII-S(thiolate) bond (in conjunction with a longer CuII-S(thiolate) bond) gives a green site, which is more tetragonally distorted than the blue site. Furthermore, studies of wild-type and mutant stellacyanin active sites (section 5.2) demonstrate that increasing the axial interaction results in a weaker CuII-S(thiolate) bond and a decreased Z_{eff} of the CuII ion, which contributes to lowering the reduction potential of the site.

In this section, we use modern DFT to computationally evaluate the role of the protein ligand environment in determining the geometric and electronic structure of the blue copper site in the context of the above data. Figure 31 shows the experimental structure of the oxidized plastocyanin site (A) and optimized equilibrium structures employing different density functionals (B – D). The crystallographic bond lengths involving the CuII for the experimental structure at 1.33 Å resolution are in good agreement with the more accurate EXAFS distances (Figure 31A); therefore, the crystallographic structure can be used as a reference structure for comparison with the geometry optimized structures. As discussed in section 3.3, functionals with different amounts of HF exchange give different ground state bonding descriptions. In geometry optimizations, the BP86 (Figure 31B) and B3LYP (Figure 31C) functionals using a theoretically converged basis set (BS5) give equilibrium structures with small \alpha/\pi ratios [ratio of S(Cys) 3p lobes along (\alpha) and perpendicular (\pi) to the Cu-S(Cys) bond], which correspond to dominantly \pi type CuII-S(Cys) bonding and optically to blue sites.

Geometry optimizations done by Ryde et al. using the B3LYP hybrid functional give a \pi type structure similar to these results. The main difference is in the way the optimized structure is correlated with the protein site. An energy difference (\Delta E in Figure 31C) of 7.5 kcal mol^{-1} is obtained by backtransforming all of the Cu containing internal coordinates of the optimized structure to the experimental geometry. Alternatively, refs 9 and 148 compare optimized structures obtained with and without constrained Cu-S(Met) distances (in the range of 2.62–3.10 Å). This gives an increase in energy due to the protein constraint of 1.2 kcal mol^{-1}.

In contrast to the above results, the spectroscopically adjusted hybrid functional [B(38HF)P86] gives an optimized equilibrium structure (Figure 31D), which is optically green and characterized by a high \alpha/\pi ratio (0.8, experimental room and low-temperature values are 1.0 and 2.0, respectively). The B(38HF)P86 geometry is more tetragonal, which is due to the increased HF exchange mixing (HF mixing
is approximately 20% in B3LYP and 38% in B(38HF)-P86 and the different correlation functional (LYP vs P86). The increased HF exchange gives more CuII character [27% at BP86, 31% at B3LYP, and 47% at B(38HF)P86 levels, from insets in Figure 31], which leads to a larger Jahn–Teller distortion. The energy stabilization of the site due to geometry optimization calculated using the B(38HF)P86 functional is 6.4 kcal mol$^{-1}$. This energy difference between the experimental blue copper structure and the optimized structures originates from the coupled distortion involving axial CuII–S(thioether) bond contraction (2.82 Å (exp) → 2.39 Å (opt)), CuII–S(thiolate) bond elongation (2.07 Å → 2.18 Å), and the site going toward a more tetragonally distorted geometry ($\varphi = 82^\circ → 71^\circ$). In addition to these changes, the thiolate rotates along the CuII–S(Cys) bond ($\omega = 113^\circ → 160^\circ$), and the equatorial imidazole rings adjust their positions relative to the thiolate and thioether ligands [for example, S(Cys)–Cu–N(His1) 121° → 97°, S(Cys)–Cu–N(His2) 132° → 140°, Cu out of plane distance ($\delta$) 0.36 Å → 0.54 Å].

To further study the role of the axial ligand, calculations were also carried out starting from the experimental green site structure of NiR (Figure 32A), but with the axial thioether eliminated. Geometry optimization gives a planar, trigonal structure (Figure 32B), which closely resembles the experimental, three-coordinate fungal laccase site$^{149}$ and is characterized by a highly covalent, $\pi$ type CuII–S(Cys) bond (55% S character). The calculated changes in geometric and electronic structure in going from a strong to no axial ligand parallel the data described in section 5.2 and demonstrate the role of the axial ligand in affecting the electronic structure of the oxidized blue copper site.

Studies have been carried out by Ryde et al.$^{9,148}$ for the reduced site. Using the B3LYP functional, they find that all geometric parameters except the CuI–S(Met) bond length are within the experimental ranges. Partial optimizations with a constrained CuI–S(Met) bond at 2.9 Å gave only 1 kcal mol$^{-1}$ for the energy destabilization.

Parallel to the oxidized site, calculations have now been performed for the reduced blue copper site using different functionals; the optimized, equilibrium geometries are summarized in Figure 33. Because of the unreasonably long CuI–N(His1) bond (2.4 Å, Figure 33A), the crystallographic bond lengths of the reduced site have been replaced by the more accurate EXAFS distances (Table 9, Figure 33A top inset), which provide the reference experimental structure for the reduced blue copper site. The optimized structures obtained using different functionals are similar to each other, and the energy stabilization upon optimization is in the range of 14–21 kcal mol$^{-1}$ [the low and high limits correspond to the BP86 and hybrid B(38HF)P86 results, respectively]. The geometric changes are similar to those observed for the oxidized site [the CuI–S(Met) gets shorter, CuI–

---

**Figure 31.** Experimental (A) and optimized structures of oxidized plastocyanin model [(imidazole)$_2$CuII(SCH$_3$)(S(CH$_3$)$_2$)]$^{1+}$ at (B) BP86/BS5, (C) B3LYP/BS5, and (D) B(38HF)P86/BS5 levels of theory (atomic spin densities from NPA are given in the top insets).
S(Cys) gets longer, thiolate rotates, and the imidazole rings move but with the site becoming more tetrahedral (reduced) rather than tetragonal (for the oxidized site in Figure 31D).

In summary, density functional calculations indicate that the reduced site is more destabilized in the protein matrix by at least 10 kcal mol\(^{-1}\) relative to the oxidized site. The key structural changes that occur upon geometry optimization are the shortening of the Cu-axial ligand bond, lengthening of the Cu-thiolate bond, and a tetrahedral distortion of the site. There is also a rotation of the thiolate and movement of the equatorial imidazole rings. In the oxidized site, similar but smaller structural differences occur but with a tetragonal, Jahn–Teller distortion, which gives a larger \(\alpha/\pi\) ratio for the geometry optimized structure (using the spectroscopically adjusted functional) similar to that of the green site in NiR.

6. Spectroscopic and Electronic Structure Studies of Blue Copper Model Complexes

Two structurally defined complexes now exist that model key geometric and electronic features of the blue copper site. The original cupric complex of Kitajima, Fujisawa, and Moro-Oko\(^{1,50,151}\) was based on the tridentate tris(pyrazolyl)hydroborate \([\text{HB}(pz')_3]\) ligand and used triphenylmethylthiolate to model the Cys ligand. This gave a trigonally distorted tetrahedral structure 1 with a short, strong Cu\(^{II}\)–S(thiolate) bond (2.1 Å) very similar to the structure of plastocyanin (Figure 34A). Replacing the long axial thioether (2.8 Å) of plastocyanin is an axial N(pz') ligand at a distance of 2.2 Å. Alternatively, Holland and Tolman\(^{152}\) used the bidentate \(\beta\)-diketiminate ligand. The triphenylmethylthiolate was again used to model Cys, and in this case, the complex 2 was three-coordinate, trigonal planar, with a very similar structure to the three-coordinate blue copper site in fungal laccase (Figure 34B).\(^{153,154}\) Availability of these models allowed chemical perturbations not possible in protein systems, which provided new insights into the assignment of spectral features and the contributions of specific bonding interactions to the electronic structure of the blue copper site. Specifically, these allowed the covalency of the Cu\(^{II}\)–S(thiolate) bond, the nature of the equatorial nitrogen ligands, and the axial ligand to be varied, and thus, these effects on electronic structure could be further evaluated. These studies\(^{153,154}\) utilized the combination of absorption, LT MCD, EPR, resonance Raman excitation profiles, and sulfur K-edge and copper L-edge XAS and DFT calculations.

From the sulfur K-edge data in Figure 35A and the derived covalency numbers in Table 10, the Cu\(^{II}\)–S(thiolate) bond in 1 is considerably more covalent than in plastocyanin (52 vs 38% sulfur 3p character in the HOMO).\(^{154}\) This large change in covalency allows correlation of this contribution to the properties of the blue copper site. From the
resonance Raman and absorption results in the last three columns of Table 10, the Cu–S bond is stronger, the reorganization energy in the S(Cys)–Cu CT transition at ~600 nm is larger, and the oscillator strength (f) is higher in 1 relative to plastocyanin. These experimentally confirm previous predictions concerning the contribution of this highly covalent bond to the properties of the blue copper site. The effects of this change in CuII–S(thiolate) covalency on the electronic spectra are defined by the low-temperature absorption and MCD data in Figure 36. There are three important features. First, the LF transitions go down in energy in 1 (bands 1, 3, 4, and 5 from their large C0/D0 ratios in MCD/absorption) relative to plastocyanin. This reflects the fact that the structure of 1 (Figure 34A, left) is closer to tetrahedral leading to lower energy LF transitions. As the axial interaction is reduced [i.e., the long Cu–S(thioether) bond in plastocyanin], the copper moves toward the trigonal plane and the LF splittings of the d orbitals increase (vide supra). Second and of particular importance, even though the Cu–S(thiolate) covalency has increased and the π CT transition at ~600 nm has gone up in intensity to reflect this, the bands at 450 nm decrease in intensity by a factor of 5 (ε of 300 to 60 M⁻¹ cm⁻¹). This clearly excludes the assignment of the bands in the 450 nm region in plastocyanin as relating to the thiolate pseudo σ to CuII CT transition. Alternatively, along with the decrease in the intensity in this region in 1 relative to plastocyanin, a new low energy band 2 appears in the LT MCD spectrum of 1 but not in plastocyanin (Figure 36B). This reflects the different natures of the valence orbitals of pyrazole relative to imidazole and allows their contributions to the CT spectrum to be elucidated. From Figure 37, both of the free ligands have two π and one σ valence orbital. The σ valence orbitals are greatly stabilized in energy.

Table 10. Summary of XAS, Resonance Raman, and Optical Parameters for Complex 1, Complex 2, and Plastocyanin

<table>
<thead>
<tr>
<th></th>
<th>S K-edges</th>
<th>Cu L-edges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% S 3p</td>
<td>energy (eV)</td>
</tr>
<tr>
<td>1</td>
<td>52</td>
<td>2469.0</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>2469.2</td>
</tr>
<tr>
<td>plastocyanin</td>
<td>38</td>
<td>2469.0</td>
</tr>
</tbody>
</table>
due to $\sigma$ bonding to the 3d$_{x^2-y^2}$ orbital of the copper. The remaining $\pi$ valence orbitals can contribute CT transitions overlapping the visible region in Figure 36. From Figure 37, the major difference between pyrazole and imidazole is that the dominant contribution on the nitrogen coordinated to the copper (N$_1$) is in the higher energy $\pi_1$ in imidazole (40%) and in the lower energy $\pi_2$ (34%) level in pyrazole. These are split in energy by $\sim$0.7–1.0 eV in the free ligand. This leads to the assignment of low-energy band 2 as a pyrazole $\pi_2$ CT transition in 1, which is eliminated in plastocyanin due to the small coefficient of N$_1$ in $\pi_2$ of imidazole. Alternatively, the 450 nm band region corresponds to $\pi_1$ CT transitions with the higher intensity in plastocyanin reflecting the greatly increased N$_1$ character in $\pi_1$ in imidazole relative to pyrazole.

In addition to defining the contribution of the Cu$^{II}$--S(thiolate) bond to the spectroscopy and electronic structure, studies on 1 relative to plastocyanin have also defined why this Cu$^{II}$--S(thiolate) bond is more covalent and demonstrates that this reflects the fact that the tris(pyrazolyl)hydroborate ligand system has a reduced donor interaction with the Cu$^{II}$ relative to the ligand set [2 N(His), S(Met)] of plastocyanin. Summing the sulfur and copper contributions to the HOMO of 1 (Table 10) shows a residual of 12% as compared to 21% in plastocyanin. This reflects the additional contribution of the different endogenous ligand sets to the ground state wave function, which is also reproduced by the DFT calculations in Figures 13 and 38. Changing the trisphenylmethylthiolate to methylthiolate does not change the ground state wave function of 1.
The major contribution to the diminished donor strength of the \([\text{HB(pz')}]\) \(^2\) ligand is the misdirected nature of the pyrazolyl \(\sigma\) bonds to the \(\text{Cu}^{\text{II}}\) in the constrained geometry of \(\textbf{1}\) in Figure 34A. In this structure, the \(\text{N}--\text{N}--\text{Cu}\) angles are constrained to be 115° relative to the ideal angle of ~125° as found for the \(\text{C}--\text{N}--\text{Cu}\) angle of the imidazoles in plastocyanin. Replacing the \(\text{N(pz')--B}\) bonds with \(\text{N(pz')--H}\) bonds and geometry optimization in the DFT calculations leads to an angle of 126°. Thus, changes in the donor set (2 \(\text{N(His)}, \text{S(Met)}\)) of a blue copper site can strongly effect the covalency of the \(\text{Cu}^{\text{II}}--\text{S(thiolate)}\) bond, which plays a key role in the ET properties of the site (section 7).\(^{8,155}\)

Finally, it is important to emphasize that this model tri(pyrazolyl)hydroborate ligand system, in addition to allowing better orientation of the pyrazolyl \(\sigma\) bonds (vide supra), is constrained, which contributes to its ability to reproduce the dominant features/electronic structure, which reflect both of the differences between the donor strengths of the \(\beta\)-diketiminate and the tris(pyrazolyl)borate ligand systems and the loss of the axial ligand in \(\textbf{1}\).\(^{155}\)

From Table 10, the \(\text{Cu}^{\text{II}}--\text{(thiolate)}\) covalency in the HOMO dramatically decreases from 52 to 32% sulfur character. Associated with this (Table 10), the oscillator strength of the \(\text{S(Cys)} \pi\) CT transition goes down \((0.066 \textbf{(2)} v. 0.077 \textbf{(1)})\), the reorganization energy in the \(\text{Cu}--\text{S}\) bond in this transition decreases (from 2600 to 1100 cm\(^{-1}\)), and from Figure 39, the \(\text{S(Cys)} \pi\) CT transition has greatly decreased in energy by 2500 cm\(^{-1}\) to 750 nm, the lowest energy \(\text{S(thiolate) --Cu}^{\text{II}}\) CT transition yet observed. These spectral changes are reproduced by DFT calculations and dominantly reflect the strong donor interaction of the \(\beta\)-diketiminate ligand with the \(\text{Cu}^{\text{II}}\). From the

![Figure 39. Comparison of (A) low-temperature absorption and (B) MCD spectra of complexes \(\textbf{1}\) and \(\textbf{2}\). Adapted from refs 153 and 154.](Image 324x365 to 551x744)

MO diagram of the free ligand in Figure 40, the \(\text{S}^2\) orbital is at high energy, has almost pure nitrogen character, and is well-oriented and with the proper phase to have a strong \(\sigma\) donor interaction with the \(3\Delta^2-\gamma^2\) orbital on the copper. This can be seen experimentally from the covalency numbers in Table 10, where the sum of sulfur and copper character leaves a residual of 35% for \(\textbf{2}\) relative to 12% for \(\textbf{1}\). which reflects the nitrogen character in the HOMO associated with the different ligand systems. This can also be observed from the large nitrogen superhyperfine splittings in the EPR signal of \(\textbf{2}\) but not \(\textbf{1}\) (ref 152) and is also qualitatively reproduced by DFT calculations\(^{154}\) (Figure 38). The strong donor interaction of the \(\beta\)-diketiminate with the \(\text{Cu}^{\text{II}}\) leads to a trans effect, which reduces the covalency of the \(\text{Cu}^{\text{II}}--\text{S(thiolate)}\) bond in the HOMO. This also leads to the low energy of the \(\text{S(thiolate)} \pi\) CT transition in \(\textbf{2}\) relative to \(\textbf{1}\) (Figure 39) and to that of the blue copper site. The significant \(\beta\)-diketiminate character in the HOMO destabilizes its energy and reduces the bonding interaction of the thiolate with the \(\text{Cu}\) relative to \(\textbf{1}\). There is also an increase in \(Z_{\text{eff}}\) of \(\textbf{2}\) relative to \(\textbf{1}\) (vide infra). Together, these lead to the unusually low energy of this CT transition and its limited thiolate character.
Alternatively from the Cu—S effective stretching vibrational frequency in Table 10, column 5, and the Cu—S bond lengths in the crystal structures150–152 (Figure 34), the total Cu$^{II}$—S(thiolate) bond strength of 2 is slightly higher than that of 1. This derives from the fact that the thiolate in 2 also significantly donates into other unoccupied 4s and 4p orbitals on the Cu$^{II}$ to compensate for the reduced $\pi$ donor interaction with the HOMO. Thus, while the $\beta$-diketiminate is a stronger equatorial donor ligand than the equatorial pyrazolyls, the additional axial pyrazolyl donor interaction in 1 reciprocally weakens the Cu—S(thiolate) bond. This can also be seen from the effective nuclear charges on the copper in the two complexes determined from the edge energies in Table 10 and DFT calculations, which convert 1 to 2 in several steps.154

The S K- and Cu L-XAS preedge energies contain information about the relative effective nuclear charge ($Z_{\text{eff}}$) of the copper atom in complexes 1 and 2. However, the preedge energies also have contributions from the LF splitting and the core level energies, which must be taken into account. On the basis of the similar edge energies in the S K-edge data for the two complexes, the S(thiolate) 1s core levels are at the same energy in 1 and 2. On the basis of the MCD data (Figure 36), the LF of 2 is larger than in 1, with the average energy of the d$^\pi$ transitions in 2 being $6800 \text{ cm}^{-1} \sim 0.8 \text{ eV}$ higher than in 1. Using this information, the three possibilities for the relative $Z_{\text{eff}}$ of Cu in the two complexes, summarized in Figure 41, can be examined.

In case (i), if $Z_{\text{eff}}$ in 1 is equal to $Z_{\text{eff}}$ in 2, their d manifolds would be at identical energies, and LF effects alone would dominate the shifts in preedge energies. This suggests that both the S K- and the Cu L-preedge energies for 2 should be at higher energy than 1 by a similar amount that would correspond to the LF difference of the two complexes. However, the magnitudes of the experimentally observed shifts in preedge energies (0.2 eV for the S K-edge and 0.5 eV for the Cu L-edge) are not equivalent, and thus, this case does not apply. In case (ii), if $Z_{\text{eff}}$ in 2 were less positive than in 1, the decreased $Z_{\text{eff}}$ of 2 would shift both the core Cu 2p orbitals and the valence orbitals to less deep binding energy, but the magnitude of the effect on the core orbitals should be greater. This suggests that the Cu

![Figure 40](image-url) Calculated energy level diagram and valence orbitals of the $\beta$-diketiminate ligand. Adapted from ref 153.

![Figure 41](image-url) Schematic of the three possible scenarios for relative effective nuclear charge in complexes 1 and 2. Adapted from ref 153.
The L-edge transition of 1 would be at higher energy than for 2. Furthermore, the decreased Z\text{eff} of 2 relative to 1 would combine with the larger LF of 2 to give a large S K-preedge transition energy difference. In addition to the incorrect prediction of the relative Cu L-preedge energies of 2 and 1, the predicted S K-preedge and Cu L-preedge differences for this case are reversed from what is observed experimentally. It is therefore clear that Z\text{eff} of 1 is not greater than or equal to Z\text{eff} of 2. Finally, in case (iii), if Z\text{eff} in 2 were more positive than in 1, for the S K-preedge energy, the increased LF of 2 would be offset by its higher Z\text{eff} relative to that of 1. These two effects would largely cancel, leading to a small S K-preedge energy difference between 1 and 2. At the Cu L-edge, the increased relative Z\text{eff} of 2 would shift both the core and the valence orbitals to deeper binding energy, although again the magnitude of the shift in the core Cu 2p orbitals would be expected to be larger. Therefore, the Cu L-preedge transition energy of 2 would be expected to be at higher energy than the transition of 1. Only case (iii) predicts an energy shift pattern for both the Cu L-edge and the S K-edge data that is consistent with experiment (Figure 35 and Table 10). This clearly demonstrates that the Z\text{eff} on the Cu is higher in the three-coordinate 2 [2N + S] than in the four-coordinate 1 [3N + S].

To gain insight into the differences in the electronic structure of 1 and 2, DFT calculations have been performed, which systematically alter the geometry of 1 into 2.154 The results of these calculations are summarized in Figure 42. First, the axial ligand is removed to give 3, a hypothetical trigonal bis(pyrazolyl)hydroborate-ligated Cu thiolate. This greatly increases the LF splitting from ~8000 cm\(^{-1}\) in 1 to ~18 400 cm\(^{-1}\) in 3. In addition, the entire d manifold shifts to deeper binding energy, indicating a more positive Z\text{eff} for 3 due to loss of the fourth (axial) ligand. These results demonstrate a significant contribution from the axial ligand. Next, the N-donor is changed from pyrazole to \(\beta\)-diketiminate (i.e., complex 2). This results in an increase in the energy difference between the HOMO and the S p\(_\text{D}\) bonding orbitals (an approximation to the S p\(_\text{D} \rightarrow\) Cu CT transition energy) of ~1000 cm\(^{-1}\) on going from 3\(*\) to 2. This is due to a larger splitting of the Sp bonding and antibonding orbitals [as reflected by increased S p\(_\text{D}\) character in the HOMO of 3\(*\) (48% S\text{calc})], and from destabilization of the S p\(_\text{D}\) bonding orbital in 2 due to its substantial Cu–N antibonding character. In addition, the HOMO of 3\(*\) is calculated to lie 0.85 eV to deeper binding energy than the HOMO of 2. This HOMO shift derives from a decreased effective nuclear charge in 2 relative to 3\(*\) due to more efficient charge donation to the Cu from the \(\beta\)-diketiminate ligand relative to the bidentate bis(pyrazolyl)hydroborate ligand. This indicates that the nature of the equatorial ligand is important because its donor strength can modulate the strength of the S p\(_\text{D}\) interaction, which in turn can influence the magnitude of the S p\(_\text{D}\) bonding–antibonding splitting, and therefore the energy of the S p\(_\text{D} \rightarrow\) Cu CT transition.

Thus, in the three-coordinate complex 2, the d orbital manifold is stabilized relative to that of the four-coordinate complex 1. This demonstrates that the axial ligand plays a role in modulating Z\text{eff} through its additional donor interaction with the copper. The calculations emphasize this, where upon removing the axial ligand from four-coordinate [HB-(pz)\(_2\)]CuSR\(_3\), the d manifold moves to substantially deeper energy reflecting a higher effective nuclear charge.

Finally, comparing the MCD data of 2 with 1 shows that the axial ligand greatly perturbs the LF at the copper center.154 This can be seen from the dramatic increase in energies of the LF transitions in 2 relative to 1 in Figure 39. The LF transitions (intense in LT MCD, weak in absorption, band 1, and bands 4–6, which are now at higher energy than the thiolate \(\pi\) CT transition in 2) shift to higher energy by up to 9000 cm\(^{-1}\) on going from 1 to 2. This reflects the shift of the copper into the trigonal plane in the absence of an axial ligand, which greatly increases the LF splitting of the d orbitals. As described in section 5, an equivalent shift to higher energy of the LF transitions is observed in fungal laccase relative to plastocyanin, the former also having a stronger S(thiolate)–Cu bond. Both effects are due to the absence of the weak axial methionine sulfur ligand of plastocyanin in the blue copper site of fungal laccase. These model studies combined with the protein studies in section 5 show that variation in the axial ligand can effect the Cu\(^{II}\)--S(thiolate) bond and modify the ET properties of the blue copper site.

7. Electronic Structure Contributions to Function

As emphasized earlier (ref 77) and throughout this review, unique spectroscopic features of metallopro-
tein active sites reflect novel electronic structures, which can activate the metal centers for reactivity. The blue copper sites are characterized by unique spectroscopic features (intense low-energy CT transitions, small $\Delta n$ values, etc.), which reflect highly covalent Cu–S(Cys) bonds. Here, we consider the contribution of the electronic structure of the blue copper site to its function: long-range, rapid, directional ET. The two functionally significant properties of ET proteins are their redox potential ($E_0$) and rates of ET ($k_{ET}$).

7.1. Reduction Potential ($E_0$)

The reduction potential of the active site can be described by eq 5, where $\Delta E$ is the ionization energy of the site, $-4.5$ eV is an additional constant to convert from vacuum to the normal hydrogen electrode (240 mV more negative than the standard calomel electrode), and $U$ is the solvation term, which accounts for the reorganization and relative stabilization of the active site environment with change in redox state.

$$E_0 (eV) = \Delta E - 4.5 + U$$  \hspace{1cm} (5)

The protein environment can significantly affect the potential of a metal site through a general reduction of the dielectric relative to that of the aqueous solution and through specific interactions with charged and polar residues and hydrogen bonds, which can selectively stabilize either the reduced or the oxidized sites. The difference in solvation between the reduced and the oxidized sites can be approximated by the Born equation, $U = -e^2/2r_0 \times [(\epsilon - 1)/\epsilon]$, where $e$ is the uncharged, $r_0$ is the radius of the solvent sphere around the site, and $\epsilon$ is the effective dielectric constant of the environment. In going from aqueous solution ($\epsilon \sim 80$) to a protein-bound site ($\epsilon \sim 4$), the contribution of this term is reduced, raising $E_0$. The S(Cys) ligands of the blue copper sites have hydrogen-bonding interactions with the amide N-H groups of the protein, one and two for plastocyanin and azurin, respectively. Hydrogen bonds to sulfur ligands have been shown to have a significant effect on their donor interactions with the metal in the iron sulfur proteins, but this effect has not yet been evaluated for the blue copper sites. The effects of local water dipoles, charge residues, and the carbonyl dipoles of the protein backbone have been considered and modeled for blue copper centers in refs 157 and 158. A useful way to experimentally evaluate the combined effects of the protein environment on the blue copper site is to compare $E_0$ values of equivalent sites in different proteins. Note that equivalent here means that the oxidized sites have essentially the same spectroscopic features, therefore, geometric and electronic structures; the reduced sites are typically less well-characterized. From the columns of Table 11, the $E_0$ values of equivalent sites can vary over a range of 450 mV due to general and specific structural features of the protein matrix.

The $\Delta E$ term in eq 5 is governed by the electronic structure of the active site. There are four potential electronic contributions to the ionization energy. The first of these is the energy of the redox active molecular orbital (RAMO) [the singly occupied HOMO for the oxidized blue Cu proteins], which is strongly affected by the geometry of the LF. Antibonding interactions with the ligands will raise the energy of this orbital and facilitate oxidation of this site (lowering $E_0$). The second contribution is the change in the effective nuclear charge ($Z_{eff}$) of the metal upon complexation and is determined by the total donor strength of the ligand set. Lowering $Z_{eff}$ raises the energy of the d orbital manifold, making the site easier to oxidize (lowering $E_0$). The last two contributions are geometric and electronic relaxations. Geometric relaxation involves a change in geometry of the site upon oxidation, which will stabilize the oxidized site and lower $E_0$. Electronic relaxation (which tends to limit the extent of geometric relaxation) refers to the change in electronic structure of the oxidized relative to the reduced site, which stabilizes the oxidized site and also lowers $E_0$. For the blue copper site in plastocyanin, from the discussion in section 4, both the geometric and the electronic structures do not significantly change upon oxidation; therefore, the last two terms are small.

The reduction potentials of the classic blue copper site in proteins such as azurin and plastocyanin are in the range of +250 to +350 mV, which is considered to be high relative to aqueous copper ($E_0 = 150$ mV). From section 3, the redox active orbital is $3d_z^2$ and the distorted tetrahedral structure of the blue copper site lower the energy of this orbital relative to that of tetragonal cupric complexes (section 2), resulting in a significantly more positive potential than would be the case for the same ligand set in a tetragonal environment. Unconstrained Cu complexes with $N_3$ ligand sets have $E_0 \sim -200$ mV while a constrained distorted tetrahedral complex with tetraakis(imidazole) coordination has $E_0 \sim +350$ mV. These results (in acetonitrile solution) suggest that the tetrahedral structure contributes ~ +500 mV to the potential. To this redox active orbital energy contribution to $E_0$, one should add the effect of the low dielectric of the blue copper environment ($\epsilon \sim 80$ in $H_2O$ ~ 4–5 in the protein), which will also raise the potential by at least ~ 500 mV (estimated from the Born equation = 600 mV using Cu sphere radii of 3.5 Å from polarized continuum model calculations).

These contributions toward a high potential are opposed by the thiolate ligand, which as a strong donor will both raise the LF transition energies and significantly lower $Z_{eff}$, making a major contribution toward stabilizing the oxidized site and lowering the

<table>
<thead>
<tr>
<th>Axial ligand and $E_0$ (mV)</th>
<th>PhεLeu/Thr</th>
<th>Met</th>
<th>Gln</th>
<th>refs</th>
</tr>
</thead>
<tbody>
<tr>
<td>fungal laccase</td>
<td>+770</td>
<td>+680</td>
<td></td>
<td>138–140</td>
</tr>
<tr>
<td>azurin</td>
<td>+412</td>
<td>+310</td>
<td>+285</td>
<td>141, 142</td>
</tr>
<tr>
<td>cuc. stellacyanin</td>
<td>+500</td>
<td>+420</td>
<td>+260</td>
<td>143, 165</td>
</tr>
<tr>
<td>nitrite reductase</td>
<td>+354</td>
<td>+247</td>
<td></td>
<td>129</td>
</tr>
<tr>
<td>rusticyanin</td>
<td>+800</td>
<td>+667</td>
<td>+563</td>
<td>144</td>
</tr>
<tr>
<td>mavin cyanin</td>
<td>+400</td>
<td>+213</td>
<td></td>
<td>145</td>
</tr>
<tr>
<td>amicyanin</td>
<td>+250</td>
<td>+165</td>
<td></td>
<td>146</td>
</tr>
</tbody>
</table>

The potential of a metal site through a general reduction of the dielectric relative to that of the aqueous solution and through specific interactions with charged and polar residues and hydrogen bonds, which can selectively stabilize either the reduced or the oxidized sites. The difference in solvation between the reduced and the oxidized sites can be approximated by the Born equation, $U = -e^2/2r_0 \times [(\epsilon - 1)/\epsilon]$, where $e$ is the uncharged, $r_0$ is the radius of the solvent sphere around the site, and $\epsilon$ is the effective dielectric constant of the environment. In going from aqueous solution ($\epsilon \sim 80$) to a protein-bound site ($\epsilon \sim 4$), the contribution of this term is reduced, raising $E_0$. The S(Cys) ligands of the blue copper sites have hydrogen-bonding interactions with the amide N-H groups of the protein, one and two for plastocyanin and azurin, respectively. Hydrogen bonds to sulfur ligands have been shown to have a significant effect on their donor interactions with the metal in the iron sulfur proteins, but this effect has not yet been evaluated for the blue copper sites. The effects of local water dipoles, charge residues, and the carbonyl dipoles of the protein backbone have been considered and modeled for blue copper centers in refs 157 and 158.
potential. Both of these effects can be experimentally evaluated by Cu L-edge XAS spectroscopy.

Figure 43 shows a comparison of the Cu L$_{3}$-edge (Cu 2p$_{3/2}$→3d) data of a tris(pyrazolyl)hydroborate [HB(pz′)$_3$][chloride]Cu model complex and its (triphosphinylmethylthiolate) analogue (complex 1, section 6). The 2p and 3d orbitals are similarly affected by a change in $Z_{eff}$; thus, the increase in L$_3$ energy in 1 primarily reflects the increase in LF on going from a chloride to a thiolate. However, the decrease in L-edge intensity on going from the chloride to thiolate complex directly reflects a decrease in metal d character in the singly occupied HOMO. These two factors result in an experimental decrease of 340 mV in $E_0$ (from −210 mV (vs Ag wire) for the chloride model complex to −550 mV for the thiolate complex in CH$_2$Cl$_2$) in agreement with estimates from A. B. P. Lever’s electrochemical parameter series. It should be noted that the decrease in $E_0$ on going from an imidazole to a thiolate is estimated to be ∼690 mV, indicating that the introduction of a thiolate significantly lowers $E_0$ relative to the tetrakis(imidazole) complex (above).

The effect of the Cu–S(thioether) bond of the plastocyanin site on $E_0$ has been the subject of much discussion. We have proposed that the long bond reduces the donor interaction of the thioether with the copper raising $E_0$. Alternatively, DFT calculations have argued for a very small effect of the axial ligand bond length on the total energy of the oxidized and reduced structures, therefore, little effect on $E_0$. However, as presented in section 5.3, this is dependent on the functional and the model for the constrained protein site. This issue is difficult to address experimentally as it is complicated by the coupled distortion of the site. From section 5.1.1, changes of the Cu–S(thioether) bond length are coupled to changes in Cu–S(thiolate) bond and to a tetragonal distortion of the copper environment. Also, different sites along this coordinate are in different proteins with different environmental effects. An alternative way to address the effect of the axial ligand donor strength on $E_0$ is to vary the chemical nature of the axial ligand (through mutagenesis) in the same protein environment.

The rows in Table 11 present the most complete compilation of data available at this time. In going from the limiting case of no axial ligand, to the long Cu–S(thioether) bond, to the short amide carbonyl oxygen–Cu bond at 2.2 (in stellacyanin), the potential decreases by 240 mV. This trend reflects the increased donor strength of the axial ligand and demonstrates that the chemical nature (i.e., donor strength) of the axial ligand can also adjust the potential of the blue copper site in a given protein environment.

7.2. ET Rate ($k_{ET}$)

The reactants come together, the environment of the two sites reorganize to facilitate ET, and the electron is transferred from the reductant to the oxidant. The potential energy diagram for this process is given in Figure 44. From Marcus theory, the second-order rate constant for bimolecular ET in solution is given by eq 6.

$$k_{ET} = A_0 \alpha^2 \kappa \exp(-\Delta G^f/RT)$$  (6)

$$\Delta G^f = w + \lambda/4 (1 + \Delta G^*A)^2$$  (7)

$$\lambda = \lambda_0 + \lambda_i$$  (8)

$$\lambda_0 = (\Delta e)^2 (1/2a_1 + 1/2a_2 - 1/r) [1/D_{dp} - 1/D_{sp}]$$  (9)

$$\lambda_i = \sum j k_j (\Delta r_j)^2/2$$  (10)

where $A_0 \alpha^2$ is the collisional frequency conducing to ET and $\Delta G^f$ is the activation energy (or Franck–Condon barrier) to ET. $\Delta G^*$ is defined in eq 7 where w is the work required to bring two charge reactants together, $\Delta G^*$ is the total free energy for the ET reaction (the difference in reduction potentials, $E_{0,0}$ which is zero for electron self-exchange), and $\lambda$ is the total energy required to reorganize the ligand ($\lambda_i$) and solvent ($\lambda_o$) environments. The outer sphere
The crossing point in Figure 44 by 2HDA. When HDA is small, HDA ≈ 1 and the reaction is adiabatic (stays on the lowest energy PES). When HDA is small, HDA < 1 and the reaction is nonadiabatic. For the nonadiabatic case (appropriate for the blue copper proteins), with the reactant and product held at a fixed distance (as in covalently linked redox partners), the first-order rate constant for ET is given by eq 11

\[ k_{ET} = (4\pi^3h^2\lambda kT)^{1/2} [H_{DA}]^2 \exp \left[ -\frac{\Delta G^0 + \lambda^2/4\lambda kT}{1} \right] \]  

(\( h \) and \( k \) are the Planck and Boltzmann constants) and is proportional to the electron coupling matrix element squared.

The self-exchange rates for the blue copper sites are very fast (~10^{-10^6} \text{ M}^{-1} \text{ s}^{-1}),\text{25} and from the above considerations (with \( \Delta G^0 = 0 \)), this requires a small reorganization energy, \( \lambda \), therefore little change in geometry with redox and a large electronic coupling \( H_{DA} \) between metal centers in the protein often separated by large distances.

7.2.2. Reorganization Energy (\( \lambda \))

For blue copper sites in proteins such as azurin and plastocyanin, the total reorganization energy (\( \lambda \)) has been measured to be 0.7−1.2 eV,\text{170−172} and inner reorganization energy (\( \lambda_i \)) has been obtained from the difference in reduced and oxidized structures (0.6−0.8 eV),\text{173} resonance Raman distortion data (0.2−0.5 eV),\text{174} and DFT calculations (0.6−0.7 eV).\text{175} The outer sphere reorganization energy has been estimated in the range of 0.6−0.7 eV.\text{5,170} It is interesting to contrast the small values of \( \lambda_i \) (on the order of 0.5 eV) with the large \( \lambda \) values associated with oxidizing normal copper complexes. Using copper tetramine complex as an example, \( \lambda \) is calculated to be 1.4 eV\text{176} (experimental estimates of the total reorganization energy, \( \lambda \), for normal copper complexes give ~2.4 eV for [Cu(phen)_2]^2+).\text{177,178} Through calculations, the large value of \( \lambda_i \) for normal Cu complexes can be divided into several components: oxidation and reduction in the reduced and oxidized geometry, respectively, relaxation of Cu^II−ligand and Cu^I−ligand bond lengths, and total geometry optimization, which allows the tetragonal distortion of the oxidized complex. The bond length changes with redox is found to contribute ~0.4 eV to \( \lambda_i \) (similar to the bond length changes in the blue Cu site), while the tetragonal distortion contributes an additional ~1.0 eV to \( \lambda_i \).

Thus, a major difference in the contributions to \( \lambda_i \) between the unconstrained complexes and the blue copper site is that only the former undergoes a Jahn−Teller tetragonal distortion from the reduced geometry, which contributes ~70% of \( \lambda_i \). This derives from the near degeneracy of the Cu 3d_yorbitals and 3d_x−3d_z orbitals for the unconstrained, oxidized copper complex in the reduced geometry (Figure 22A). As indicated in Figure 22C,D for the blue copper site in plastocyanin, the Cu 3d_y−z and 3d_x−z orbitals are split in energy by more than 10 000 cm−1, which eliminates the Jahn−Teller distorting force, leading to little angular change in geometry with oxidation and thus a low inner sphere reorganization energy \( \lambda_i \). An interesting issue is the role of the protein in lowering \( \lambda_i \), which from the discussion in section 5 would be reflected in the different inner sphere reorganization energies along the coupled distortion coordinate of blue copper sites.

7.2.2. Electronic Coupling Matrix Element (\( H_{DA} \))

In transferring an electron from a donor to an acceptor site in a biological system, there are three possible contributions to the electron coupling matrix element reflecting orbital overlap between sites: (i) covalency of the ligand−metal bond, (ii) anisotropy in this covalency, and (iii) electron tunneling through the protein ligand. Most effort has been directed toward understanding contribution (iii).\text{186,178−184} The rate of electron tunneling through the protein matrix is expected to decay exponentially with increasing distance \( r_{DA} \) between the donor and the acceptor (from the van der Waals contact distance \( r_0 \)) according to eq 12, where \( \beta \), a parameter reflecting the effectiveness of the protein in mediating ET, is generally found to be ~1.1 Å\text{−1} (relative to its value of 2.8 Å\text{−1} for ET through a vacuum).

\[ H_{DA} = (H_{DA})_0 \exp \left[ -\beta/2 (r_{DA} - r_0) \right] \]  

\[ H_{DA} = (H_{DA})_0 \tau_i \epsilon_i \tau_j \epsilon_j \tau_k \epsilon_k \]  

Recent studies focus on specific superexchange pathways for the electron through the protein,\text{180,185} where the total electron coupling is a product of contributions from individual steps, eq 13. Electron propagation through one covalent bond is attenuated by \( \epsilon_i \approx 0.6 \), a hydrogen bond reduces \( H_{DA} \) by ~0.6\text{20} (about equivalent to two covalent bonds), and a through-space jump is worth ~0.6 \( \exp \left[ -1.7 - (r - r_{bond}) \right] \), which is small. Certain pathways from the donor to the acceptor through the protein are found to be more efficient at ET (\( \tau \) sheet is better than ET along the z-axis of an \( \alpha \) helix, but ET in the xy direction of an \( \alpha \) helix is very efficient), and when several of these pathways exist, there can be constructive or destructive interference of the electron wave at the acceptor site.\text{184}
It should be emphasized that in order for the metal center to couple into these ET pathways, there must be covalency in the ligand–metal bond: $H_{DA} \propto (\alpha_i)^2$ for the RAMO given by $\psi^* = (1 - \alpha^2)^{1/2} \phi_M - \alpha \phi_L$. The higher the covalency, the higher the value of $H_{DA}$, where $K_{ET}$ is proportional to $H_{DA}^2$. The inequivalence of the ligands at the metal active site would lead to differences (i.e., anisotropy) in this covalency (that is, different $\alpha_i$ for each ligand $i$) and thus the relative effectiveness of the ligands at mediating ET. As already observed, covalency of a given ligand—metal bond correlates with the CT transitions associated with that ligand. Low-energy, intense CT transitions allow efficient coupling into superexchange pathways; ligand to metal CT creates a hole on the ligand and a superexchange pathway involving propagation of this hole through a valence orbital of the protein, while metal to ligand CT promotes an electron into the LUMO of the protein. Because ligand—metal bonds of relevance here all involve ligand—donor interactions and, therefore, ligand to metal CT transitions of the oxidized site, hole superexchange pathways are expected to dominate in the ET of blue copper proteins.

From the spectroscopy in section 3, the high covalency of the blue copper site of plastocyanin (∼41% Cu character in the LUMO) is reflected in the small $A_{\text{ii}}$ value in the EPR spectrum and quantitated by the L-edge absorption intensity in Figure 14B. That this coupling is highly anisotropic and involves the Cu–S(thiolate) bond is demonstrated by the low energy and high intensity of the CT transition associated with this ligand and quantitated by the sulfur K-edge absorption intensity data in Figure 15B (38% S(Cys) character in the LUMO). This high anisotropic covalency of the LUMO activates the blue copper site for long-range directional ET through this ligand. Blue Cu proteins such as plastocyanin, nitrite reductase, multicopper oxidases (e.g. ascorbate oxidase), etc. use two sites for ET (Figure 45A, for plastocyanin). The remote site is ∼13 Å from the blue Cu center, and the most likely pathway to it involves significantly more covalent bonds through the protein than that to the adjacent site, which is only ∼5 Å from the Cu ion. The through-bond pathway to the remote site goes through the S(Cys) of the blue copper site to an adjacent residue in the primary amino acid sequence, which is at the remote ET site. This Cys–Tyr ET pathway to the remote site in plastocyanin contains 11 covalent bonds. In ascorbate oxidase, Figure 45B, and nitrite reductase, the analogous Cys–His pathway to the T3/T2 cluster or the T2 copper, respectively, contains nine covalent bonds. On the other hand, the adjacent ET site involves one of the Cu-ligated N(His) side chains, which is on the surface of the protein, and involves two covalent bonds. For plastocyanin, the ET rates to both sites are found to be similar despite the large difference in the lengths of ET paths. This is attributed to differences in the degree of covalent coupling into the two pathways (i.e., anisotropic covalency), which affects the electronic coupling, $H_{DA}$. The ET rate to the distant site is facilitated by the large Cu–S(Cys) covalency, which greatly enhances $H_{DA}$ along this ∼8 Å longer S(Cys) pathway. Because $H_{DA}$ affects the ET rate quadratically, the ∼10-fold greater covalency of S(Cys) over N(His) (the covalency of each N(His) is about 2–4%, from both ENDOR studies and calculations) makes the ET rate similar to a pathway with 9 fewer covalent bonds (using a decay factor of 0.6 per bond). In multicopper proteins (e.g., the multicopper oxidase as in Figure 45B), it seems clear that an electron enters the blue Cu site through the His and leaves the blue site via a Cys–His pathway to the enzymatically active T2 or T3/T2 Cu cluster. Thus, the experimentally determined anisotropic covalency of the redox active orbital in the blue Cu site is important to the intra- and interprotein long-range ET function through its effect on $H_{DA}$ in eq 12.

As developed in section 3, the LT MCD data have shown an additional important final feature of the blue copper LUMO, which is the dominant $\pi$ bonding interaction of the thiolate with the copper and thus a $\pi$ pathway for ET. For the multicopper oxidases and nitrite reductase sites, the ET acceptor site is well-defined (the T3 of the trinuclear cluster in the multicopper oxidases and the T2 in nitrite reductase). Nitrite reductase is the simplest case with only one Cys–His pathway to one (T2) copper. This copper is a more “normal” center and involved in a $\sigma$ bonding interaction with the His of the ET pathway. This T1–$\pi$–S(Cys)–N(His)–$\sigma$–T2 pathway is now being evaluated.

8. Concluding Comments

This review has attempted to emphasize the information content of different spectroscopic methods and the importance of spectroscopy in bioinorganic chemistry focusing on the unique spectral features of the
blue copper sites and their relations to electronic and geometric structure and to biological function. Ground state spectroscopic methods give g values and metal and ligand A values, which define the nature of the singly occupied MOs and thus covalency. The energies and intensities of LF transitions give direct insight into the geometric and electronic structure of the metal center. CT transitions, defined by their energies, intensities, polarizations, and excited state distortions are sensitive probes of the nature of highly covalent ligand—metal bonds. XAS edges, particularly preedge intensities, experimentally quantitate the coefficients of the ground state wave function. \[ \psi_{	ext{gs}} = \alpha \phi_{	ext{metal}} + \beta \phi_{	ext{ligand}} + \gamma \phi_{\text{LP}}. \] Thus, different spectroscopic methods provide complimentary insight, and the appropriate combination can provide a fundamental understanding of the electronic structure of an active site and its contribution to reactivity. This is strongly complimented by electronic structure calculations (DFT), and it must be emphasized that different functionals and hybrids give different results, and it is important to correlate calculations to spectroscopy and other experimental data to maximize their utility in obtaining further insight into reactivity (i.e., total energies, transition states, and reaction coordinates).

The blue copper sites emphasize the fact that unique spectral features reflect novel geometric and electronic structures that can activate a metal site for reactivity. The unique spectral features of the blue copper site are its intense low-energy S(Cys)—CuII CT transition and small A_v value in EPR, which reflect a highly covalent Cu—S(thiolate) bond, which activates the superexchange pathways associated with this ligand for long-range ET to specific acceptor sites in or on the protein. The protein environment effects on the blue copper geometric and electronic structure (i.e., entatic or rack-induced state) dominantly destabilize the reduced site but also control whether the thiolate is involved in a \( \pi \) (plastoquinin) or \( \sigma \) (nitrite reductase) bonding interaction with the copper. With respect to \( E_0 \), both the protein environment and the axial ligand donor strength can make a significant contribution to shifting the potential into the correct range for efficient ET relative to the physiological electron donor and acceptor.

Finally, it should be emphasized that model studies have contributed greatly to our understanding of the blue copper site. These can involve high symmetry; simple model systems such as copper chloride, which can be studied in detail to understand spectroscopic features; their relation to electronic structure; and the associated energetics in “normal” complexes. They also must involve biomimetic ligand systems designed to evaluate specific geometric and electronic features of an active site. These can be complicated by the facts that the designed ligand itself can have constraints and the chemical nature of the ligand set can differ from that of the protein site. However, for the blue copper site, biomimetic studies have allowed perturbations of the nature of the thiolate and of the axial ligand and thus direct evaluation of these contributions to the spectroscopic features and electronic structure of the blue copper proteins.
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