Examining Virtual Busts: Are Photogrammetrically-Generated Head Models Effective for Person Identification?
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Abstract

We examined the effectiveness of using three-dimensional, visual, digital representations of human heads and faces (i.e., virtual busts) for person identification. In a series of 11 studies, participants learned a number of human faces from analog photographs. We then crafted virtual busts from those analog photographs, and compared recognition of photographs of the virtual busts to the original analog photographs. We demonstrated that the accuracy of person identification using photographs of virtual busts is high in an absolute sense, but not as high as using the original analog photographs. We present a paradigm for comparing the similarity, both structural (objectively similar in shape) and subjective (subjectively in the eyes of a viewer) of virtual busts to analog photographs, with the goal of beginning the discussion of a uniform standard for assessing the fidelity of digital models of human faces.
Introduction

In ancient Greece, aristocrats paid sculptors large sums to craft realistic marble busts of themselves, and only the wealthiest could afford them. Today, however, digital technology makes possible inexpensive crafting of accurate digital or virtual, three-dimensional representations of heads and faces (i.e., virtual busts) from a series of analog photographs. Such digital technology provides scholars and researchers tools for uses such as animation, historical preservation, and, most relevant to the purposes of this paper, person identification.

Person identification involves psychological processes underlying the recognition and identification of specific human faces and bodies. Person identification has been studied by many behavioral researchers (Wells, 2002; Brigham, Meissner, & Wasserman, 1999; Bruce, Valentine & Baddeley, 1987; Krafka & Penrod, 1985; Malpas & Devine, 1981; Cutting & Kozlowski, 1977), forensic artists (Taylor, 2000; Prag, Neave, & Neave, 1997), medical doctors (Farkas, 1981), and computer scientists (BenAbdelkader, Cutler, & Davis, 2002; Brunelli, Falavigna, Poggio, & Stringa, 1995). Most of this work demonstrates that individuals frequently make errors during person identification, especially during eyewitness testimony (see Wells, 2002, for a review).

Person identification-based research can potentially benefit from the use of digital busts given their distinct advantages over normal (i.e., analog) photographs (Bailenson, Wiggins, Blascovich, & Beall, 2003; Bailenson, Beall, & Blascovich, 2003). First, three-dimensional digital representations permit identifiers to examine the represented person from any arbitrary angle and distance, including the angle and distance from which he or she may have originally seen the person. Second, it is trivial to render the representation
stereoscopically, thus providing binocular cues (Liu, Collin, & Chaudhuri, 2000) to depth that provide more information than photographs and greatly enhance realism. Third, using animation sequences, it is possible to digitally render dynamic (i.e., animated) facial gestures and spoken actions that may be crucial for identification (Bruce & Valentine, 1988). Consequently, forensic artists, investigators, legal counselors, and intelligence agencies all can potentially derive value from digital busts. The purpose here was to examine the utility of three-dimensional models of heads and faces for person identification.

We created models by taking photographs of people and then using commercially available photogrammetric software (3DMeNow, version 1.5) to build 3D models digitally. Photogrammetric software (e.g., 3DMeNow, FaceStation, FaceGen) allows creation of digital virtual busts from two photographs: a full (i.e., front-on) view and a profile view. The developer scans the photographs, and the software then computes the underlying 3D head structure via the two unique views provided from the photographs. The software permits the user to adjust the fitted model manually to better perfect the match between the digital model and the individual’s true head shape. Typically the manual adjustments are relatively small.

This technique is an alternative to a three-dimensional scanner, which uses optical methods to directly measure the shape and albedo of a person’s head and face. Software such as 3dMeNow has two distinct advantages over the scanner: it is relatively inexpensive compared to most scanners, and the represented person does not need to be physically present when using the software (only two photographs are necessary). However, these benefits may come at a functional cost, since the scanner should produce
a more accurate representation than the photogrammetric software because the scanner
directly measures points on a person’s head and face at a very high resolution. This
contrasts with typical photogrammetric methods which parametrically align a model to
the image data using relatively few control points.

In the current set of studies, we examined how accurately experimental
participants could recognize identities from virtual photographs taken of our
photogrammetrically reconstructed virtual busts compared to the original photographs.
Given that there is loss, albeit minimal, of structural accuracy that results from deriving
3D shape from two photographs in this manner (i.e., the model is not built exactly like the
represented person’s head and face), we sought to determine the extent of any
inaccuracies in terms of person identification performance. Furthermore, we examined
sources of the structural inaccuracies of the three-dimensional models by employing
objective measures of similarity assessment. In the following sections, we describe a
series of 11 studies that test the utility of these virtual models for recognition and
identification. We also characterize the underlying differences between photogrammetric
digital models and the photographs on which they were based in terms of subjective and
structural similarity.

Experiments

Recognition Experiments

In the set of 11 studies, participants were exposed to photographs of human faces
and subsequently tested on their recognition of those faces from different angles (i.e.,
full, ¾ view, or profile) as well as from different media (i.e., analog photographs or
virtual photographs of digital models) presented via computer monitor. The goal of these
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studies was to examine participants’ recognition of digital faces and to compare this performance to recognition of analog photographed faces (i.e., Troje & Bueltoff, 1996) from different angles and contexts.

**Common Methods.** We utilized a face database\(^1\) consisting of photographs of 22 Caucasian males from a number of different angles as stimuli. Based on frontal and profile images, we used modeling software (3dMeNow) to create a three-dimensional, digital model (i.e., virtual busts) from each image pair. Consequently, we had 22 digital virtual busts. The manual adjustments necessary to create each bust took approximately forty minutes. For each virtual bust, we then created virtual photographs (i.e., “snapshots”) matching the same angles as the original analog photographs. Figure 1 shows the heads at different angles for both photographs and digital busts for a single face.

---

**Figure 1:** A sample stimulus from the recognition studies. The top row contains photographs; the bottom row contains screen-shots of the virtual model. Full views are on the left, \(\frac{3}{4}\) views are in the middle, and profile views are on the right.
There were 191 participants across all studies who received partial course credit for an introductory psychology course. Participants were tested alone.

In the exposure or training session, we presented each participant analog photographic images of 11 faces randomly selected from our database. We randomly paired each face with an arbitrary first name in order to increase exposure time to the images and to motivate participants to examine the images more closely. The names were only used during this initial training session. Participants scrolled through each face, one at a time, until they had learned the names of the set of 11 faces to an 80 percent correct criterion.

After the training session, participants began the recognition testing session. We manipulated and crossed two within-subject variables, image type (analog photograph or digital model) and face angle (full, ¾, or profile) resulting in 6 different conditions; each participant experienced all six conditions.

The recognition test was forced choice². During each trial, participants saw two faces. Both images in each pair were of the same type (e.g., digital virtual profiles were paired with one another), and all pairs contained one face that participants had learned during the training session and one unfamiliar distracter. Pairs were presented side by side on one computer monitor. Participants were instructed to indicate which of the two faces was one they had been exposed to during the training session. Selection was made by pressing a key on the computer keyboard. The faces remained on the screen until participants made their choice, after which a new pair of faces appeared.

For each training face, participants were tested in all six conditions. Consequently there were 66 unique trials in each block. Participants were tested on a total of 4 blocks
(264 trials total). The order of trials within each block was random, and each block featured the exact same trials, with the same test faces paired with the same distracter faces. There was no break between blocks. Furthermore, appearance of test faces and distracter faces on screen-side (i.e., left vs. right) was random.

Methods of Specific Studies. The purpose of running 11 different studies was to gauge the difference between analog photographs and digital virtual busts across a variety of psychological contexts, including exposure time to the stimuli (this variable was chosen to examine how automatic facial features were encoded; small exposures simulate single glances while longer exposures simulate more extensive exposure), the presence of feedback (this variable was chosen to examine the relative influences of pure memory in the no feedback condition and the combination of memory and learning in the feedback condition), and the amount of information portrayed in the images (this variable was chosen in order to examine the extent to which including hair, which is notoriously difficult to model, hampers recognition). These manipulations have been established previously as important parameters in studying recognition (Tulving, 1983). Furthermore, these different contexts may play an important role in situations related to identification (Wells, 2002). We implemented extensive pilot tests to determine the specific levels of these variables such as the duration of the reaction time trials and the types of feedback, and chose levels that kept performance away from floor and ceiling levels. Across studies, we did not exhaust every combination of these variables; instead, based on the results of a completed study we manipulated variables in the next study that seemed psychologically important.
Different groups of people participated in each study. Figure 2 describes these
different contexts by providing the details concerning methodology for the 11 studies.
The second column of Figure 2, “Trained On,” indicates the angle and media of the faces

<table>
<thead>
<tr>
<th>Study</th>
<th>Trained ON</th>
<th>Traning Time</th>
<th>Testing Time</th>
<th>Feedback</th>
<th>Sample Size</th>
<th>Hair</th>
<th>RV Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Full Real</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>Yes</td>
<td>20</td>
<td>Yes</td>
<td>9%</td>
</tr>
<tr>
<td>2</td>
<td>Full Real</td>
<td>Unlimited</td>
<td>300 ms</td>
<td>Yes</td>
<td>14</td>
<td>Yes</td>
<td>12%</td>
</tr>
<tr>
<td>3</td>
<td>Full Real</td>
<td>1000 ms</td>
<td>Unlimited</td>
<td>Yes</td>
<td>17</td>
<td>Yes</td>
<td>7%</td>
</tr>
<tr>
<td>4</td>
<td>Full Real</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>No</td>
<td>15</td>
<td>Yes</td>
<td>12%</td>
</tr>
<tr>
<td>5</td>
<td>Full Real</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>Yes</td>
<td>21</td>
<td>No</td>
<td>3%</td>
</tr>
<tr>
<td>6</td>
<td>Full Real</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>Yes</td>
<td>17</td>
<td>During Training</td>
<td>5%</td>
</tr>
<tr>
<td>7</td>
<td>Full Virtual</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>Yes</td>
<td>18</td>
<td>Yes</td>
<td>4%</td>
</tr>
<tr>
<td>8</td>
<td>Full Virtual</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>No</td>
<td>19</td>
<td>Yes</td>
<td>2%</td>
</tr>
<tr>
<td>9</td>
<td>Profile Virtual</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>Yes</td>
<td>12</td>
<td>Yes</td>
<td>-5%</td>
</tr>
<tr>
<td>10</td>
<td>Profile Real</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>Yes</td>
<td>21</td>
<td>Yes</td>
<td>15%</td>
</tr>
<tr>
<td>11</td>
<td>3/4 Real</td>
<td>Unlimited</td>
<td>Unlimited</td>
<td>Yes</td>
<td>17</td>
<td>Yes</td>
<td>17%</td>
</tr>
</tbody>
</table>

Figure 2: A summary of the experimental contexts for the 11 recognition studies. In every condition across all studies, recognition was significantly greater than chance (over 50%).

on which participants were trained. The third column, “Training Time,” indicates the amount of time for which participants were exposed to each training face during the training session. “Testing Time” denotes the amount of time for which participants were exposed to each pair of test images before making their recognition decision. “Feedback” indicates whether or not participants received appropriate feedback for correct and incorrect responses during the testing session. Sample size denotes the number of participants from each study. “Hair” indicates whether participants viewed complete images of the stimuli or partial images with the hair blocked out, as Figure 3 illustrates.
Results and Discussion. The general results appear in the rightmost column of Figure 2. “RV Difference” indicates the difference in percentage in recognition (chance is 50%, perfect score is 100%) between the analog photographs and the digital images. Positive scores indicate that participants could more easily recognize training faces from real photographs than from images of virtual busts.

In all studies, recognition of faces from all angles and media were reliably above chance (50%) according to paired t-tests with an alpha of .01. Across the 11 studies, the mean difference between analog photographic and digital virtual recognition was approximately seven percent. This difference was statistically different from zero, t(190)=11.354, p<.001\(^3\), such that participants were generally more adept at recognizing training faces from analog photographs than from snapshots of virtual models.

A previous face recognition finding indicates that faces are more difficult to recognize in direct proportion to the difference between training angle and testing angle.
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(Troje & Bueltoff, 1996). In other words, when participants learn a face at a given angle, it is difficult to recognize that face when it is presented at angles far from the original angle. Of interest in the current study is whether or not this trend occurs for our virtual busts as well as for photographs of actual heads. Figure 4 shows the mean recognition performance for all participants in the first eight studies described in Figure 2, the ones in which participants were trained with the frontal or “Full” view (i.e., the angle during training was 0). The data demonstrate a clear and significant linear trend for both analog photographic faces ($F(1,140)=157.45, p<.001$) and for digital faces ($F(1,140)=138.13, p<.001$). In other words, for virtual busts, as well as for analog photographs, it is more
difficult to recognize faces when the angle during testing is farther from the angle during 
training than when the two angles are similar.

Hair is recognized as a notoriously difficult feature to model digitally. As Figure 2 
illustrates, when we removed the hair features from the face images, the difference 
between analog photographic and virtual face recognition greatly diminishes. The 
average difference between photographic and digital in Studies 5 and 6 (where hair 
features were absent) was only 4 percent, compared to 9 percent for the other studies. 
This difference was significant, \( F(1, 189) = 7.01, p < .01 \). These results suggest that in 
general, participants may have demonstrated poorer recognition for virtual faces than for 
real faces in part due to the difficulty of veridically digitally modeling hair.

In these studies, we demonstrated four important findings. First, participants were 
able to discriminate learned, digitally modeled faces from distracter, digitally modeled 
faces reliably above chance. Second, the well-established degradation that occurs as the 
difference in head orientation between learning and testing increases occurred for our 
digitally modeled faces, indicating that, on some levels, people process these faces in a 
similar manner to analog photographs of faces. Third, still images of our digital busts are 
not as effective as analog photographs in terms of person identification in which 
participants are trained on two-dimensional photographs. Finally, these three findings 
persist across a variety of experimental contexts and memory conditions.

Still images of digital busts did not aid in person identification as well as analog 
photographs. This is not surprising considering that: a) the digital busts were crafted from 
the exact photographs that were later tested against the busts, b) participants were trained 
on two-dimensional images and consequently could not take advantage of depth cues and
integration from multiple angles, and c) there is some functional cost in accuracy with the photogrammetric process. It is quite notable, given these three factors, that the difference between the virtual busts and the analog photographs was consistently small. In the following sections, we use structural analyses and subjective ratings as a way to more systematically determine the sources of these dissimilarities between the real and virtual heads responsible for the differences in recognition.

Real/Virtual Similarities.

We utilize two distinct tools to gauge the similarity between the digital virtual images and the analog photographs on which those models were based. The first is anthropometric similarity, a structural measure based on the positioning of certain known landmark points on the head and face. The second is subjective similarity, a measure taken from a separate group of participants who viewed the analog photographic and digital virtual faces and reported their similarity on a ratings scale.

Anthropometrics. Anthropometric analyses have been utilized by psychologists to study face perception (Busey, 1988) and by computer scientists to develop digital virtual models of the head and face (Blanz & Vetter, 1999; Decarlo, Metaxas, & Stone, 1998). Furthermore, based on anthropometrics researchers are developing automatic detection of facial landmarks using neural networks (Bartlett, Donato, Movellan, Hager, Ekman, & Sejnowski, 2000). In the current analysis, we used a set of landmark points roughly based on a medical measurement procedure developed by Farkas (1981); Figure 5 shows the landmark points used on each head view, and Appendix 1 provides the name and a short description of each landmark point.
In order to produce a measure of anthropometric similarity, we located each of those landmark points on all 22 unique faces utilized in the reported studies for each of the six unique versions of each face (i.e., full real, full virtual, ¾ real, ¾ virtual, profile real, profile virtual). First, we calculated all the pairwise differences for each of the landmarks shown in Figure 5 between analog photographic and digital faces.

Next, we normalized these differences using the largest pairwise difference (between points 1 and 35 for full, 56 and 77 for ¾, and 36 and 55 for profile) as the denominator for each difference. Then, for each angle, we computed the difference of all corresponding pairwise distances for the analog photographic and digital virtual version. Finally, we summed the absolute value of all those differences. Consequently, for each angle on each unique face, we computed a single measure (i.e., anthropometric mismatch) that represented the total difference of landmark distances between the photographic and digital heads.

Figure 5: The anthropometric landmarks described in Appendix I. There are some redundant landmarks across view angles. Those points have unique numbers. In this figure, the size of the points is exaggerated to give the reader a rough idea of their location. See Farkas (1981) for a more fine-tuned description of these landmarks.
Overall, the digital heads were quite similar to the photographic heads. The correlation in an item analysis between photographic distances and digital head distances (i.e., all the pairwise distances for all of the angles on all unique faces: 22,836 observations) was almost perfect ($r = .987, p < .001$). However, this high correlation is due in part to the natural similarities of human facial structure in general across target heads (correlations of the real distances from one analog head and the same virtual distances of a different digital head are generally over .95). Figure six shows the mean anthropometric mismatch (i.e., the difference between real distances and virtual distances), comparing pairwise distances that are unique to each angle.

![Mean Anthropometric Mismatch for 22 Heads by Angle](image)

**Figure 6:** Mean anthropometric mismatch for the 22 heads by angle.

We had originally predicted no differences in anthropometric mismatch across the three angles (at least between full and profile) because there was no reason to suspect that the software would treat those angles differently. However, an item-analysis ANOVA with the number of unique possible trial types, as the error term (66 observations: 3 views of
22 heads), angle as the independent variable, and anthropometric mismatch as the dependent variable. The effect of angle was significant, $F(2, 63) = 6.51, p<.005$. Post-hoc tests using Fisher’s LSD indicate that all pairwise differences are reliable with an alpha of .05 except for the difference between full and ¾. In sum, the photogrammetric models are least structurally accurate (i.e., have the most anthropometric mismatch) at the profile. This finding is odd, considering that the profile should be more accurate than the ¾ view, since the profile is largely based on an original photograph. We believe that this effect may have to do with most profiles containing large amounts of hair (compared to the other views).

Subjective Similarity. The purpose of measuring subjective similarity was to acquire some measure of phenomenological similarity between the analog photographic and digital heads in order to determine how sensitive people are to structural similarity when examining digital virtual heads. To measure subjective similarity we ran an experiment in which 16 participants rated the similarity of the two image types (digital vs. analog) for all 66 pairs of faces (3 angles of 22 faces). Each participant rated each pair twice, once with the digital head on the left and once with it on the right. The pairs were displayed on a computer monitor in a random order, and participants rated similarity on a seven point scale with seven indicating “extremely similar” and one indicating “not similar at all”. Figure seven shows the mean subjective similarity by viewing angle.
We ran another ANOVA with item as the error term, angle as the independent variable, and subjective similarity as the dependent variable. The effect of angle was significant, $F(2, 63) = 108.89$, $p<.0001$. Post-hoc tests using Fisher’s LSD indicate the full angle is different from the other two angles, but $3/4$ is not reliably different from profile. In sum, participants perceived the photogrammetric digital models to be most similar to the analog photographs when viewed at the full angle. Furthermore, the correlation of subjective similarity with anthropometric mismatch (66 observations) was reliable, $r = -.29$, $p<.05$, such that the higher the mismatch, the less similar the faces were rated. However, this correlation is low, and subjective similarity is by no means dictated by structural similarities. Instead, participants may be attending to some set of second-order combinations of these structural features.
**Similarity and Recognition.** The similarity data provide a potential explanation for the recognition data. In other words, we can test to see how large a role structural and subjective similarity play in transfer of recognition from analog photographs to digital virtual models. To do so, we looked at the recognition performance of each unique face (i.e., 22 unique faces at three angles). For each one, we computed the average RV Difference (i.e., the last column in Figure 2) across the eight studies described above on which participants were trained on photographic faces and tested on digital virtual faces. Consequently, for each unique face we had an average measure that indicated how well recognition transferred from analog photographic to digital virtual models. We then ran an ANCOVA with mean RV Difference as the independent variable, view angle as a fixed factor, and anthropometric and subjective similarity as covariates. The only significant effect was subjective similarity, \( F(1,61) = 7.41, p < .01 \), such that the more similarly analog photographic and virtual heads were rated, the smaller the RV Difference in recognition.

This analysis demonstrates that structural similarity is less valuable in predicting the recognition of virtual busts than subjective similarity ratings. In other words, our participants making subjective ratings are attending to features of the heads that are not captured in our anthropometric analysis. In future work, we plan on exploring what these features may be.

**Conclusions**

We examined people’s recognition of virtual busts produced with photogrammetric software. While our data show that people are able to reliably recognize photographs of the digital virtual busts of people after being exposed to analog
photographs of the same people, they do so with a small cost in accuracy (less than 10 percent) compared to recognizing the original photographs. Furthermore, subjective similarity ratings were more effective at predicting the loss in accuracy than an objective anthropometric measure of similarity.

These results are encouraging for the prospect of using digital virtual busts to aid person identification. The virtual busts used in the current set of studies were produced at minimal cost in terms of time (about one hour per head) and money (off-the-shelf software). Better allocation of resources in crafting a given digital virtual bust should result in better recognition. Furthermore, in the coming years, technology for producing digital virtual busts will likely improve, and the differences in recognition found here should diminish. Digital virtual busts should prove to be an extremely helpful tool to aid in the study and implementation of person identification.

We also presented a paradigm for assessing the utility of virtual busts for person identification involving recognition performance, anthropometrics, and subjective similarity. The current research is limited in that we only examine photogrammetrically-generated virtual busts. In future research, we plan on using this paradigm to examine other methods of producing virtual busts, such as with a three-dimensional scanner.

However, the methodological paradigm raised in the current paper should function as a substantial beginning in the process of developing a uniform standard for the assessment of virtual bust effectiveness. Digital human representation is becoming more commonplace in a variety of contexts, including movies, communication systems, chatrooms, and online video games. A standardized array of methods for identifying a virtual bust will not only be helpful, but will be essential, once the uses of virtual busts
become more prevalent in situations where the stakes are high (e.g., person identification, monetary transactions, etc.) In the current paper, we demonstrate a starting point for such a uniform standard. However, much work needs to be done towards this goal, including examining virtual busts made in different fashions as well as working towards an absolute, objective standard.
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Footnotes

1. The faces were utilized courtesy of the Computer Vision Laboratory, Faculty of Computer and Information Science, University of Ljubljana, Ljubljana, Slovenia and SCV, PTERS, Velenje, Slovenia, http://www.lrv.fri.uni-lj.si/facedb.html.

2. We chose a forced-choice paradigm for statistical reasons and point out that other applications, such as witness identification, may be better served by a yes/no paradigm which allows the observers an added degree of freedom to set his or her decision criterion level (e.g., confidence).

3. In certain statistical analyses in this section, we collapsed across studies and pooled participants from different experiments together. This is somewhat problematic in terms of random assignment, in that participants across studies were run at different times. However, the statistically reliable effects also occur in a by-experiment basis for all studies that include hair; grouping across provides clarity for the reader. Furthermore, these individual effect sizes are quite large.

4. We implemented a factor analysis to determine which structural features clustered together, and then used those clusters to predict subjective similarity in a regression. However, the results of this analysis did not reveal any significant or noteworthy trends.
Appendix I: Summary of Points:

Unless noted with a ‘*’, the landmark points were taken from Farkas (1981).

**Full View Points**

1. trichion - point on the hairline in the middle of the forehead
2. eurion (right) - most prominent lateral point on the temporal bone
3. eurion (left) – most prominent lateral point on the temporal bone
4. otobasion superius (right) - upper border of the ear region
5. otobasion superius (left) - upper border of the ear region
6. superciliare (right) - highest point of each eye brow
7. superciliare (left) - highest point of each eye brow
8. glabella - midline point between the eye brows
9. frontosupraorbitale (right) - point where brow ridge meets ridge under the eye
10. frontosupraorbitale (left) - point where brow ridge meets ridge under the eye
11. exocanthion (right) - lateral hinge where the eyelid closes
12. exocanthion (left) - lateral hinge where the eyelid closes
13. endocanthion (right) - medial hinge where the eyelid closes
14. endocanthion (left) - medial hinge where the eyelid closes
15. palpebrale superius (right) - highest point of the upper eye lid line
16. palpebrale superius (left) - highest point of the upper eye lid line
17. palpebrale inferius (right) - The lowest point of the lower eye lid line
18. palpebrale inferius (left) - The lowest point of the lower eye lid line
19. * (right) - center point of the pupil
20. * (left) - center point of the pupil
21. nasion - most indented point on the nose ridge within the orbital region
22. orbitalis (right) - bony ridge below the eye
23. orbitalis (left) - bony ridge below the eye
24. zygion (right) - most lateral point of the zygomatic arch; at the level of the ears
25. zygion (left) - most lateral point of the zygomatic arch; at the level of the ears
pronasale - most anterior point of the nose at the midline
alare (right) - most lateral point of the nose
alare (left) - most lateral point of the nose
subalare - lowest point on the nose where the nose ridge meets the upper lip
labiale superius - highest midline point on the upper lip
cheilion (left) - most lateral point where the upper and lower lips meet
cheilion (right) - most lateral point where the upper and lower lips meet
stomion - imaginary point at the midline where the upper and lower lips meet
labiale inferius - lowest midline point on the lower lip
* - lowest midline point at the most anterior protrusion of the chin

Profile Points

vertex - highest point on the head. Include hair
opisthocranion - most posterior point on the occipital bone
glabella - midline point between the eye brows
superaurale - highest point on the ear
preaurale - point where the free portion of the auricle meets the skull
postaurale - most posterior point on the ear
porion - lowest point of the free auricle inside the ear
subaurale - lowest point of the earlobe
nasion - most indented point on the nose ridge within the orbital region
* - most anterior point on the pupil
pronasale - most anterior point of the nose at the midline
columella - most anterior point of the nostril opening
alar curvature point - most posterior point of the nose curvature
subnasale - base of the nose where it meets the upper lip
labiale superius - highest midline point on the upper lip
stomion - imaginary point at the midline where the upper and lower lips meet
cheilion - most lateral point where the upper and lower lips meet
labiale inferius - lowest midline point on the lower lip
pogonion - most anterior point on the chin

gnathion - lowest point on the chin

½ View Points

vertex - highest point on the head. Include hair

* - most posterior visual point of occipital bone

superciliare - highest point of each eye brow

nasion - most indented point on the nose ridge within the orbital

superaurale - highest point on the ear

preaurale - point where the free portion of the auricle meets the skull

porion - lowest point of the free auricle inside the ear

postaurale - most posterior point on the ear

subaurale - lowest point of the earlobe

frontosupraorbitale - point where brow ridge meets bony ridge under the eye

exocanthion - lateral hinge where the eyelid closes

palpebrale superius - highest point of the eyelid line when eye is relaxed open

* - center point of the pupil

palpebrale inferius - lowest point of the upper eye lid line

endocanthion - medial hinge where the eyelid closes

orbitalis - bony ridge below the eye

alare - most lateral point of the nose

columella - most anterior point of the nostril opening

pronasale - most anterior point of the nose at the midline

cheilion - most lateral point where the upper and lower lips meet

labiale superius - highest midline point on the upper lip

* - lowest midline point at the most anterior protrusion of the chin

* - most visually posterior/basal point of the occipital bone