A vector-valued ground motion intensity measure consisting of spectral acceleration and epsilon
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SUMMARY

The ‘strength’ of an earthquake ground motion is often quantified by an Intensity Measure (IM), such as peak ground acceleration or spectral acceleration at a given period. This IM is used to predict the response of a structure. In this paper an intensity measure consisting of two parameters, spectral acceleration and epsilon, is considered. The IM is termed a vector-valued IM, as opposed to the single parameter, or scalar, IMs that are traditionally used. Epsilon (defined as a measure of the difference between the spectral acceleration of a record and the mean of a ground motion prediction equation at the given period) is found to have significant ability to predict structural response. It is shown that epsilon is an indicator of spectral shape, explaining why it is related to structural response. By incorporating this vector-valued IM with a vector-valued ground motion hazard, we can predict the mean annual frequency of exceeding a given value of maximum interstory drift ratio, or other such response measure. It is shown that neglecting the effect of epsilon when computing this drift hazard curve leads to conservative estimates of the response of the structure. These observations should perhaps affect record selection in the future. Copyright © 2005 John Wiley & Sons, Ltd.
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INTRODUCTION

As non-linear dynamic analysis becomes a more frequently used procedure for evaluating the demand on a structure due to earthquakes, it is increasingly important to understand which properties of a recorded ground motion are most strongly related to the response caused in the structure. A value that quantifies the effect of a record on a structure is often called an Intensity Measure (IM). The Peak Ground Acceleration of a record was a commonly used IM in the past. More recently, spectral response values (e.g. spectral acceleration at the first-mode period of vibration – $S_a(T_1)$) have been used as IMs. Spectral acceleration at $T_1$ has
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been found to be an effective \( IM \) [1], but among records with the same value of \( S_a(T_1) \), there is still significant variability in the level of structural response in a multi-degree-of-freedom, non-linear structural model. If some of this remaining record-to-record variability could be accounted for by an improved intensity measure, then the accuracy and efficiency of structural response calculations could be improved.

In this paper, vector-valued intensity measures are considered as potential improvements on current intensity measures. The intensity measures considered consist of \( S_a(T_1) \) as before, but also include a second parameter: the magnitude, distance or \( \varepsilon \) (‘epsilon’) associated with the ground motion. The \( IM \) is termed vector-valued because it now has two parameters, as opposed to traditional scalar, or single-parameter, \( IMs \). It is found that the vector-valued \( IM \) consisting of \( S_a(T_1) \) and \( \varepsilon \) is significantly superior to the \( IM \) consisting of \( S_a(T_1) \) alone. The predictive power of \( \varepsilon \) is demonstrated, and an intuitive understanding is developed about the source of this predictive power.

**WHAT IS EPSILON?**

Magnitude and distance are familiar quantities to any earthquake engineer, but understanding of the \( \varepsilon \) parameter may be less common. Epsilon is defined by engineering seismologists studying ground motion as the number of standard deviations by which an observed logarithmic spectral acceleration differs from the mean logarithmic spectral acceleration of a ground-motion prediction (attenuation) equation. Epsilon is computed by subtracting the mean predicted \( \ln S_a(T_1) \) from the record’s \( \ln S_a(T_1) \), and dividing by the logarithmic standard deviation (as estimated by the prediction equation). Epsilon is defined with respect to the unscaled record and will not change in value when the record is scaled. We will see later that \( \varepsilon \) is an indicator of the ‘shape’ of the response spectrum, and the shape of the spectrum does not change with scaling, providing intuition as to why \( \varepsilon \) would not vary with scaling.

Because of the normalization by the mean and standard deviation of the ground motion prediction equation, \( \varepsilon \) is a random variable with an expected value of zero, and a unit standard deviation. In fact, the distribution of \( \varepsilon \) is well represented by the standard normal distribution, at least within values of \( \pm 3 \) [2, 3]. Thus, a sample of randomly chosen records will have an average \( \varepsilon \) value near zero, as can be seen visually in Figure 1(b), although an average value of zero is not required for our vector-valued \( IM \) work below. It should be noted that for a given ground motion record, \( \varepsilon \) is a function of \( T_1 \) (i.e. \( \varepsilon \) will have different values at different periods) and the ground motion prediction model used (because the mean and standard deviation of \( \ln S_a(T_1) \) vary somewhat among models). The definition of \( \varepsilon \) is valid for any ground motion prediction model, but the model of Abrahamson and Silva [4] is the only one used in calculations here. If one would like to use \( \varepsilon \) in a vector \( IM \) to compute drift hazard, the model used to compute \( \varepsilon \) should be the same as the model used to perform the ground motion hazard assessment.

It should also be noted that there is more than one way to define spectral acceleration, and that the choice of definition will affect the computation of \( \varepsilon \). Many ground motion prediction equations provide mean and standard deviation values for the average \( \ln S_a(T_1) \) of the two horizontal components of a ground motion [4]. However, in this work we analyze only 2D frames, and thus use only one (arbitrarily chosen) component of a given ground motion. Thus, we use \( \ln S_a(T_1) \) of an arbitrary horizontal component of the ground motion as our \( IM \). It is
therefore important that we compute our ground motion hazard for \( \ln S_a(T_1) \) of an arbitrary component (as opposed to the average \( \ln S_a(T_1) \) provided by the ground motion prediction equation). In this study, the ground motion hazard was computed using Abrahamson and Silva’s equation, but the standard deviation of \( \ln S_a(T_1) \) was inflated to reflect the increased variability of an arbitrary component of \( \ln S_a(T_1) \) rather than the average of two components. The inflation factor was determined from another ground motion prediction model [5], which presents standard deviation values for both definitions of spectral acceleration. This inflated
standard deviation must also be used when computing the $\varepsilon$ values for ground motion recordings as well. A more thorough explanation of this issue is in preparation by the authors.

Now that $\varepsilon$ has been defined, we discuss how it and other IMs are used to predict drift, and then incorporated with ground motion hazard results to compute a drift hazard curve.

**CALCULATION OF THE DRIFT HAZARD CURVE USING A SCALAR IM**

Once an intensity measure is defined, the predicted structural response given an intensity measure level can be combined with Probabilistic Seismic Hazard Analysis (PSHA) to calculate the mean annual rate of exceeding a given structural response level. An example of the need for this calculation is seen in the work of the Pacific Earthquake Engineering Research (PEER) Center [6]. Here, following PEER practice, the response of a structure is termed an Engineering Demand Parameter, or EDP (in this paper, the only EDP considered is maximum interstory drift ratio, although the methodology is directly applicable to any EDP of interest). The annual frequency of exceeding a given level of the EDP is calculated as follows:

$$
\lambda_{EDP}(z) = \int_x P(EDP > z | IM = x) \cdot d\lambda_{IM}(x)
$$

$$
\approx \sum_{all \, x_i} P(EDP > z | IM = x_i) \cdot \Delta\lambda_{IM}(x_i)
$$

(1)

where $\lambda_{EDP}(z)$ is the mean annual frequency of exceeding a given EDP value $z$, $\lambda_{IM}(x_i)$ is the mean annual frequency of exceeding a given IM value $x_i$ (this is commonly referred to as the ground motion hazard curve), and $\Delta\lambda_{IM}(x_i) = \lambda_{IM}(x_i) - \lambda_{IM}(x_{i+1})$ is approximately the annual frequency of $IM = x_i$. The term $P(EDP > z | IM = x_i)$ represents the probability of exceeding a specified EDP level, $z$, given $IM = x_i$. In this paper we will use numerical integration to compute results, making use of the discrete summation approximation. We see that the rate of exceeding a given EDP level is found by assessing the ground motion hazard and the response of the structure, and coupling these two parts together with the use of an IM. Note that methods of computing drift hazard with techniques other than the IM-based method have been proposed [7, 8], but the IM-based method is the focus of this paper. If the IM is a vector, Equation (1) must be generalized, as will be discussed below.

**PREDICTION OF STRUCTURAL RESPONSE USING A SCALAR IM**

The IM-based procedure described above requires estimation of the probability distribution of structural response at a given IM level (i.e. $P(EDP > z | S_a(T_1) = x_i)$ in Equation (1)). An estimation procedure is now described for the scalar case, and later generalized to the case of a vector-valued IM. The scalar IM $S_a(T_1)$ is used in this section, both because of its wide use elsewhere, and because it will be easily generalized to our vector case: $S_a(T_1)$ and $\varepsilon$. Standard terminology from regression analysis is used in this section, to allow for quick descriptions of some concepts from statistics. The reader desiring a more detailed explanation is referred to a previous related publication [9].
The method used in this paper requires a suite of earthquake accelerograms, all at the same IM value, $S_a(T_1)=x$ (e.g. in this study, 40 records are used at each IM level). We scale a suite of recorded earthquake accelerograms to the given $S_a(T_1)$ value (e.g. Reference [1]). In this study, we use the same suite of records for different $S_a(T_1)$ levels, although one could use different record suites at different levels if PSHA disaggregation suggested that, for example, the representative magnitude level was changing [10]—we shall return to the record selection subject below. This suite of records is used to perform non-linear dynamic analysis on a model of the structure. Now we have $n$ records, all with $S_a(T_1)=x$, and $n$ corresponding values of EDP. So EDP given $S_a(T_1)=x$ is a random variable that we need to characterize.

**Characterizing the collapses**

When predicting non-linear response of structures, it is necessary to account for the possibility that some records may cause collapse of the structure at higher levels of IM. For the purpose of illustration here, collapse is defined to have occurred if the dynamic analysis algorithm fails to converge due to numerical instability or if the drift ratio at any story exceeds 10%. Such a finite cut-off is used because the validity of current non-linear models is not well confirmed beyond large deformation levels, which a real structure may not be able to reach before collapsing. For example, for the particular older reinforced concrete frame considered below, one might in fact expect axial failure of columns in the 3–5% interstory drift ratio range. This failure mechanism is difficult to model and was not incorporated in the computer model, resulting in larger displacements being obtained before collapse was signalled by numerical instability of the program. Other collapse criteria that have been used in such studies include dynamic instability, defined as the ratio of the increment in displacement to the increment in spectral acceleration level exceeding a specified threshold. The simpler 10% drift criterion is used here for illustration, but the proposed procedure applies universally, regardless of the structural model or the specified collapse criteria. Future research to more precisely model and identify response levels associated with collapse will be helpful to the drift hazard procedure presented here.

To account for these collapses, we separate our realizations of EDP into collapsed and non-collapsed data. We then estimate $\hat{P}$, the probability of collapse, $C$, at the given $S_a(T_1)$ level. This estimate is denoted $\hat{P}$ and calculated as:

$$\hat{P}(C \mid S_a(T_1)=x) = \frac{\text{number of records causing collapse}}{\text{total number of records}} \tag{2}$$

We then return to the non-collapse responses for the remainder of the response prediction.

**Characterizing the non-collapse responses**

The distribution of the non-collapsed responses for our EDP, maximum interstory drift ratio, has been found to be well represented by a lognormal distribution (the Kolmogorov–Smirnov test [11] was used to verify this supposition, and the same conclusion has been reached elsewhere [12,13]). For this reason we work with the natural logarithm of EDP, which then follows the normal distribution. We can estimate the parameters for this normal distribution using the method of moments [14]. For each IM level, we denote the estimated mean of $\ln EDP$ as $\hat{\mu}_{\ln EDP \mid S_a(T_1)=x}$ and the estimated standard deviation as $\hat{\sigma}_{\ln EDP \mid S_a(T_1)=x}$ (this
logarithmic standard deviation is sometimes referred to as ‘dispersion’). The probability that $EDP$ exceeds $z$ given $IM = x$ and no collapse can now be calculated using the normal complimentary cumulative distribution function:

$$P(EDP > z \mid S_a(T_1) = x, \text{ no collapse}) = 1 - \Phi \left( \frac{\ln z - \hat{\mu}_{ln EDP} \mid S_a(T_1) = x}{\hat{\beta}_{ln EDP} \mid S_a(T_1) = x} \right)$$

(3)

where $\Phi(\cdot)$ denotes the standard normal cumulative distribution function.

**Combining collapse and non-collapse results**

We now combine the characterizations of collapses and non-collapse responses using the total probability theorem. Our estimate of the probability that $EDP$ exceeds $z$ given $IM = x$ is:

$$P(EDP > z \mid S_a(T_1) = x) = \hat{P}(C \mid S_a(T_1) = x) \left( 1 - \Phi \left( \frac{\ln z - \hat{\mu}_{ln EDP} \mid S_a(T_1) = x}{\hat{\beta}_{ln EDP} \mid S_a(T_1) = x} \right) \right)$$

(4)

We can now proceed to work with this estimate.

**CALCULATION OF THE DRIFT HAZARD CURVE USING A VECTOR-VALUED IM**

A vector-valued $IM$ can also be used to compute a drift hazard curve using a generalization of Equation (1), as given in Equation (5) [15].

$$\lambda_{EDP}(z) = \int_{x_1} \int_{x_2} P(EDP > z \mid S_a(T_1) = x_1, \epsilon = x_2) \cdot \left| \frac{\partial^2 \lambda_{IM}(x_1, x_2)}{\partial x_1 \partial x_2} \right| dx_1 dx_2$$

$$\approx \sum_{all x_1, i} \sum_{all x_2, j} P(EDP > z \mid S_a(T_1) = x_{1,i}, \epsilon = x_{2,j}) \cdot \Delta \lambda_{IM}(x_{1,i}, x_{2,j})$$

(5)

We see first that the scalar-$IM$ drift prediction $P(EDP > z \mid IM = x)$ has been replaced with the vector-$IM$ drift prediction $P(EDP > z \mid S_a(T_1) = x_1, \epsilon = x_2)$, which will be expanded by a means analogous to Equation (4) in Equation (11) below. In addition, the scalar-$IM$ ground motion hazard has been replaced by the joint hazard of the vector-valued $IM$. Defining $\Delta \lambda_{IM}(x_{1,i}, x_{2,j})$ as $\lambda_{S_a,x_{1,i},x_{1,i+1},\epsilon_{x_{2,j},x_{2,j+1}}}$, we take advantage of the fact that we could also express this as the marginal rate density of $S_a(T_1)$, and the conditional probability distribution of $\epsilon$ given $S_a(T_1)$:

$$\Delta \lambda_{IM}(x_{1,i}, x_{2,j}) = P(x_{2,j} < \epsilon < x_{2,j+1} \mid S_a(T_1) = x_{1,i}) \cdot \Delta \lambda_{S_a(T_1)}(x_{1,i})$$

(6)

Then Equation (5) can be restated as:

$$\lambda_{EDP}(z) = \sum_{all x_1, i} \sum_{all x_2, j} P(EDP > z \mid S_a(T_1) = x_{1,i}, \epsilon = x_{2,j}) \times P(x_{2,j} < \epsilon < x_{2,j+1} \mid S_a(T_1) = x_{1,i}) \cdot \Delta \lambda_{S_a(T_1)}(x_{1,i})$$

(7)
We state the equation in this way because we obtain the distribution of $S_a(T_1)$ and $\varepsilon$ from PSHA in this form: $\Delta i_{S_a(T_1)}(x_{1,i})$ comes from the standard PSHA hazard curve, and $P(x_{2,j} < \varepsilon < x_{2,j+1} \mid S_a(T_1) = x_{1,i})$ is a standard disaggregation result. Note that the disaggregation can be presented in more than one way. Some PSHA codes provide $P(x_{2,j} < \varepsilon < x_{2,j+1} \mid S_a(T_1) = x_{1,i})$ (see Reference [16]), while others provide $P(x_{2,j} < \varepsilon < x_{2,j+1} \mid S_a(T_1) \geq x_{1,i})$ (see Reference [17]). For instance, Abrahamson’s code [18] provides $P(x_{2,j} < \varepsilon < x_{2,j+1} \mid S_a(T_1) = x_{1,i})$, while the U.S. Geological Survey [19] provides $P(x_{2,j} < \varepsilon < x_{2,j+1} \mid S_a(T_1) \geq x_{1,i})$. It is fairly simple matter to convert the results between the two forms [20, p. 195], but one should be aware of which version is provided by the software in use, and convert the results if necessary. The hazard assessments in this study were performed using the Abrahamson code, which provides results (e.g. Figure 6) directly in the form needed for drift hazard calculations.

**PREDICTION OF BUILDING RESPONSE USING A VECTOR-VALUED IM**

We now generalize the prediction procedure of the preceding section for use with a vector-valued IM. Consider the vector consisting of $S_a(T_1)$ and $\varepsilon$. We are now trying to estimate $P(EDP > \varepsilon \mid S_a(T_1) = x_1, \varepsilon = x_2)$. The simplest solution, if possible, would be to scale our records to both parameters of our IM: $S_a(T_1) = x_1$ and $\varepsilon = x_2$. However, $\varepsilon$ is defined with respect to the unscaled record, and does not change with scaling (similarly, magnitude and distance do not change with scaling). Because of this, we need a supplement to scaling for the vector-valued IM procedure, in order to predict response as a function of the second IM parameter.

The solution we adopt is to scale to $S_a(T_1)$ as before, and then apply regression analysis to estimate $EDP$ as a function of $\varepsilon$ [11]. Thus our treatment of $S_a(T_1)$ remains the same as in the scalar case, but we now incorporate information from the regression on $\varepsilon$. Our approach with the vector case is the same as the scalar case in that we separate out the collapse responses first, and then deal with the remaining non-collapse responses.

*Accounting for collapses with the vector-valued IM*

When using a vector-valued IM, instead of taking the probability of collapse to be simply the fraction of records that cause collapse, we can take advantage of the second IM parameter to predict the probability of collapse more accurately. We do this using logistic regression, which is a commonly used tool for analyzing binary data [11]. It should be noted that this is not the only method for quantifying the probability of collapse. For example, a bivariate normal model for collapse capacity of the structure could be defined and used to estimate probability of collapse. The results from the two models will be nearly identical, but it may be more convenient to adopt one or the other in certain cases. This will be explored in a future publication by the authors.

With the logistic regression procedure used here, each record has a value of $\varepsilon$, which we use as our predictor variable. We designate $C$ as an indicator variable for collapse ($C$ is equal to 1 if the record causes collapse and 0 otherwise). We then use the logistic regression to
predict collapse:

$$\hat{P}(C | S_a(T_1) = x_1, \varepsilon = x_2) = \frac{\exp(\hat{\beta}_0 + \hat{\beta}_1 x_2)}{1 + \exp(\hat{\beta}_0 + \hat{\beta}_1 x_2)}$$

(8)

where \(\hat{\beta}_0\) and \(\hat{\beta}_1\) are coefficients to be estimated from regression on a dataset that has been scaled to \(S_a(T_1) = x_1\) (i.e. \(\hat{\beta}_0\) and \(\hat{\beta}_1\) will be different for different values of \(S_a(T_1)\)). An example of this data and a fitted logistic regression curve is presented in Figure 1(a). The tendency for the probability of collapse to decay with increasing \(\varepsilon\) is common; such observations will be discussed below. By performing this regression for all \(S_a(T_1)\) levels, one can obtain the probability of collapse as a function of both \(S_a(T_1)\) and \(\varepsilon\), as seen in Figure 2.

It should be noted that the level of confidence in the result from Equation (8) depends on the nature of the data used in the regression analysis. If there are significant numbers of both collapses and non-collapses in the dataset, then the regression should be very stable. However, if for a given \(S_a\) level, the dataset consists of, for instance, 39 records that do not cause collapse, and one record that causes collapse, the logistic regression will be strongly influenced by the single collapse data point, and may indicate a different trend that in fact exists (if the exercise were to be repeated with more records or different records). For this reason, it is suggested that if there are two or fewer collapse data points, then the probability of collapse should be taken as a simple constant (i.e. \(1/n\) or \(2/n\), where \(n\) is the number of records) for all levels of \(x_2\). This is equivalent to using the scalar-\(IM\) procedure for the collapse portion of the prediction (Equation (2)). The same should be done in the case where all but one or two records cause collapse. It should be noted that in these cases, the probability of collapse will already be very high or very low, so the second \(IM\) parameter would not have much effect anyway. This modification to the procedure will merely prevent the logistic regression prediction from producing unstable results.
Characterizing non-collapses with the vector-valued IM

We now incorporate the second parameter of our IM in prediction of response for the non-collapse results. Note that each of these records has been scaled to $S_a(T_1) = x_1$. Each of the records has a value of $\varepsilon$ and a value of EDP. We have found that there tends to be a relationship between $\varepsilon$ and EDP of the form $\ln EDP = \beta_2 + \beta_3 \varepsilon + e$, where $\beta_2$ and $\beta_3$ are constant coefficients, and $e$ is the prediction error ("residual"). We can use linear least-squares regression [11] to obtain estimates of the two regression coefficients, $\hat{\beta}_2$ and $\hat{\beta}_3$ (again, these values will vary for different $S_a(T_1)$ levels). A graphical example of this data and the regression fit is shown in Figure 1(b).

When using linear least-squares regression on a dataset, several assumptions are normally implicitly made, and the accuracy of the results depends on the validity of these assumptions. The prediction error of record $i$ (the difference between the predicted value of $\ln EDP$, and the actual value) is termed the ‘residual’ of record $i$, and is assumed to be mutually independent from the prediction error of record $j$ for all $i \neq j$. In addition, we will later assume the residuals to be normally distributed with constant variance (i.e. homoscedastic). The assumptions of independent normal residuals with constant variance have been examined for the data in this study, and found to be reasonable. An estimate of the variance of the residuals is also available from the analysis software, and we denote it $\hat{\text{Var}}[\varepsilon] \equiv \hat{\sigma}_\varepsilon^2$. This variance in the residuals is displayed graphically in Figure 1(b), by superimposing the estimated normal distribution of the residuals over the data. From regression, we now know that given $S_a(T_1) = x_1$, $\varepsilon = x_2$ and no collapse, the mean value of $\ln EDP$ is:

$$E[\ln EDP] = \hat{\beta}_2 + \hat{\beta}_3 x_2$$  \hspace{1cm} (9)

where $\hat{\beta}_2$ and $\hat{\beta}_3$ have been obtained by regressing on records scaled to $S_a(T_1) = x_1$. We also know that, conditional on $S_a(T_1)$ and $\varepsilon$, $\ln EDP$ is normally distributed with variance equal to the $\hat{\sigma}_\varepsilon^2$. So the probability that EDP exceeds $z$, given $S_a(T_1) = x_1$, $\varepsilon = x_2$, and no collapse can be expressed as:

$$P(EDP > z | S_a(T_1) = x_1, \varepsilon = x_2, \text{no collapse}) = 1 - \Phi \left( \frac{\ln z - (\hat{\beta}_2 + \hat{\beta}_3 x_2)}{\hat{\sigma}_\varepsilon} \right)$$  \hspace{1cm} (10)

Recall that $\hat{\beta}_2$, $\hat{\beta}_3$ and $\hat{\sigma}_\varepsilon^2$ are all functions of $S_a(T_1)$ or $x_1$. This equation is very similar to Equation (3) used in the scalar case. We previously estimated the mean of the normal distribution by the average logarithmic response of all records, but now we use a result from regression on $\varepsilon$. We have also replaced the standard deviation of the records by the standard deviation of the regression residual. Otherwise, the equation is the same.

As with the estimation of collapse, there is more than one way to incorporate the vector IM. For example, rather than using regression, one could use a weighted scheme where the weights of each record are determined according to the results of the PSHA analysis [12]. The results from these two schemes will agree closely, but one may be more appropriate than the other based on the amount of data available and the extent to which the effect of the IM can be parameterized. This will be described in a future publication by the authors.

We now combine the possibilities of collapse or no collapse, using the Total Probability Theorem and Equations (8) and (10), to compute the conditional probability that $EDP$
exceeds \( z \):

\[
P(EDP > z \mid S_a(T_1) = x_1, \varepsilon = x_2) = \hat{P}(C) + (1 - \hat{P}(C)) \left(1 - \Phi \left( \frac{\ln z - (\hat{\beta}_2 + \hat{\beta}_3 x_2)}{\hat{\sigma}_\varepsilon} \right) \right)
\]

(11)

where

\[
\hat{P}(C) = \frac{\exp(\hat{\beta}_0 + \hat{\beta}_1 x_2)}{1 + \exp(\hat{\beta}_0 + \hat{\beta}_1 x_2)}
\]

Although \( x_1 \) does not appear in Equation (11), our estimate is implicitly a function of \( x_1 \), because the data used to estimate \( \hat{\beta}_0, \hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3 \) and \( \hat{\sigma}_\varepsilon \) all come from records scaled to \( S_a(T_1) = x_1 \). This gives us a response prediction that is similar to the original prediction of Equation (4), but that now incorporates a two-element vector.

**INVESTIGATION OF MAGNITUDE, DISTANCE AND EPSILON AS IM PARAMETERS**

The procedure for evaluating drift hazard using a vector-valued \( IM \) can now be used to assess the response-predicting effectiveness of \( \varepsilon \) as an element in a vector with \( S_a(T_1) \). Additionally, we will examine magnitude (\( M \)) and distance (\( R \)) as elements in a vector with \( S_a(T_1) \) using the same procedure, to evaluate whether they have any significant effect on structural response after conditioning on \( S_a(T_1) \). This study considers only \( M, R \) and \( \varepsilon \) because the conditional distribution \( P(x_{2,j} < IM_2 < x_{2,j+1} \mid S_a(T_1) = x_{1,i}) \) is then easily available from standard PSHA software (where \( IM_2 \) is used to represent either \( M, R \) or \( \varepsilon \)). If one is interested in the effect of other parameters such as spectral shape or duration, special modifications to the PSHA analysis [15] are needed in order to obtain the conditional distribution \( P(x_{2,j} < IM_2 < x_{2,j+1} \mid S_a(T_1) = x_{1,i}) \).

To test the effectiveness of \( M, R \) or \( \varepsilon \) as predictors, we examine the results from our response regressions on these variables. The seven storey concrete frame structure described below was used to generate response data. At each level of \( S_a(T_1) \), we predict collapse using logistic regression on \( M, R \) or \( \varepsilon \), and we use linear regression on these variables to model the non-collapse responses. An effective predictor should show a trend in one or both of these regressions and the trend (i.e. slope of the regression) should be statistically significant. A standard way of measuring statistical significance is with the ‘p-value’ for the regression coefficient. Typically, a p-value smaller than 0.05 is interpreted to indicate that the predictive variable is significant [11], although when a slightly larger p-value shows up repeatedly in separate tests of the same predictor variable, this can also be interpreted as an indicator of significance. A p-value can also be computed for both the logistic and linear regression results.

When distance is considered as a candidate \( IM \) parameter, we find no statistical significance (median p-values of 0.34 and 0.29 for linear and logistic regression, respectively, considering 13 levels of \( S_a(T_1) \)). Both \( \varepsilon \) and magnitude show some significance for the linear response regression (median p-values of 0.05 and 0.06, respectively), although \( \varepsilon \) shows more significance than \( M \) for the logistic collapse probability regression (median p-values of 0.14 and
Table I. *P*-values from linear and logistic regression on magnitude and epsilon.

<table>
<thead>
<tr>
<th>( S_a )</th>
<th>Percent collapsed</th>
<th>Linear regression ( p )-value</th>
<th>Logistic regression ( p )-value</th>
<th>Linear regression coefficient</th>
<th>Potential Prediction error (( M = 6.5 ) vs ( M = 7 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0%</td>
<td>0.04</td>
<td>–</td>
<td>0.13</td>
<td>7%</td>
</tr>
<tr>
<td>0.2</td>
<td>0%</td>
<td>0.09</td>
<td>–</td>
<td>0.16</td>
<td>8%</td>
</tr>
<tr>
<td>0.3</td>
<td>0%</td>
<td>0.05</td>
<td>–</td>
<td>0.25</td>
<td>13%</td>
</tr>
<tr>
<td>0.4</td>
<td>0%</td>
<td>0.04</td>
<td>–</td>
<td>0.29</td>
<td>16%</td>
</tr>
<tr>
<td>0.5</td>
<td>0%</td>
<td>0.06</td>
<td>–</td>
<td>0.35</td>
<td>19%</td>
</tr>
<tr>
<td>0.6</td>
<td>3%</td>
<td>0.06</td>
<td>–</td>
<td>0.37</td>
<td>20%</td>
</tr>
<tr>
<td>0.7</td>
<td>8%</td>
<td>0.05</td>
<td>0.36</td>
<td>0.33</td>
<td>18%</td>
</tr>
<tr>
<td>0.8</td>
<td>9%</td>
<td>0.20</td>
<td>0.45</td>
<td>0.23</td>
<td>12%</td>
</tr>
<tr>
<td>0.9</td>
<td>14%</td>
<td>0.10</td>
<td>0.29</td>
<td>0.36</td>
<td>20%</td>
</tr>
<tr>
<td>1.0</td>
<td>16%</td>
<td>0.04</td>
<td>0.37</td>
<td>0.41</td>
<td>22%</td>
</tr>
<tr>
<td>1.2</td>
<td>24%</td>
<td>0.10</td>
<td>0.10</td>
<td>0.28</td>
<td>15%</td>
</tr>
<tr>
<td>1.4</td>
<td>56%</td>
<td>0.10</td>
<td>0.98</td>
<td>0.49</td>
<td>28%</td>
</tr>
<tr>
<td>1.6</td>
<td>68%</td>
<td>0.51</td>
<td>0.66</td>
<td>0.27</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.06</td>
<td>0.37</td>
<td>0.29</td>
<td>16%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( S_a )</th>
<th>Percent collapsed</th>
<th>Linear regression ( p )-value</th>
<th>Logistic regression ( p )-value</th>
<th>Linear regression coefficient</th>
<th>Potential Prediction error (( \varepsilon = 0 ) vs ( \varepsilon = 1.5 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0%</td>
<td>0.00</td>
<td>–</td>
<td>–0.15</td>
<td>24%</td>
</tr>
<tr>
<td>0.2</td>
<td>0%</td>
<td>0.01</td>
<td>–</td>
<td>–0.15</td>
<td>25%</td>
</tr>
<tr>
<td>0.3</td>
<td>0%</td>
<td>0.07</td>
<td>–</td>
<td>–0.14</td>
<td>24%</td>
</tr>
<tr>
<td>0.4</td>
<td>0%</td>
<td>0.05</td>
<td>–</td>
<td>–0.19</td>
<td>32%</td>
</tr>
<tr>
<td>0.5</td>
<td>0%</td>
<td>0.01</td>
<td>–</td>
<td>–0.30</td>
<td>56%</td>
</tr>
<tr>
<td>0.6</td>
<td>3%</td>
<td>0.13</td>
<td>–</td>
<td>–0.20</td>
<td>34%</td>
</tr>
<tr>
<td>0.7</td>
<td>8%</td>
<td>0.03</td>
<td>0.14</td>
<td>–0.24</td>
<td>42%</td>
</tr>
<tr>
<td>0.8</td>
<td>9%</td>
<td>0.01</td>
<td>0.26</td>
<td>–0.30</td>
<td>57%</td>
</tr>
<tr>
<td>0.9</td>
<td>14%</td>
<td>0.02</td>
<td>0.20</td>
<td>–0.32</td>
<td>61%</td>
</tr>
<tr>
<td>1.0</td>
<td>16%</td>
<td>0.08</td>
<td>0.14</td>
<td>–0.24</td>
<td>43%</td>
</tr>
<tr>
<td>1.2</td>
<td>24%</td>
<td>0.13</td>
<td>0.04</td>
<td>–0.19</td>
<td>32%</td>
</tr>
<tr>
<td>1.4</td>
<td>56%</td>
<td>0.17</td>
<td>0.09</td>
<td>–0.23</td>
<td>42%</td>
</tr>
<tr>
<td>1.6</td>
<td>68%</td>
<td>0.69</td>
<td>0.05</td>
<td>–0.09</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.05</td>
<td>0.14</td>
<td>–0.20</td>
<td>34%</td>
</tr>
</tbody>
</table>

\( 0.37, \) respectively. The lack of significance of \( R \) and slight significance of \( M \) are consistent with results from previous work on this topic (e.g. Reference [1]). The significance of \( \varepsilon \) and the evaluation of significance with respect to collapse prediction are believed to be new results.

The \( p \)-values from both regressions using \( M \) and \( \varepsilon \) as predictors at 13 levels of spectral acceleration are given in Table I (distance has been omitted because of the consistent lack of significance it demonstrated). Values for logistic regression are omitted when fewer than
three records cause collapse, preventing the regression from being performed. At high $S_a(T_1)$ levels, when nearly all of the records cause collapse and there is little data for either the linear or logistic regression, the regressions are less useful, and the results are omitted.

In addition to standard p-values, a value termed the ‘potential prediction error’ is also reported in Table I. This value is defined as the percentage difference in predicted response for a reasonable range of values in the second $IM$ (i.e. what is the difference in response between magnitude 6.5 and 7 records, given the same $S_a(T_1)$ level). In Table I we see that for the given range of variation, a change in magnitude produces a potential prediction error of 16%, while a change in $\varepsilon$ produces a potential prediction error of 34%. This major difference is because, while the slopes of the two trends are similar, there is more room for variation with $\varepsilon$ (records are typically selected to be within 0.5 magnitude units of the target value obtained from PSHA, but using zero-epsilon records in place of 1.5-epsilon records is not uncommon). Both the statistical significance and this potential prediction error are relevant, and jointly they suggest that $\varepsilon$, and to a lesser extent magnitude, should be considered when predicting the response of a structure.

Note that the trend with $\varepsilon$ would be more difficult to discern if we had not already scaled the records to $S_a(T_1)$. This is because $\varepsilon$ and $S_a(T_1)$ tend to be correlated, making it more difficult to separate effects due to $S_a(T_1)$ and effects due to $\varepsilon$. By first scaling to $S_a(T_1)$ we have eliminated this problem (termed ‘collinearity’ [11]) and allowed the effect of $\varepsilon$ to be seen more clearly.

Although Table I appears to show empirically that $\varepsilon$ has an effect on structural response, this conclusion would be much more convincing if supported by an intuitive understanding as to why $\varepsilon$ might matter. This understanding is developed in the following section.

WHY DOES EPSILON AFFECT STRUCTURAL RESPONSE?

When considering why $\varepsilon$ could affect structural response, we should consider current understanding about non-linear response of multiple-degree-of-freedom structures. The first parameter of our $IM$, $S_a(T_1)$, provides the response of a linear single-degree-of-freedom structure with a period of vibration approximately equal to the first-mode period of the MDOF structure under consideration. Given $S_a(T_1)$, the shape of the response spectra is known to be a significant factor in the response of non-linear MDOF structures (e.g. References [9,21]). This is because the response of an MDOF structure is also affected by excitation of higher modes of the structure at periods shorter than $T_1$ (as implied, e.g. by response spectrum analysis [22]). In addition, $S_a$ at periods longer than $T_1$ affects non-linear structures because, as the structure starts behaving non-linearly, the effective period of its first mode increases to a period larger than $T_1$ [23,24]. Thus, given two records with the same $S_a(T_1)$ value, the record with higher $S_a$ values at periods other than $T_1$ will tend to cause larger responses in a non-linear MDOF system. So given $S_a(T_1)$, we would like to know about $S_a$ at other periods. We could do this by measuring that $S_a$ at other periods directly [9,25,26]. Alternatively, we will see that $\varepsilon$ is a convenient implicit measure of spectral shape.

A record with a positive $\varepsilon$ value is one that has a larger-than-expected spectral acceleration at the specified period. But what does it tell us about the spectral acceleration at other periods? It may be that the record is stronger than expected at all periods, or it may be that the record is stronger than expected in only a nearby range of periods, and that the spectral acceleration...
values at other periods are not as strongly related. We are interested in the possibility that only a narrow range of periods have comparatively large $S_a$ values. We term this a record with a spectral ‘Peak’ at $S_a(T_1)$. Conversely, a record that is lower than expected in only a narrow range of periods has a spectral ‘Valley’ at $S_a(T_1)$. Now consider scaling a record with a peak and a record with a valley to the same $S_a(T_1)$ level. At $T_1$, the two records will have the same spectral acceleration by construction, but at other periods the valley record will tend to have larger spectral accelerations than the peak record. This is seen by examining the two sample response spectra shown in Figure 3. If a record has a peak or a valley at the period considered, then $\varepsilon$ (which measures deviation from expected spectral values) may be an indicator of this condition, and if so it would be useful for predicting structural response.

The effect of epsilon, as seen using a second-moment model for logarithmic spectral acceleration

Anecdotal evidence of $\varepsilon$ indicating a spectral peak or valley is seen in Figure 3, but there is more concrete evidence to show the connection between $\varepsilon$ and spectral shape. We note
that for a given magnitude, distance, site classification and faulting mechanism, logarithmic spectral acceleration at a given period is a random variable with a mean and standard deviation specified by a ground motion prediction equation [4]. Lines indicating the mean value ± one standard deviation at all periods for a scenario event are shown in Figure 4(a). Now consider logarithmic spectral accelerations at two periods simultaneously. We can obtain the means and standard deviations from the ground motion prediction equation. In order to completely specify the first and second moments of this pair, we also need to know the correlation between $\ln S_a$ values at the two periods. An empirically determined relationship for this correlation is given by Inoue and Cornell [27]:

$$\rho_{\ln S_a(T_1), \ln S_a(T_2)} = 1 - 0.33 \ln(\frac{T_1}{T_2}) \quad 0.1 \, s \leq T_1, T_2 \leq 4 \, s$$  \hspace{1cm} (12)
This correlation coefficient approaches one when the two periods are nearly equal, and decreases as the periods get further apart from each other. We have now fully defined the mean and covariance of this pair of response spectra values. Note that for expository purposes, we will later assume that this equation is valid over the range $0 < T_1, T_2 < 5$ s.

Previous research has established that $\ln S_a(T_1)$ and $\ln S_a(T_2)$ are each marginally normally distributed. Under the mild assumption that they are jointly normally distributed, we obtain the conditional mean of $\ln S_a(T_2)$, given $\ln S_a(T_1)$, as given in Equation (13):

$$
\mu_{\ln S_a(T_2) \mid \ln S_a(T_1)} = \mu_{\ln S_a(T_2)} + \rho_{\ln S_a(T_1), \ln S_a(T_2)} \cdot \sigma_{\ln S_a(T_2)} \cdot \frac{\ln S_a(T_1) - \mu_{\ln S_a(T_1)}}{\sigma_{\ln S_a(T_1)}}
$$

(13)

where $\varepsilon_{T_1}$ is the $\varepsilon$ value of the record at the period $T_1$ (this equation is derived from the result $E[\varepsilon_{T_1} \mid \varepsilon_{T_2}] = \rho_{\ln S_a(T_1), \ln S_a(T_2)} \cdot \varepsilon_{T_2}$). We see that the conditional mean of $\ln S_a(T_2)$ is shifted up if $\varepsilon_{T_1} > 0$ or down if $\varepsilon_{T_1} < 0$. We can also obtain the conditional standard deviation of $\ln S_a(T_2)$:

$$
\sigma_{\ln S_a(T_2) \mid \ln S_a(T_1)} = \sigma_{\ln S_a(T_2)} \sqrt{1 - \rho_{\ln S_a(T_1), \ln S_a(T_2)}^2}
$$

(14)

We see that, as might be expected, the conditional standard deviation of $\ln S_a(T_2)$ is reduced as the correlation increases between $\ln S_a(T_1)$ and $\ln S_a(T_2)$. In Figure 4(b), for $T_1 = 0.8$ s, we condition on $\ln S_a(0.8 \text{ s}) = \mu_{\ln S_a(T_1)}$ and plot the mean and mean $\pm$ sigma for a scenario event (for each value of $T$, we use the conditional mean and standard deviation from Equations (13) and (14)). This plot represents the conditional distribution of the response spectra for all records with $\ln S_a(0.8 \text{ s}) = \mu_{\ln S_a(T_1)}$.

We see in Figure 4(b) that there is less dispersion in $S_a$ for periods close to $T_1$, but for periods at some distance from $T_1$ there is little reduction in dispersion gained by conditioning on $T_1$. While it is not strictly a verification, we can confirm that this multivariate distribution model is representative of reality by scaling real records to $\ln S_a(0.8 \text{ s})$ and superimposing them over the model distribution. We see in Figure 4(c) that the real records match the model reasonably well (i.e. the mean value of the records is close to the predicted mean value, and the model prediction that 95% of the records should fall between the mean $\pm$ two sigma is reasonable).

In Figure 4(d) we plot the expected $S_a$ value and $+/-$ sigma, but now conditioned on $\ln S_a(0.8 \text{ s}) = \mu_{\ln S_a(T_1)} + 2\sigma_{\ln S_a(T_1)}$ (i.e. an ‘$\varepsilon = 2$’ record). The original mean is also plotted as a reference. In this figure, we see that for periods near to $T_1$ we have larger spectral values than originally expected, but as the period gets much larger or smaller than $T_1$, the expected value of $\ln S_a(T)$ goes back towards the original mean value, reflecting Equations (12) and (13).

The results of this analysis can be restated in words as follows. A record with a positive $\varepsilon$ has a higher than expected $S_a$ value at the specified period. But $S_a$ values are not perfectly correlated, so a higher-than-average value at one period does not imply correspondingly higher-than-average values at all periods—in fact, the conditional expected values of $S_a$ at other periods tend back towards the marginal expected value. Thus, records with positive $\varepsilon$ values tend to have peaks in the response spectrum at the specified period, and records with negative $\varepsilon$ values tend to have valleys. Therefore, $\varepsilon$ is an indicator of spectral shape, and this is why it is effective in predicting the response of non-linear MDOF models.
Consideration of other candidate IM parameters

It has been shown that $\varepsilon$ is an indicator of spectral shape, supporting its utility in predicting non-linear response. But the question naturally arises, is it the best predictor of non-linear response? Other candidates have been considered. Magnitude has often been considered as an indicator of spectral shape as discussed above, but it effectively has a weaker relationship with spectral shape than $\varepsilon$. We demonstrate next via Figure 5 this difference. Consider a target event with $M = 7$ and $\varepsilon = 1.5$. Records with these parameters are rare; there are few recordings available from large magnitudes, and of those recordings, only 7% are expected to have an $\ln S_a(T_1)$ at least 1.5 standard deviations larger than the mean. Suppose instead we have two records available for analysis: an $M = 7$, $\varepsilon = 0$ record and an $M = 6.5$, $\varepsilon = 1.5$ record (i.e. we can match either magnitude or $\varepsilon$, but not both). The expected spectra for these two records are shown in Figure 5(a), along with the expected spectrum for the target event. In Figure 5(b), the three ‘records’ have been scaled so that their $S_a(T_1)$ values match. We see that the record with the correct $\varepsilon$ and incorrect magnitude comes closer to matching the target spectral shape than does the record with the correct magnitude but incorrect $\varepsilon$. So a difference of 0.5 units in magnitude makes much less difference in spectral shape than the difference of 1.5 units of $\varepsilon$. Therefore it is anticipated that $\varepsilon$ will prove more effective than $M$. This conclusion will be confirmed below.

As mentioned earlier, it is also possible to measure spectral shape in a direct manner by considering spectral acceleration at an additional period as a second parameter in the vector IM. In previous work, the drift estimation method presented in this paper has been used with such a direct measure of spectral shape. With an informed choice of the second period, the direct measure of spectral shape has been shown to be an effective IM as well [9]. The comparative advantage of $\varepsilon$ is that it is easy to find the joint distribution of $S_a$ and $\varepsilon$ from PSHA disaggregation, with no need for specialized hazard analysis software. Further consideration of spectral shape is outside of the scope of this paper, but it should also be considered a promising candidate for a vector-valued IM.

Spectral acceleration averaged over a range of periods may be an effective IM in the case where a structure is sensitive to several periods, and may reduce the peak/valley effects seen when using spectral acceleration at only a single period [12]. The disadvantage is that when structural response is predominantly governed by a single period, averaging spectral values over a range of periods will tend to reduce the efficiency of response predictions.

One might also wonder if there is a better epsilon-based measure of spectral shape. For example, it is possible that a record could have a positive $\varepsilon$ at the period considered, but also have large $\varepsilon$ values at all other periods. In this case, the positive $\varepsilon$ value would incorrectly suggest the presence of a peak and thus it would incorrectly predict the relatively smaller level of response we have seen to be typically associated with positive $\varepsilon$ values. It would seem plausible that a more sophisticated ‘epsilon-type’ parameter might do a better job than one considering simply $\varepsilon$ itself. The authors have tried several approaches to develop an improved epsilon-based measure. A measure separating the inter-event epsilon from the intra-event epsilon (see Reference [4]) was attempted, anticipating that the intra-event epsilon would tend to represent peaks and valleys, while the inter-event epsilon would reflect the overall increase or decrease in the response spectra already accounted for by $S_a(T_1)$. Measures attempting to separate ‘global’ shape effects from ‘local’ shape effects (see Reference [28])
Figure 5. (a) Expected response spectra for three scenario events; and (b) expected response spectra for three scenario events, scaled to have the same $S_a(0.8 \text{s})$ value.

were also examined. However, neither of these measures showed significant improvement over $\varepsilon$, and thus were rejected in favor of the simpler $\varepsilon$ parameter.

For these reasons, the $\varepsilon$ predictor is believed to have advantages over alternative response predictors, making it an interesting candidate as an effective intensity measure.
Figure 6. Disaggregation of PSHA results. The conditional distribution of $\varepsilon$ given $S_a(0.8g) = x$ is shown for both fault models at three different hazard spectral acceleration levels associated with three different mean annual frequencies of exceedance.

**Epsilon and ground motion hazard**

Having established $\varepsilon$ as an effective predictor of structural response supplemental to $S_a(T_1)$, it is useful to consider what values of $\varepsilon$ are typically to be anticipated in ground motions that are of interest to structural engineers. For a given site and a given fault, the three parameters that can vary are magnitude, distance, and $\varepsilon$. In a Probabilistic Seismic Hazard Analysis, the possible values of these three parameters and their likelihoods are integrated over for each fault, and the hazard contributions of all faults are summed [29]. The result is a curve specifying the annual rate of exceeding varying levels of ground motion intensity. For purposes of illustration, consider a hypothetical site that has a single fault, capable of producing only magnitude 6.5 events at a distance of 8 km. At this site, magnitude and distance are fixed for all events, so $\varepsilon$ is the only free variable in the PSHA analysis; thus the effect of $\varepsilon$ can be more clearly seen. A single event model is also quite representative of the ground motion hazard situation at many sites located near a single large fault (i.e. some urban locations near the San Andreas or Hayward faults in northern California). This model will be referred to as the ‘Characteristic Event model’.
With this model, the median value of spectral acceleration (i.e. the exponential of the mean of \( \ln S_a \)) is 0.46g, so any ground motions larger than 0.46g have a positive \( \varepsilon \) value. Thus, at low annual frequencies (where \( S_a \) values greater than 0.46g are seen) the ground motion hazard is governed exclusively by records with positive epsilons. This is seen in Figure 6: as the ground motion level is increased, the \( \varepsilon \) value seen in the disaggregation shows a corresponding increase.

Now consider the ground motion hazard at a real site surrounded by several faults, each of which is capable of producing events with a variety of magnitudes and distances. The hazard assessment used here is that for Van Nuys, California, at the site of the example structure which will be analyzed below. (The activity rate of the Characteristic Event model is specified such that both of these models have the same ground motion level at the 10% in 50 year hazard: \( S_a(0.8 \text{s}) = 0.6g \). In addition, the magnitude and distance values for the Characteristic Event equal the mean values of the Van Nuys disaggregation at the 10% in 50 year level.) The hazard there is simply a summation of many hazard contributions each similar to the Characteristic Event model. There is a limit on the maximum magnitude and minimum distance of an event, so it is still true that large ground motion events will have positive \( \varepsilon \) values. In fact, as noted earlier, we can determine the \( \varepsilon \) values at a given hazard level by examining the disaggregation of the PSHA results. The disaggregation-based distribution of \( \varepsilon \) at the Van Nuys site is shown in Figure 6 for several levels of \( S_a \). As the annual rate of exceedance decreases (i.e. as the ground motion level increases) the epsilons contributing to the hazard are seen to shift to larger values. Thus in general, for any hazard environment, the ground motion hazard at long low annual frequencies will be dominated by positive \( \varepsilon \) events.

EPSILON AND DRIFT HAZARD

In the previous section, it was established that at ground motion intensity levels with low annual rates of exceedance, records tend to have positive \( \varepsilon \) values. Further, we have seen that for a given \( S_a \) value, records with larger \( \varepsilon \) values cause systematically smaller responses in structures, due to the fact that \( \varepsilon \) is an indicator of peaks and valleys in the response spectra at the period of interest. But a typical random sample of records would have an average \( \varepsilon \) value of zero. Now consider the usual practice of using simply a scalar \( S_a \) with a suite of (on average) zero-epsilon records. When these records are used to estimate the response of a structure at (low annual frequency) high ground motion levels (typically characterized by positive epsilons), estimates of the frequency of exceeding large structural drifts are likely to be conservatively biased. This expectation can be confirmed by using the drift hazard procedure outlined earlier. The traditional approach using Equation (1) and \( S_a(T_1) \) alone as the intensity measure is referred to here as the ‘scalar-based approach’. The alternative approach using a vector-valued \( IM \) consisting of \( S_a(T_1) \) and \( M \) or \( \varepsilon \), and using Equation (7), is referred to as the ‘vector-based approach’. A complete drift hazard curve is computed for a variety of structures using both of these approaches, and it is seen that neglecting to account for the \( \varepsilon \) value of a record nearly always results in over-estimation of the mean annual rates of exceeding large levels of drift.
Description of the structures analyzed

The primary structure analyzed is a reinforced-concrete moment-frame building. The building has 1960’s era construction and is serving as a test-bed for PEER research activities [30]. The actual structure is located in Van Nuys, California, at the same site for which the ground motion hazard assessment above was conducted. A 2D model of the transverse frame created by Jalayer [31] is used here. This model has a first-mode period of 0.8 s, and contains nonlinear elements that degrade in strength and stiffness, in both shear and bending [32]. Forty historical earthquake ground motions from California are used to analyze this structure. The events range in magnitude from 5.7 to 7.3, and the recordings are at distances between 6 and 36 km. Directivity effects are not expected at this site [30], so these effects were avoided by choosing records with small distances only when the rupture/site geometry suggested that near-fault effects would be unlikely; the ground motion velocity histories were not observed to contain pulse-like intervals. Epsilon was not calculated before the records were selected—therefore they have been effectively randomly selected with respect to \( \varepsilon \). The set of 40 records was then scaled to 16 levels of \( S_a(T_1) \) between 0.1g and 2.4g.

To supplement the data from this structure, a series of generic frame structures was evaluated as well. Fifteen generic frame models were analyzed, with a variety of configurations, periods, and degradation properties. The specific model parameters are summarized in Table II. All of the structures are single-bay frames, with stiffnesses and strengths chosen to be representative of typical structures. Five structural configurations were considered, with varying numbers of stories and first-mode periods. A set of non-degrading models designed and analyzed by Medina and Krawinkler [33] was considered. These models do not have degrading elements, but the more flexible structures still have the potential to collapse due to \( P-\Delta \) effects. A set of degrading models designed and analyzed by Ibarra [34] was also considered. These structures are identical to the models of Medina and Krawinkler, except for incorporation of elements that degrade in stiffness and strength. For each of the five building configurations, a non-degrading model and two degrading models were considered. A second set of forty records were used by those authors to analyze these structures, ranging in magnitude from 6.5 to 6.9, and ranging in distance from 13 to 40 km. It is difficult to generalize conclusions to all possible structures, but it is believed that by considering this wide range of models, the consistent effect of \( \varepsilon \) is apparent.

Drift hazard results

The first case considered is the reinforced concrete frame structure. This structure was evaluated for both the Characteristic Event and the Van Nuys ground motion hazard environments. The results are shown in Figure 7. We see that in both cases, versus the scalar approach, inclusion of \( \varepsilon \) in the intensity measure results in lower mean annual frequencies for high levels of drift. While inclusion of \( M \) with \( S_a \) has the same effect, it is much less pronounced, as anticipated.

This same procedure was repeated for the 15 generic frames considered. The drift hazard curves look similar to those of Figure 7. In order to present the results in a concise way, two important values for each structure are considered: the annual rate of exceeding 10% maximum interstorey drift ratio (this amount of drift could be interpreted to indicate collapse of the structure), and the drift that has a 10% chance of being exceeded in 50 years (i.e. the drift level \( z \) such that \( \lambda(EDP \geq z) = 0.0021 \)). The percentage change in these values between
Table II. Percentage change in mean annual collapse rate and in the 10% in 50 year
drift demand on a series of structural models when using the improved vector-based
procedure versus the scalar-based procedure.

<table>
<thead>
<tr>
<th>Number of stories</th>
<th>Period (s)</th>
<th>Degradation model</th>
<th>Reduction in mean annual rate of collapse</th>
<th>Reduction in drift at 10% in 50 year hazard</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.3</td>
<td>a</td>
<td>55%</td>
<td>93%</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>b</td>
<td>58%</td>
<td>91%</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>none</td>
<td>0%</td>
<td>17%</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>a</td>
<td>40%</td>
<td>n.a.</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>b</td>
<td>51%</td>
<td>73%</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>none</td>
<td>99%</td>
<td>25%</td>
</tr>
<tr>
<td>7</td>
<td>0.8</td>
<td>c</td>
<td>43%</td>
<td>n.a.</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>a</td>
<td>72%</td>
<td>42%</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>b</td>
<td>80%</td>
<td>41%</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>none</td>
<td>99%</td>
<td>32%</td>
</tr>
<tr>
<td>9</td>
<td>1.8</td>
<td>a</td>
<td>5%</td>
<td>18%</td>
</tr>
<tr>
<td>9</td>
<td>1.8</td>
<td>b</td>
<td>49%</td>
<td>20%</td>
</tr>
<tr>
<td>15</td>
<td>3.0</td>
<td>a</td>
<td>41%</td>
<td>n.a.</td>
</tr>
<tr>
<td>15</td>
<td>3.0</td>
<td>b</td>
<td>40%</td>
<td>n.a.</td>
</tr>
<tr>
<td>15</td>
<td>3.0</td>
<td>none</td>
<td>46%</td>
<td>13%</td>
</tr>
</tbody>
</table>

Degradation models:
(a) Ibarra degradation parameters: peak oriented model,
\[ \delta_t/\delta_c = 4, \alpha_c = -0.10, \alpha_t = 0.03, \gamma_{t,c,k,a} = \infty \]
(b) Ibarra degradation parameters: peak oriented model,
\[ \delta_t/\delta_c = 4, \alpha_c = -0.05, \alpha_t = 0.03, \gamma_{t,c,k,a} = 50 \]
(c) Pincheira model, with parameters calibrated to reflect concrete
counters with representative detailing [19]

The scalar-based (\( S_a \)) result and the vector-based (\( S_a, \varepsilon \)) result is listed in Table II. For some cases, the structure collapses with a greater than 10% probability in a 50 year period (e.g. this is seen in Figure 7). In these cases, there is no drift level associated with the 10% in 50 year hazard level, so the corresponding cell in Table II is marked ‘n.a.’ (not applicable). In addition, the non-degrading structure with a period of 0.3 s is not predicted to collapse at the ground motion levels present at the site, so there is no change in the frequency of collapse. We see that in every case (besides these special cases) the improved vector-based procedure produces lower demands on the structure. One interesting insight: it can be noted that the collapse rate reduction is typically less for the longer period version of otherwise similar models; the absolute rates are, however larger in such cases implying smaller values of \( \varepsilon \), and hence less effect.

**DISCUSSION**

It has been shown that \( \varepsilon \) has a systematic effect on the shape of a record’s response spectra, and thereby an important effect on the response of non-linear MDOF models. This being the case, it is desirable to account for the effect of \( \varepsilon \) when predicting the annual rate of exceeding
agivendriftlevel. There is more than one way to accomplish this. One approach is to consider \( \varepsilon \) values carefully when selecting ground motions to use in analysis. In current practice, ground motions are selected so that they match the magnitude and distance values of the events that dominate the disaggregation, and the soil conditions present at the site under consideration [10]. This paper suggests that \( \varepsilon \) should also be considered when selecting ground motions. Unfortunately, the existing library of recorded ground motions is not large enough such that

Figure 7. Seven storey reinforced concrete frame. Mean annual frequency of exceedance versus maximum interstorey drift: (a) scalar-based and vector-based drift hazard curves for the characteristic event hazard; and (b) scalar-based and vector-based drift hazard curves for the Van Nuys hazard.
all desired parameters can be matched simultaneously, especially for a sample of nominal size. In light of the relatively greater effect that $\varepsilon$ has on structural response, the desire to closely match distance and magnitude should probably be relaxed in favor of matching $\varepsilon$ levels. For example, one could match $\varepsilon$ while also trying to match magnitude, but allow records from a wide range of distances to be used. When selecting records to match $\varepsilon$, one needs to remain aware that target $\varepsilon$ values will increase as the mean annual frequency considered decreases (the target magnitude and distance may also change as the annual frequency decreases, and this is sometimes accounted for in the selection process, e.g. Reference [10]).

The method to address the effect of $\varepsilon$ proposed here is to adopt an IM that accounts for the effect of $\varepsilon$ (i.e. an IM that is sufficient with respect to $\varepsilon$ [35]). The most obvious IM that accomplishes this is the vector-valued IM presented in this paper, with $S_a(T_1)$ and $\varepsilon$ as parameters. One first assesses the dependence of drift on $\varepsilon$ at one or more levels of $S_a$, as described herein. One level at or near the mean annual frequency of interest (e.g. 2% in 50 years) may be sufficient in some cases. The sample size can probably be limited to the order of 10 records, especially if record selection is designed to capture, for example, the dependence of $\varepsilon$ in the 0 to +2 range (note that with this approach, a wide range of $\varepsilon$ values in the suite of records is desirable in order to improve the slope fit, in contrast to the previous approach where only records with specific $\varepsilon$ values are desired). Then the drift hazard curve is computed using the vector-based procedure of Equation (7), as was done to produce Figure 7.

Finally, there is a possibility that alternative scalar intensity measures may account for the effects of $\varepsilon$ more sufficiently than spectral acceleration (for instance, some of the improved scalar IMs that have been proposed recently [25, 35, 36]). If this were the case, then $\varepsilon$ would not need to be included as a second parameter of the IM. However, this hypothesis remains to be tested. In the meantime, the most direct way to address the observed effect of $\varepsilon$ is to use the vector-valued IM presented in this paper.

CONCLUSIONS

A method for calculating the probabilistic response of structures with a vector-valued IM is used to evaluate the significance of magnitude, distance and $\varepsilon$ on the response of structures, conditioned on spectral acceleration. It is seen that $\varepsilon$ has a significant effect on the response of structures, because it is an indicator of spectral shape (more specifically, it tends to indicate whether $S_a$ at a specified period is in a peak or a valley of the spectrum). For a fixed $S_a(T_1)$, records with positive $\varepsilon$ values cause systematically smaller demands in structures than records with negative $\varepsilon$ values. The effect of $\varepsilon$ on structural response given $S_a(T_1)$ is seen to be greater than the effect of magnitude or distance.

In addition, by examining disaggregation of the ground motion hazard, it is seen that at low mean annual frequency of exceedance the ground motions are all positive-epsilon motions. Therefore, the practice of scaling up zero-epsilon (on average) records to represent records with positive epsilons is likely to result in over-estimation of the demand on the structure. This will lead to over-estimation of drift at a given hazard level, or over-estimation of the mean annual frequency of collapse.

A vector-valued IM consisting of $S_a(T_1)$ and $\varepsilon$ has been proposed in this paper. The proposed IM will account for the effect of $\varepsilon$ on structural response. Alternatively, one could
correct for the effect of $\varepsilon$ on structural response by intelligently choosing records that have the proper $\varepsilon$ value, and then using $S_a(T_1)$ as a scalar $IM$.

The results presented here are based on a suite of structural models that are similar in behavior to many frame structures. However, these models are by no means representative of all classes of structures in existence. It is believed that the effect of $\varepsilon$ will be seen in a broad class of structures, but further work is needed to further confirm and quantify this effect.
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