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ABSTRACT

In this paper, we examine the performance of specific im-
plementations of multiple description coding and of layered
coding for video streaming over error-prone packet switched
networks. We compare their performance using different
transmission schemes with and without network path diver-
sity. It is shown that given the specific implementations
there is a large variation in relative performance between
multiple description coding and layered coding depending on
the employed transmission scheme. For scenarios where the
packet transmission schedules can be optimized in a rate-
distortion sense, layered coding provides a better perfor-
mance. The converse is true for scenarios where the packet
schedules are not rate-distortion optimized.

Categories and Subject Descriptors

1.4 Image Processing and Computer Vision]: Com-
pression (Coding); C.2.1 [Network Protocols]: Network
Communications

General Terms

Algorithms, Performance, Experimentation

Keywords

Layered coding, multiple description coding, rate-distortion
optimized streaming, Automatic Repeat reQuest (ARQ),
packet path diversity.

1. INTRODUCTION

Since the introduction of the first commercial products in
1995 and its subsequent phenomenal growth, Internet video
streaming has placed new demands on source coding and
network transport algorithms. The challenge is to deliver
video over the Internet, a channel with widely varying packet
delay, loss, and throughput, in a way that simultaneously
maximizes the display quality at the receiver, meets bit-rate
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limitations, and satisfies latency constraints. All systems,
therefore, require efficient compression, some form of rate
scalability, and error-resiliency techniques.

Rate scalability can be elegantly achieved by scalable video
codecs [1, 2] that provide layered embedded bit-streams that
are decodable at different bitrates, with gracefully degrad-
ing quality. Layered representations for Internet streaming
have been widely studied, e.g., in [3, 4, 5]. In addition, scal-
able representations have become part of established video
coding standards, such as MPEG and H.263+ [6, 7]. Scal-
able video representations aid in TCP-friendly streaming,
as they provide a convenient way for performing the rate
control required to mitigate network congestion, see, e.g.,
[8, 9, 10]. In receiver-driven layered multicasting, video lay-
ers are sent in different multicast groups, and rate control
is performed individually by each receiver by subscribing to
the appropriate groups [11, 12, 13]. Layered video repre-
sentations have further been proposed in combination with
differentiated quality of service (DiffServ) [14] in the Inter-
net, e.g., [15, 16, 17, 18]. The idea is to transmit the more
important layers with better, but more expensive, quality of
service (QoS), and the less important layers with fewer or
no QoS guarantees.

A scalable representation of video signals consists of a
base layer and multiple enhancement layers. The base layer
provides a basic level of quality and can be decoded inde-
pendently of the enhancement layers. On the other hand,
the enhancement layers serve only to refine the base layer
quality and alone are not useful. Therefore, the base layer
represents the most critical part of the scalable represen-
tation, which makes the performance of streaming applica-
tions that employ layered representations sensitive to losses
of base layer packets.

Multiple description coding has been proposed as an alter-
native to layered coding for streaming over unreliable chan-
nels [19, 20, 21, 22]. Each description alone can guarantee
a basic level of reconstruction quality of the source, and ev-
ery additional description can further improve that quality.
There have been a few performance comparisons between
LC and MDC reported in the literature. In [23], the authors
examine the performance of LC and MDC for transmission
over binary symmetric channels and over erasure channels
using Forward Error Correction (FEC) codes. In [24], the
authors compare LC and MDC through experiments using
network simulations. Furthermore, the work in [25] studies
the performance of LC and MDC for streaming over a single
wireless channel using transmission prioritization, while the
work in [26] considers transmission of LC and MDC over



multiple network paths. Finally, the authors in [27] present
a comprehensive performance study of LC and MDC for
video streaming over error-prone networks that confirmed
most of the results reported earlier. In addition, in [28, 29,
30] combining LC and MDC is considered in order to exploit
the individual benefits and at the same time to avoid the in-
dividual shortcomings of these source coding techniques.

In this paper, we study the performance of specific im-
plementations of LC and of MDC as two viable source cod-
ing techniques for video streaming over the Internet. Their
performance is compared in different transmission scenarios
depending on the employed transmission scheme. The pos-
sibility of transmission over multiple network paths is also
considered. One of the schemes performs Rate-Distortion
Optimized (RaDiO) scheduling of the packet transmissions
over the available network paths. The others are based on
heuristics and do not optimize their transmission schedules
in a rate-distortion sense.

Historically, packet path diversity for video streaming has
been introduced in [31], where the author proposes to send
complementary descriptions of a multiple description (MD)
coder through two different Internet paths. The presented
experimental results showed the potential benefits of the
proposed system. Since then a number of studies have ap-
peared that exploit the concept of packet path diversity in
media communication. In [32] the authors employ path di-
versity in the context of video communication using unbal-
anced MD coding to accommodate the fact that different
paths might have different bandwidth constraints. The un-
balanced descriptions are created by adjusting the frame
rate of a description sent over a particular path. In [33] the
authors study image and video transmission in mobile ra-
dio networks. It is shown that combining MD coding and
multiple path transport in such a setting provides higher
bandwidth and robustness to end-to-end connections. In
[34] a framework for video transmission over the Internet is
presented, based on path diversity and rate-distortion opti-
mized reference picture selection. Here, based on feedback,
packet dependency is adapted to channel conditions in or-
der to minimize the distortion at the receiving end, while
taking advantage of path diversity. In [35] the performance
of path diversity and multiple description coding in Content
Delivery Networks (CDN) is studied. 20-40% reduction in
distortion is reported over conventional CDNs for the net-
work conditions and topologies under consideration. Finally,
another related work is [36] where the authors consider rate-
distortion optimized streaming over networks with DiffServ
support.

This paper is organized as follows. We first present the
transmission scheme for RaDiO packet scheduling and path
selection in Section 2. Then, we employ this scheme in the
first part of Section 3 to compare through experiments the
performance of MDC and LC for streaming different packe-
tized video contents over multiple network paths. The spe-
cific implementations of MDC and LC employed in the ex-
periments are discussed on the beginning of this section.
Next, in the second part of Section 3, we again compare
through experiments the performance of MDC and LC now
using three other transmission schemes that are not rate-
distortion optimized. Finally, we end the paper with con-
cluding remarks in Section 4.

2. RATE-DISTORTION OPTIMIZED PACKET

SCHEDULING AND PATH SELECTION

The framework that is presented here addresses the ap-
plication of diversity to streaming of packetized media in
a rate-distortion optimized way. In a packet switched net-
work, diversity is achieved by using multiple transmission
paths for streaming the media data over the network. It
is assumed that the network paths exhibit independent loss
and delay characteristics. Packets may be lost in any of the
paths due to congestion or erasures. The problem under
consideration is illustrated in Figure 1.
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Figure 1: Media streaming over multiple network
paths.

2.1 Packet Loss Probabilities

In a streaming media system, the encoded data are pack-
etized into data units and are stored in a file on a media
server. All of the data units in the presentation have inter-
dependencies, which can be expressed by a directed acyclic
graph. Associated with each data unit [ is a size By, a de-
coding time ¢prs,;, and an importance Ad;. The size B;
is the size of the data unit in bytes. tprs, is the delivery
deadline by which data unit [ must arrive at the client, or
be too late to be usefully decoded. Packets containing data
units that arrive after the data units’ delivery deadlines are
discarded. The importance Ad; is the amount by which the
distortion at the client will decrease if the data unit arrives
on time at the client and is decoded.

We model the forward and backward communication chan-
nels on a network path between a server and a client, as burst
loss channels using a K-state discrete-time Hidden Markov
Model (HMM). The forward and the backward channel make
state transitions independently of each other every T sec-
onds, where the transitions are described by probability ma-
trices P(ry and P(p), respectively. In each state the forward
and the backward channel are characterized as an indepen-
dent time-invariant packet erasure channel with random de-
lay. Hence, they are completely specified with the proba-
bility of packet loss e'} 5 and the probability density of the
transmission delay p’}/B, for Kk =1,..., K. This means that
if the media server sends a packet on the forward channel
at time ¢, given that the forward channel is in state k at
t, then the packet is lost with probability e%. However, if



the packet is not lost, then it arrives at the client at time
t', where the forward trip time FTT* = t' — t is randomly
drawn according to the probability density p%. Therefore,
we let P{FTT* > 7} = € + (1 — €}) [=° p-(t)dt denote
the probability that a packet transmitted by the server at
time ¢, given that the forward channel is in state k at ¢, does
not arrive at the client by time ¢ 4+ 7, whether it is lost in
the network or simply delayed by more than 7. Then sim-
ilarly, P{BTT* > 7} = e + (1 — €§) [ pi(t)dt denotes
the probability that a packet transmitted by the client at
time ¢, given that the backward channel is in state k at t,
does not arrive at the server by time ¢+ 7, whether it is lost
in the network or simply delayed by more than 7. Finally,
we are interested in P{RTT* > 1}, which is the probabil-
ity that the server does not receive an acknowledgement by
time t 4+ 7 for a packet transmitted at time ¢, given that the
forward and the backward channel are respectively in states
k and j, at t.

To derive P{RTT"* > 7} assume first that the transmis-
sion on the forward channel occurred immediately after the
channel made a state transition. If FTT* < T, the packet
is received by the client before the backward channel makes
the next state transition. Then P{RTT" > 7|FTT* <
T} = P{FTT* + BTT? > 7|FTT* < T} as the client
sends an acknowledgement while the backward channel is
still in the current state j. The probability of this event is
P{FTT* < T}. However, if IT < FTT* < (I + )T, for
[ > 1, then the state of the backward channel makes [ tran-
sitions before the packet actually arrives at the client. The
probability of this event is P{IT < FTT* < (1+1)T}. Here
the state on the backward channel when the acknowledge-
ment is sent can be any of the K possible values. Hence
we compute the desired quantity as the expected value over
all of them, i.e., P{RTT" > 7|IT < FTT* < (1+ 1)T} =
SN P PIFTT" + BIT? > 7[IT < FTT* < (1+1)T}.
Note that 77](-;)( ) is the probability of making a transition
from state j to state p in [ transition intervals. These prob-
abilities are obtained using matrix power, i.e., P((Q> = 73(’ B)-
Finally, we obtain P{RTT* > 7} by averaging over all
possible outcomes for FTT*.

2.2 Rate-distortion optimized policy selection

Suppose there are L data units in the media presenta-
tion. Let m; € II be the transmission policy for data unit
le€{1,...,L} and let m = (m1,...,m1) be the vector of
transmission policies for all L data units. II is a family of
policies defined precisely in the next subsection.

Any given policy vector 7 induces an expected distortion
D(m) and an expected transmission rate R(7) for the media
presentation. We seek the policy vector w that minimizes
D(m) subject to a constraint on R(7). This can be achieved
by minimizing the Lagrangian D () 4+ AR(w) for some La-
grange multiplier A > 0, thus achieving a point on the lower
convex hull of the set of all achievable distortion-rate pairs.

We now compute expressions for R(7) and D(w). The
expected transmission rate R(7) is the sum of the expected
number of bytes transmitted for each data unit { € {1,..., L}
R(w) =Y, Bip(m:), where By is the number of bytes in data
unit / and p(m;) is the expected number of transmitted bytes
per source byte (under policy m;), called the expected cost.
The expected distortion D(7) can be expressed in terms of
the probability e(m;) that data unit [ does not arrive at the

receiver on time (under policy 7;), called the expected error.
We borrow the expression for D(7) from [37]
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where NV = {1,...,1} is the set of data units that the re-
ceiver considers for error concealment in case data unit [ is
not decodable by the receiver on time. Dy is the expected
reconstruction error for the presentation if no data units are
received. Adl(ll), for I, € Nc(l>, is the reduction in distortion
if data unit [ is not decodable and is concealed with a previ-
ous data unit I that is received and decoded on time. A(l1)
is the set of ancestors of [y, including 1. C(l,11) is the set

of data units j € Nc(l) : j > l1 that are not mutual descen-
dants, i.e., for j,k € C(l,11) : j ¢ D(k),k ¢ D(j), where
D(j) is the set of descendants of data unit j. “\” denotes
the operator “set difference”. In deriving (1), we assume
statistical independence of the losses affecting separate data
units for tractability. For a further discussion, see [37].

Finding a policy vector 7r that minimizes the expected La-
grangian J(w) = D(w) + AR(m), for A > 0, is difficult since
the terms involving the individual policies m; in J(m) are
not independent. Therefore, we employ an iterative descent
algorithm, called Iterative Sensitivity Adjustment (ISA), in
which we minimize the objective function J(m1,...,7L) one
variable at a time while keeping the other variables constant,
until convergence [38]. It can be shown that the optimal in-
dividual policies at iteration n, for n = 1,2,..., are given
by

ﬂl("> = arg min Sl(">e(7rl) + ABip(m), (2)
gl

+(n) —(n) _ gt+(n) —(n)
1 : len$y) Sy =S, =5 -5

where Sl(n> =y
can be regarded as the ;ensitivity to losing data unit [, i.e.,
the amount by which the expected distortion will increase
if data unit [ cannot be recovered at the client, given the
current transmission policies for the other data units. Note
that differently from [38], the sensitivity here consists of two
nonnegative terms S;" ) and Sl_("). The first term increases
the sensitivity associated with data unit [ in case [ is in the
ancestor set of data unit l» used for concealment of a data
unit /3. On the other hand, the second term reduces the
sensitivity associated with [ in case [ is not in the ancestor set
of lp. This result is intuitive and allows us to better model
the situations where data unit [ is irrelevant for concealment
of another data unit. Expressions for Sﬁl(ln) and S;l(ln) are
easily obtained from (1) by grouping terms.

The minimization (2) is now simple, since each data unit
[ can be considered in isolation. Indeed the optimal trans-
mission policy m; € II for data unit [ minimizes the “per
data unit” Lagrangian e(m)+ A’ p(m), where X' = AB;/S{™.
Thus to minimize (2) for any [ and )\, it suffices to know
the lower convex hull €(p) = minzcn{e(w) : p(7) < p} of the
function, which we call the expected error-cost function. In
the next subsection we show how to compute the expected
error-cost function for the family of policies corresponding
to sender-driven transmission with packet path diversity.



2.3 Computing the expected error-cost func-
tion

Assume that there are M network paths over which the
server can simultaneously send a data unit to the client.
Furthermore assume that there are N discrete transmission
opportunities tg,t1,...,tny—1 prior to the data unit’s deliv-
ery deadline ¢t prs at which the server is allowed to transmit
a packet for the data unit on the forward channel of any
m < M paths. The server need not transmit a packet at ev-
ery transmission opportunity and it does not transmit any
further packets after an ACK is received on the backward
channel of any of the paths.

At each transmission opportunity ¢;, 1 = 0,1,..., N — 1,
the server takes an action a; = [as1, ..., a:m], where a;m =1
means that a packet is sent on the forward channel of path
m and ai, = 0 means that no packet is sent on the forward
channel of path m. Then, at the next transmission oppor-
tunity ti41, the server makes an observation o;, where o; is
the set of acknowledgements received by the server in the
interval (t;,¢;41]. For example, o; = {ACK"', ACK?
means that during the interval (¢;,t;4+1], ACKs arrived on
the backward channels for the packets sent at time ¢;, and
tj, on the forward channels of paths mi and ma, respec-
tively. The history, or the sequence of action-observation
pairs (ao,00) o (a1,01) 0---0(a;,0;) leading up to time ;4+1,
determines the state ¢;4+1 at time ¢;41, as illustrated in Fig-
ure 2. If the final observation o; includes an ACK, then ¢;+1
is a final state. In addition, any state at time tny = tprsisa
final state. Final states in Figure 2 are indicated by double
circles.

Figure 2: Markov decision tree for a data unit with
packet path diversity.

The action a; taken at a non-final state ¢; determines the
transition probabilities P(gi+1|¢:, a:) to the next state gij41.
Formally, a policy 7 is a mapping q +— a from non-final states
to actions. Thus any policy 7 induces a Markov chain with
transition probabilities Pr(qi+1|q:) = P(qi+1|q:, 7(qi)), and
consequently also induces a probability distribution on final
states. Let ¢ be a final state with history (ao, 00)o(a1,01)0
---o(ap-1,0r-1), and let giy1 = gio (a;,0:), i =1,..., F —
1, be the sequence of states leading up to gr. Then ¢
has probability Pr(qr) = Hf:ol Pr(gi+1]g:), transmission
cost pr(qr) = Zf;ol Zﬁf:l @im, and error ex(gr) = 0 if
or—1 contains an ACK and otherwise e~ (qr) is equal to the
probability that none of the transmitted packets arrives at
the client on time, given gr. Hence, we can express the
expected cost and error for the Markov chain induced by
policy m: p(m) = Erpx(qr) = 32, Pr(ar)p=(qr), e(r) =

Erer(qr) =32, Prlar)ex(qr).

We wish to find the policy 7* that minimizes e(m)+\ p(7),
as discussed in the previous section. We do that by enumer-
ating all possible policies 7, plotting the error-cost perfor-
mances {(p(7), €(7))} in the error-cost plane, and producing
an operational error-cost function for our scenario. At every
transmission opportunity ¢; we find 7", where {(p(7), e(7)) :
m € I} is calculated conditioned on ¢; and all the policies
under consideration are consistent with the history (ao, 00) o
(a1,01) 0+ 0 (a;—1,0i—1) leading up to state q; at time ;.
Then, a; is set to the first action 7" (g;) of 7*, and the proce-
dure is repeated at each successive transmission opportunity
until a final state is reached.

In the following we explain how e(7) and p(w) are com-
puted. Let ¢; be the current transmission opportunity and
let Cf,,,Ch, € {1,..., K} be respectively the states on the
forward and the backward channel of path m = 1,..., M
at transmission opportunity t; : j < i. We assume that
the sender has this information available. It is a reasonable
assumption, as any congestion control mechanism employed
by a streaming media system, such as those in [8, 39, 40,
41, 9, 42, 10, 43], will include some kind of channel esti-
mation. This is because in the absence of explicit feedback
from the network, the sender and/or the receiver must in-
fer the state of the network by observing data units as they
enter and leave the network. As explained earlier, the ex-
pected error for a policy 7 is simply the probability that
all the transmitted packets from 7 as well as those from the
transmission history do not arrive at the client on time. Fur-
thermore, upon receipt of an acknowledgement packet, the
server truncates its transmission pattern and does not con-
sider sending any packets afterwards. Therefore, the cost for
each transmission a;p =1:j€ {i,..., N—1},p=1,...,. M
is equal to the probability that none of the previous trans-
missions results in an acknowledgement packet received by
the server by t;. Hence, the expected cost is simply the sum
of the individual costs over all transmission opportunities
and paths. Due to space considerations, we omit here the
expressions for ¢(7) and p(7) and refer the reader to [37].

3. EXPERIMENTAL COMPARISON

In this section, we report out experimental results. The
experiments were carried out in Matlab [44]. We investigate
the end-to-end distortion-rate performance of the two source
coding techniques for streaming packetized video contents
using different transmission schemes. First, we examine
their performance when the RaDiO framework is employed
to compute the packet transmission schedules. Then, we
study their performance with transmission schemes that are
not optimized in a rate-distortion sense. The videos used in
the experiments are the QCIF image sequences Foreman and
Mother and Daughter, henceforth denoted MaD. Using the
H.263+ [45] codec, we have created a two-layer SNR scalable
representation for each of the videos, shown in Figure 3. In
particular, 130 frames of Foreman have been encoded into a
base and enhancement layer with corresponding rates of 32
and 64 Kbps. Similarly, the first 130 frames of MaD have
been encoded into two layers with rates 32 and 69 Kbps, re-
spectively. Furthermore, for both videos the encoding frame
rate was 10 fps with a Group of Pictures (GOP) consisting
of an I frame followed by 9 consecutive P frames.

We also used the H.263+ codec to create MDC repre-



Figure 3: Two-layer SNR scalable representation.

sentations of the videos. We employed two MDC schemes,
henceforth denoted MDC1 and MDC2, which are illustrated
in Figure 4. MDCI1 creates two completely independent de-

o7 O O O O -

(a) MDC1

(b) MDC2

Figure 4: Two MDC schemes (a) MDC]1, (b) MDC2.

scriptions by coding the odd and the even frames of a se-
quence separately. On the other hand, MDC2 creates two
descriptions that are not completely independent, since the
GOPs for both descriptions share the same I frame, as shown
in Figure 4b. In fact, MDC?2 is analogous to the Video Re-
dundancy Coding (VRC) strategy proposed in [46]. In the
case of both MDC1 and MDC2, each description was en-
coded at a bit rate that was half of that used to create the
LC representation for the particular video. Moreover, the
encoding frame rate was 5 fps with a GOP size of 5 frames.
Therefore, combining the two descriptions gives an equiv-
alent frame rate of 10 fps and a coding rate that closely
matches the coding rate of LC for each of the videos. This
was done in order to obtain equal (or quite similar) perfor-
mance of MDC and LC in terms of compression efficiency
and thus to emphasize the differences in end-to-end perfor-
mance that are solely due to transmission aspects. Note that
MDC1 is more robust to transmission losses, as the two de-
scriptions are completely independent, which on the other
hand reduces the compression efficiency compared to MDC2.
Furthermore, for both MDC and LC representations it is
assumed that there is a one-to-one correspondence between
transmitted packets and data units, i.e., coded video frames.
Therefore, from now on the terms “packet” and “data unit”
are used interchangeably. Finally, as an error-concealment
strategy we used the last received frame to conceal lost/late
frames.

For each transmission scenario comprising a source encod-
ing technique, a test video and a transmission scheme the
end-to-end distortion-rate performance was obtained through
extensive simulations. A simulation run consisted of stream-
ing the test video in Matlab, with and without path diver-
sity, using the transmission scheme under consideration. We
used 7' = 100 ms as the time interval between transmission
opportunities and 600 ms for the playback delay. Further-
more, we employed a K = 2 state HMM for the forward and
the backward channel on a network path. The state transi-
tion probabilities of the HMM were selected such that both
states were equiprobable and on average state transitions oc-

curred every 1 s. In a simulation run, a new state value for
a channel was generated every 1" ms using a pseudo-random
number generator provided by Matlab. In particular, the
initial state value (¢t = 0) was generated as a realization of
a random variable distributed according to the stationary
state probabilities. In addition, the state value at each sub-
sequent time instance nT', for n = 1,2, ..., was generated as
a realization of a random variable distributed according to
the state transition probabilities for the state value at time
(n—1)T. In Table 1 we specify the loss and delay character-
istics for each state of a path. We kept the same character-

Loss Delay

e (%) | k(ms) | p (ms) [ o (ms)
State 1 3 25 75 50
State 2 15 25 275 250

Table 1: Loss and delay parameters for a network
path.

istics for the forward and the backward channel of a path.
The delay density was modeled using a shifted Gamma dis-
tribution specified with three parameters: shift x, mean p
and standard deviation o. Similarly to the state generation
process, the random channel effects on packet transmissions
were created using a pseudo-random number generator. In
particular, at each time instance nT, n = 0,1, ..., transmit-
ted packets on a channel are dropped at random according
to the loss rate for the channel state value at n7. In addi-
tion, those packets that are not dropped received a random
delay, again according to the delay distribution for the chan-
nel state at nT.

For each simulation run, we recorded the average peak
signal-to-noise ratio (PSNR) in dB of the mean-square er-
ror (MSE) distortion of the luminance (Y) component of
the decoded video and the average aggregate transmission
rate (Kbps) that is available on the forward channel(s) of
the network path(s). The distortion-rate performance for a
transmission scenario was obtained then by averaging these
numbers over multiple simulation runs. We performed 300
runs for each scenario in order to obtain statistically mean-
ingful results.

We first examine the performance of LC and MDC for
streaming Foreman with the RaDiO framework. In Fig-
ure 5 we show the performance of the two techniques when
one network path is employed for streaming. It can be seen
that LC provides a better performance than MDC1 over the
whole range of available transmission rates. The difference
in performance increases as we move from high to low trans-
mission rates, which is explained by the following. At high
transmission rates the packet scheduling framework ensures
that all packets are delivered to the client on time. There-
fore, here the difference in performance between the two
techniques is only governed by their respective compression
efficiencies. However, as the transmission rate is decreased
the packet scheduling algorithm cannot ensure anymore that
all packets are delivered on time due to the insufficient trans-
mission bandwidth. Hence, the RaDiO framework needs
to perform rate-distortion optimized selection of packets to
be transmitted. Finally, since LC provides a more graceful
degradation of reproduction quality than MDC in the event
of insufficient transmission bandwidth, this increases further
the performance difference between LLC and MDC1 at lower
transmission rates.
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Figure 5: Layered coding vs. multiple description
coding for QCIF Foreman and one network path.
RaDiO packet scheduling is employed.

We observe a similar relation between the performances of
LC and MDC2. However, note that MDC2 is slightly more
efficient in terms of compression and therefore it performs a
little bit better at transmission rates larger than 65 Kbps.
Lastly, for comparison purposes we also show in Figure 5
the performance of a streaming system, denoted henceforth
Non-Layered Coding (NLC), based on the RaDiO frame-
work and single layer source encoding. The single layer rep-
resentation was encoded at rate of 64 Kbps using the same
H.263+ codec that we used to obtain LC. The rest of the
encoding parameters were kept the same as for the layered
representation. It can be seen that NLC performs better
than LC and MDC at high transmission rates. This is ex-
pected as NLC provides the best compression efficiency. On
the other hand, NLC also exhibits the worst performance
degradation as the transmission rate is decreased. This is
due to the fact that SC does not exhibit any error resilience
contrary to MDC and provides a much worse rate-distortion
trade-off than LC.

Then, we examine the performance of LC, MDC and NLC
for streaming Foreman in the presence of diversity again us-
ing the RaDiO framework as a transmission scheme. As
explained in Section 2, in this setting, in addition to packet
scheduling the RaDiO framework also performs path selec-
tion for each transmission. Furthermore, note that here we
record the average aggregate transmission rate that is avail-
able on the forward channels of the network paths, as ex-
plained earlier. It can be seen from Figure 6 that the per-
formance of each of the source coding techniques improves
when two network paths are employed for streaming. In
addition, we can observe from Figure 6 that the relative dif-
ference in performance between LC and MDC is more pro-
nounced here as the transmission rate decreases, compared
to the case of streaming over a single network path. This is
due to the fact that with diversity the graceful degradation
of reproduction quality in the event of insufficient transmis-
sion rate provided by LC can be exploited more efficiently.

Next, we examine the performance of LC, MDC and NLC
for streaming MaD with the RaDiO framework. In Figure 7
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Figure 6: Layered coding vs. multiple description
coding for QCIF Foreman and two network paths.
RaDiO packet scheduling is employed.

we show their performances for the case of streaming over
one network path. It can be observed that the variations in
performance between the different source coding techniques
follow the same pattern as those observed in Figure 5. For
high transmission rates, it is the differences in compression
efficiency that determine the differences in end-to-end per-
formance. On the other hand, for medium and low trans-
mission rates, it is the rate-distortion trade-off provided by
each of the techniques that governs their relative end-to-end
performance. Note, however, that the differences in perfor-
mance here are not as pronounced as those for streaming
Foreman. This is due to the fact that the MaD sequence
exhibits considerably less motion which makes the encod-
ing process less complex and allows more successful error
concealment applied to missing video frames.

We observed similar results for streaming MaD over two
network paths, shown in Figure 8. As in the case of Fore-
man, streaming with two network paths provides improved
performance over streaming with one network path, for each
of the source coding techniques. However, the gains in per-
formance are not as significant as those for Foreman, due to
the nature of the MaD sequence, as explained earlier.

A few concluding remarks can be made from the results
presented so far. Layered source representations provide
a more balanced end-to-end performance over lossy packet
networks in the event of varying transmission bandwidth
when the RaDiO framework is employed for packet schedul-
ing. In other words, the performance of LC exhibits much
less variations than that of MDC and NLC as the transmis-
sion rate is varied. This is due to the fact that the packet
schedules computed by the RaDiO framework actually result
in unequal error protection provided to different portions of
the media stream. This overcomes the sensitivity of layered
representations to transmission losses and therefore provides
the necessary error resilience without reducing the compres-
sion efficiency of LC. Ultimately, this enables a streaming
system based on RaDiO packet scheduling and LC to out-
perform a system based on RaDiO packet scheduling and
MDC.
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Figure 7: Layered coding vs. multiple description
coding for QCIF MaD and one network path. Ra-
DiO packet scheduling is employed.

The following results represent the performance of LC and
MDC with transmission schemes that are not distortion-rate
optimized. In other words, these schemes do not take into
account the importances of the individual data units and
their interdependencies when computing the packet trans-
mission schedules. Note that due to space considerations,
we include only the results for streaming Foreman over a
single network path. However, that does not affect the dis-
cussion and the conclusions presented here, as the results for
streaming with and without diversity are analogous. First,
we examine the performance of LC and MDC in a stream-
ing scenario where data units are transmitted at most once,
in a GOP order starting with those data units whose de-
livery deadline is closest to the current transmission oppor-
tunity. No feedback is provided by the client. In order to
perform rate control, the number of data units transmitted
at a transmission opportunity is kept proportional to the
available transmission rate. It can be seen from Figure 9
that in this scenario both MDC1 and MDC2 outperform
LC over the whole range of transmission rates. The differ-
ence in performance is quite significant and remains steadily
around 2 dB almost over the whole range of employed trans-
mission rates. It is only at high rates that the performance
difference decreases to roughly 1.7 dB. The observed perfor-
mance of LC and MDC in this scenario is due to the fact
that having a source representation with incorporated error
resilience enables MDC1 and MDC2 to provide an end-to-
end performance that is less affected by packet losses.

Then we examine a scenario where each data unit can be
transmitted at most three times. The data units are again
transmitted in a GOP order based on their delivery dead-
line as in the previous scenario. Likewise, no feedback from
the client is employed. In addition, at every transmission
opportunity preference is given to data units that have not
been transmitted yet or have been already transmitted less
number of times compared to other data units. For exam-
ple, if data units k£ and k + 1 have been already transmitted
twice and once, respectively, then data unit k4 1 is retrans-
mitted prior to data unit k. Rate control is performed in the
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Figure 8: Layered coding vs. multiple description
coding for QCIF MaD and two network paths. Ra-
DiO packet scheduling is employed.

same fashion as in the previous scenario. The results for this
scenario are quite similar to those for the previous scenario.
It can be seen from Figure 10 that again both MDC1 and
MDC?2 outperform LC with a quite significant margin. It is
interesting to note that this transmission scheme requires a
somewhat larger transmission rate to achieve the same dis-
tortion performance compared to the previous scenario, for
each of the source coding techniques. This is due to the
fact that each data unit can be transmitted more than once,
which might not be necessary if the data unit have been
already received by the client after the first transmission.
Finally, we examine a scenario of time-out driven trans-
mission. Contrary to the previous two schemes, here the
client immediately responds with an acknowledgement packet
whenever a data packet arrives. Similarly to the previous
two scenarios, at each transmission opportunity data units
are transmitted in a GOP order based on their delivery dead-
line. In addition, a data unit is considered for retransmission
if an acknowledgement packet is not received by the server
within 37 time from the previous transmission of the data
unit. 7 is the time interval between transmission oppor-
tunities introduced earlier. Finally, as in the previous sce-
nario at each transmission opportunity preference is given
to data units that have not been transmitted yet or have
been already transmitted less number of times compared
to other data units. It can be seen from Figure 11 that
still in this scenario MDC2 outperforms LC over the whole
range of transmission rates. However, the difference in per-
formance here is not as significant as in the previous two
scenarios. This is due to the fact that the employed trans-
mission scheme is more bandwidth efficient than the previ-
ous two. The following can be summarized from Figure 11.
For transmission rates less than 75 Kbps, it is the increased
error resilience that enables MDC2 to perform better than
LC. On the other hand, for rates greater than 80 Kbps it is
the compression efficiency that is the key factor in determin-
ing the end-to-end performance since here there is anyway
sufficient bandwidth for the transmission scheme to ensure
on-time delivery of most of the data units. Similar con-
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Figure 9: Layered coding vs. multiple description
coding for QCIF Foreman and one network path.
Each data unit is transmitted at most once.

clusions apply to the performance comparison between LC
and MDC1. Note that MDCI1 is less compression efficient
than LC, hence the observed performance in Figure 11 for
transmission rates larger than 80 Kbps.

We also examined the performance of LC and MDC for
streaming MaD with and without diversity in the last three
scenarios. These results are not included here due to space
considerations. However, they are similar to those obtained
for streaming Foreman and therefore the same discussion
and conclusions apply. The only notable difference is the
fact that for MaD the performance differences between the
individual source coding techniques for each of the scenarios
and between different scenarios are not as pronounced as
those for Foreman. This is due to the nature of the MaD
video, as explained earlier.

4. CONCLUSIONS

In this paper, we study the performance of specific im-
plementations of multiple description coding and of layered
coding for streaming packetized video content over the In-
ternet. Layered coding provides a scalable representation
that enhances rate-control but is sensitive to transmission
losses. On the other hand, multiple description coding pro-
vides increased resilience to packet losses by creating multi-
ple streams that can be decoded independently. We compare
the performance of these two source coding techniques us-
ing different transmission schemes. Scenarios where trans-
mission over multiple network paths is employed are also
considered. As seen from the experimental results in Sec-
tion 3 the relative performance of the two techniques varies
substantially depending on the transmission scenario under
consideration. Given the specific implementations of multi-
ple description coding and of layered coding employed in this
paper, it is seen that layered coding outperforms multiple
description coding when rate-distortion optimized schedul-
ing of the packet transmission is employed. The converse is
observed for scenarios where the packet schedules are obliv-
ious to the importances of the individual packets and their
interdependencies. These are the key results of the present
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Figure 10: Layered coding vs. multiple description
coding for QCIF Foreman and one network path.
Each data unit is transmitted at most three times.

work. We believe that they can be useful in determining
the appropriate source representation for a streaming ses-
sion depending on the available transmission scheme.
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