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Abstract

Uncertainty models are an essential ingredient in robust control design. In addition, because of the tradeoff between uncertainty and performance, the uncertainty model should be as “tight” as possible. Given a set of multivariable frequency response measurements, we show that the computation of multivariable nonparametric uncertainty models which are consistent with the data (i.e. not invalidated), reduces to a linear matrix inequality (LMI) feasibility problem. Our method simultaneously searches for the responses of both the nominal system and the uncertainty weights that give an optimal uncertainty model. We then show that computing the optimal or least conservative model for the data can be done using semidefinite programming (SDP). Noise and fitting errors are explicitly factored into the computation using a bounded set approach. A state space uncertainty model can then be obtained from the optimal nonparametric model using frequency domain subspace identification techniques. The proposed technique is demonstrated on a generic MIMO example, where it outperforms the average-based approach by almost a factor of two (5dB), in the frequency range with largest uncertainty.

Notation: For a matrix $A \in \mathbb{C}^{m \times n}$, $\|A\|_2$ and $\sigma(A)$ denote the maximum singular value. We use $[a_{rs}]$ to denote a matrix whose elements are given by $a_{rs}$, $r = 1, \ldots, m$, $s = 1, \ldots, n$. The elementwise or Hadamard product of two matrices $A, B \in \mathbb{C}^{m \times n}$, $A \circ B = [a_{rs} \cdot b_{rs}]$. For simplicity of notation, when referring to the value of a transfer function at the frequency $f_j$, we will write $G(f_j)$ rather than $G(j2\pi f_j)$ or $G(e^{j2\pi f_j})$. If $S$ is a subset of $\mathbb{C}^{m \times n}$, and $A, B, C$ are matrices of appropriate dimensions, then $A + B X C$ denotes the set $\{A + B X C \mid X \in S\}$. We will use $I$ to denote the identity matrix, and $B = \{X \in \mathbb{C}^{m \times n} \mid \|X\| \leq 1\}$ to denote a unit ball of matrices; the dimensions of $I$ and $B$ will be clear from the context. For matrices $A_1, \ldots, A_n$ we use $\text{diag}(A_1, \ldots, A_n)$ to denote the associated block diagonal matrix.

1 Introduction

1.1 Basic Problem Statement:

This paper is concerned with the following problem, which arises frequently in real applications:

Given a set of (possibly noisy, multivariable) frequency response measurements, compute a “tight” uncertainty model that is consistent with this data (i.e. not invalidated [19, 23]), which could be used for robust control design.

For example, these frequency response measurements could be several independent measurements of the frequency response matrix of a single multivariable plant $G$, taken at different operating conditions, or they could be frequency responses of several different plants $G'$, taken for a multi-model control design.

We denote the data by $\{G^i(f_j)\}$, where each measurement $G^i(f_j)$ is a complex matrix, $i = 1, \ldots, M$ is the index of the entire frequency response measurement, and $j = 1, \ldots, N$ is the frequency index.

Our goal is to compute transfer matrices $G_0$, $W_1$ and $W_2$ for the matrix additive uncertainty model [25, 24, 28]:

$$\mathcal{M}(G_0, W_1, W_2(f)) \triangleq \{G_0(f) + W_1(f) \Delta W_2(f) \mid \Delta \|_2 \leq 1\},$$

where $G_0$ is the nominal $m \times n$ transfer matrix, whose component transfer functions are denoted by $G_{0rs}$, $r = 1, \ldots, m$, $s = 1, \ldots, n$, and $W_1, W_2$ are appropriate frequency weights. The uncertainty radius of model (1), at each frequency, is given by

$$\text{radius } \mathcal{M}(G_0, W_1, W_2)(f_j) \triangleq \max_{\|\Delta\|_2 \leq 1} \|W_1(f_j) \Delta W_2(f_j)\|_2 = \|W_1(f_j)\|_2 \|W_2(f_j)\|_2.$$  

(2)

Thus the model (1) describes an uncertainty “tube” around the nominal model $G_0$, whose structure is given by the frequency weights $W_i$, and whose radius is $\sigma(W_1(f))\tilde{\sigma}(W_2(f))$. Because of the tradeoff between uncertainty and performance, an additional goal is that the model we compute should be as “tight” as possible, in the sense that its radius is minimized at each frequency $f_j$. 

---
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1.2 Nonparametric Computation
The focus in this paper is on the computation of optimal nonparametric uncertainty models from the given (possibly noisy) data. This means that we will compute the complex frequency responses of $G_0$, $W_1$ and $W_2$ at each frequency $f_j$. Our approach is based on techniques from robust convex optimization [5, 3, 9, 10].

Once the nonparametric model has been computed, one can either design optimal controllers directly from the nonparametric model, e.g., using the technique described in [27]; or one can use powerful subspace frequency domain identification methods [13, 17] to obtain a parametric state space model, which can then be used for standard state space control design.

We will compute MIMO matrix additive uncertainty models that are quite general, with no restrictions on the structure of $G_0$, $W_1$ and $W_2$. This generality allows us to compute matrix additive models that can capture certain LFT uncertainties as well.

Other approaches to uncertainty model synthesis are described in the literature, see for example [1, 6, 12, 25, 18, 26, 15]. Some of these techniques attempt to compute the parametric state space models of the nominal model $G_0$ and frequency weights $W_1$ and $W_2$ directly from the data. However, these methods are either time domain based, or they are not able compute $G_0$, $W_1$ and $W_2$ in such generality.

1.3 Connection to Other Uncertainty Models
- **LFT uncertainty models** of the form 
  $$\{G_0(f) + W_1(f)\Delta (I - W_2\Delta)^{-1}W_2(f) \mid \|\Delta\|_2 \leq 1\}$$
  may appear more general than the matrix additive counterparts. However, it turns out that in the frequency domain adopted here, matrix additive uncertainty models are general enough to include uncertainty sets generated by LFTs with unstructured perturbations, as shown in [7, Lem. 10.2.4, p.347]. However, this equivalence is true only if we allow $G_0$, $W_1$ and $W_2$ in the matrix additive model to be arbitrary matrices with no constraints imposed on their structure, e.g.: symmetry, diagonal form, realness, etc. Hence, in this paper, we allow $G_0$, $W_1$ and $W_2$ to be general arbitrary complex matrices.

- **Elementwise (or Hadamard) additive models** [8] 
  $$\{G_0(f) + W_0(f) \circ \Delta \mid |\Delta_{rs}| \leq 1\},$$
  which specify, at each frequency $f$, a disk of radius $|W_{0rs}(f)|$ around each component $G_{0rs}(f)$ of the nominal transfer matrix $G_0(f)$, can be easily handled in our framework, by treating each component as a $1 \times 1$-matrix additive uncertainty model. This approach produces $m \times n$ frequency weights, and when used for robust control, would require solving an $(m \times n + 1)$-block robust performance $µ$-synthesis problem. In contrast, using the matrix additive uncertainty model could produce up to $m^2 + n^2$ weights, but has the benefit of leading to a two-block robust performance $µ$-synthesis problem [8, 25, 24].

2 Bounded Set Modelling of Errors

2.1 Prior Assumptions on Data
We make the following standard prior assumptions on the plant, the uncertainty and the data: The true underlying systems $\{G^i_{\text{true}}\}$, which generated the data $\{G^i(f_j)\}$, are stable linear time invariant (LTI) systems. Each data point $G^i(f_j)$ is corrupted by a bounded additive noise, which is known to lie in a given set. The uncertainty is LTI and stable, and can be captured by an additive uncertainty model.

In the literature, it is common to also assume that the impulse responses of each of the underlying true systems $\{G^i_{\text{true}}\}$ is bounded by some known exponentially decaying sequence [12, 2]. This ensures that the true underlying frequency response has a bounded derivative between the data points, and allows the bounding of the error in the frequencies between the data points. However, we will not use this explicitly in our development, since our objective is strictly to produce a model which is consistent with (i.e. not invalidated by) the given data.

2.2 Modeling Noise and Fitting Error
In practice, there will always be noise on the data. Furthermore, if the data is to be fitted with a state space model, this fit will not be achieved exactly. These effects should be considered by any serious method for computing uncertainty models. We use the set bounded noise approach to deal with these issues [1, 9, 10, 3, 14, 18].

We assume that each data point $G^i(f_j)$ is corrupted by a bounded additive noise, which is known to lie in a set $U_i^1(f_j)B U_i^2(f_j)$, where $B$ is the unit ball of matrices of appropriate dimension, and $(U_i^1(f_j), U_i^2(f_j))$ are known complex matrices that specify the magnitude, and possibly directional information about the measurement noise. In other words, we assume that the true value of each frequency response measurement $G_{\text{true}}^i(f_j)$ satisfies

$$G_{\text{true}}^i(f_j) \in G^i(f_j) + U_i^1(f_j)B U_i^2(f_j), \ \forall i,j.$$ (3)

We assume that $(U_i^1(f_j), U_i^2(f_j))$ are given at each frequency, for example from the experimental setup, or the instrument which takes the data. Often, the estimates of the noise matrices are given in terms of means and variances, see [16, 2]. As a simple example, suppose that the noise were known to have a variance of $\sigma^2 I$ at all frequencies. Then one could set
$$U_i(f_j) = U_2(f_j) = \sqrt{3\sigma_i}, \text{ for all } f_j. \text{ In any case, the estimation of these matrices is not the subject of this paper.}$$

We will also add in margins for fitting error in our computation. As with the noise modeling, we will assume that matrices \((V^i_1(f_j), V^i_2(f_j))\) are given, which reflect the expected size and direction of bounds on the fitting error.

Thus our technique will “inflate” each point data point \(G^i(f_j)\) by an amount \(U^i_1(f_j)B U^i_2(f_j)\) to account for the noise, and an amount \(V^i_1(f_j)BV^i_2(f_j)\) to factor in some tolerance to fitting errors, and require that the non-parametric uncertainty model contain these inflated points. This is illustrated in fig. 1.
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**Figure 1**: Robust covering of data. Here \(\Delta, N\) and \(E\) are matrices with unit norm.

**Definition 1** An uncertainty model \(M(G_0, W_1, W_2)\) robustly covers the data \(\{G^i(f_j)\}\), with respect to the matrices \((U^i_1(f_j), U^i_2(f_j))\), where \(k = 1, \ldots, K\), if the following condition holds:

\[
G^i(f_j) + U^i_1(f_j)B U^i_2(f_j) + \cdots + U^i_k(f_j)B U^i_{kK}(f_j) \\
\subseteq M(G_0, W_1, W_2)(f_j), \quad \forall i, j.
\]

If \((U^i_1(f_j), U^i_2(f_j))\), \(k = 1, \ldots, K\) are all zero, then we say the model merely covers the data (nonrobustly).

**Definition 2** A model \(M(G_0^*, W_1^*, W_2^*)\), is said to be a tight or optimal robust uncertainty model for the data with respect to given matrices \((U^i_1(f_j), U^i_2(f_j))\), \(k = 1, \ldots, K\), if its radius is less than or equal to the radius of any other model which robustly covers the data, with respect to the same matrices. Note that tight robust uncertainty models may not necessarily be unique.

From the bounded noise model (3) it follows that if a model \(M(G_0, W_1, W_2)\) robustly covers the data \(\{G^i(f_j)\}\), with respect to \((U^i_1(f_j), U^i_2(f_j))\) only, then it covers the true uncorrupted data \(\{G^i_{\text{true}}(f_j)\}\). Violations within \(V^i_1(f_j)BV^i_2(f_j)\) are allowed, since they are within the prescribed tolerance.

The main goal of this paper is to compute an optimal nonparametric matrix additive uncertainty model \(M(G_0, W_1, W_2)\), which is not invalidated, given the data \(\{G^i(f_j)\}\) and the noise bounds \((U^i_1(f_j), U^i_2(f_j))\) and fitting error tolerances \((V^i_1(f_j), V^i_2(f_j))\).

### 3 Computing Optimal Nonparametric Matrix Additive Uncertainty Models

In this section, we will show that optimal nonparametric matrix additive uncertainty models can be computed reliably and efficiently using tools from convex optimization, and robust control. Throughout this section, the frequency index \(f_j\) will be dropped to avoid clutter, since in computing the nonparametric model, all computations are done for each frequency individually.

The following two lemmas will be useful. The first comes from the model validation literature [19, 23], the second from robust convex optimization [3, 9, 10] and has its roots in early literature absolute stability theory and \(\mu\)-analysis, see [11, 22] and the references therein.

**Lemma 1** Given the complex matrices \(A, B\) and \(C\) of compatible dimensions, there exists a solution \(\Delta\) to the linear matrix equation \(A = B\Delta C\) with \(\bar{\sigma}(\Delta) \leq 1\) if and only if

\[
\begin{bmatrix}
BB^* & A \\
A^* & CC^*
\end{bmatrix} \succeq 0.
\]

**Proof:** This lemma is proved in [23, 7].

**Lemma 2** Let \(F = F^*\), \(L, R, D\) be complex matrices of appropriate sizes, with \(\|D\| \leq 1\). Let \(\Delta\) be a complex perturbation that has the block diagonal structure \(\Delta = \text{diag}(\Delta_1, \ldots, \Delta_N)\). Partition \(L, R, D\) and \(D\) conformally with \(\Delta\) as: \(L = [L_1, \ldots, L_N]\), \(R = [R^*_1, \ldots, R^*_N]\), \(D = [D_1, \ldots, D_N]\). Then a sufficient condition for

\[
F + L\Delta(I - D\Delta)^{-1}R + R^*(I-D\Delta)^{-*}\Delta^*L^* \succeq 0, \quad \forall \|\Delta\| \leq 1
\]

is that there exists a matrix \(\Sigma = \text{diag}(\sigma_1I, \ldots, \sigma_NI)\), partitioned conformally with \(\Delta\), with \(\sigma_i\) real scalars, such that

\[
\Sigma \succeq 0, \quad \begin{bmatrix}
F - L\Sigma L^* & R^* - L\Sigma D^* \\
R - D\Sigma L^* & \Sigma - D\Sigma D^*
\end{bmatrix} \succeq 0.
\]
Moreover, when \( L_i \neq 0 \) and \( N \leq 2 \), this condition is also necessary.

**Proof:** This lemma is proved in [9, 10], for the case of real matrices using the S-procedure. Since the S-procedure is necessary and sufficient for complex spaces [11] for both 1- and 2-block structured matrices, we obtain our result for \( N \leq 2 \). The condition \( L_i \neq 0 \) is a simple means for constraint qualification, see \([11, 9]\).

Note that the requirement that the matrix inequality in (6) should hold for all \( \| \Delta \|_2 \leq 1 \), makes this a robust semi-infinite feasibility problem. In general, such semi-infinite constraints can be difficult to handle. However, for the particular case in (6), the lemma shows that the condition is equivalent to an LMI condition for \( N \leq 2 \).

### 3.1 Analysis: Validation via LMIs

Applying condition (4) to the matrix additive model we see that \( \mathcal{M}(G_0, W_1, W_2) \) robustly covers the data \( \{ G^i(f_j) \} \) with respect to \( \{ U^1_1(f_j), U^2_1(f_j) \} \) and \( \{ V^1_1(f_j), V^2_1(f_j) \} \), then for all the data points at frequency \( f_j \), we must have

\[
\{ G^i + U^1_1 N^i U^2_1 + V^1_1 E^i V^2_1 \mid \| N^i \|_2 \leq 1, \| E^i \|_2 \leq 1 \} \\
\subseteq \{ G_0 + W_1 \Delta W_2 \mid \| \Delta \|_2 \leq 1 \},
\]

We will now show that this condition is equivalent to a linear matrix inequality (LMI). The condition (8) is equivalent to requiring that for each frequency \( f_j \):

\[ \forall \| N^i \|_2 \leq 1, \forall \| E^i \|_2 \leq 1, \] \[ \| \Delta \|_2 \leq 1 \text{ s.t.} \]

\[
G^i - G_0 + U^1_1 N^i U^2_1 + V^1_1 E^i V^2_1 = W_1 \Delta W_2, \quad \forall i.
\]

From Lemma 1, it follows that condition (9) can be written as:

\[ \forall \| N^i \|_2 \leq 1, \forall \| E^i \|_2 \leq 1, \]

\[
\begin{bmatrix} T_1 \\ (\ast)^* \end{bmatrix} \begin{bmatrix} (G^i - G_0 + U^1_1 N^i U^2_1 + V^1_1 E^i V^2_1) \\ T_2 \end{bmatrix} \geq 0, \forall i,
\]

where we have defined the variables \( T_1 = W_1 W_1^* \) and \( T_2 = W_2 W_2^* \). Defining \( L^i = [U^1_1 V^1_1]^* \), and \( R^i = [U^2_1 V^2_1]^* \), (10) can be written as:

\[ \forall \| N^i \|_2 \leq 1, \forall \| E^i \|_2 \leq 1, \]

\[
\begin{bmatrix} T_1 \\ (\ast)^* \end{bmatrix} \begin{bmatrix} (G^i - G_0) \\ T_2 \end{bmatrix} + \begin{bmatrix} L^i & N^i \\ 0 & E^i \end{bmatrix} \begin{bmatrix} N^i \\ L^i \end{bmatrix} \geq 0, \forall i,
\]

which, by Lemma 2, is equivalent to the following LMI condition in the real variable \( \Sigma^i = \text{diag}(\sigma^2_1 I, \sigma^2_2 I) \):

\[
\Sigma^i \geq 0, \quad \begin{bmatrix} T_1 - L^i \Sigma^i L^i & (G^i - G_0) \\ (G^i - G_0)^* & T_2 \end{bmatrix} \begin{bmatrix} R^i \\ \Sigma^i \end{bmatrix} \geq 0, \forall i.
\]

Hence we arrive at the following result, which shows how the result above can be used to check that a given uncertainty model \( \mathcal{M}(G_0, W_1, W_2) \) robustly covers the data, i.e., analysis or model validation:

**Theorem 1** A given matrix additive uncertainty model \( \mathcal{M}(G_0, W_1, W_2) \) robustly covers the data \( \{ G^i(f_j) \} \) with respect to the matrices \( \{ U^1_1(f_j), U^2_1(f_j) \} \) and \( \{ V^1_1(f_j), V^2_1(f_j) \} \), if and only if, at each frequency \( f_j \), the LMI condition (11) holds in the real variables \( \Sigma^i = \text{diag}(\sigma^2_1 I, \sigma^2_2 I) \), with \( G_0 \) as in the model, and \( T_1 = W_1 W_1^*, T_2 = W_2 W_2^*, L^i = [U^1_1 V^1_1]^*, \) and \( R^i = [U^2_1 V^2_1]^* \).

### 3.2 Synthesis: Computation via SDP

We now turn to the problem computing an optimal model, i.e., model synthesis. Specifically, given the data \( \{ G^i(f_j) \} \), we wish to find optimizers \( \{ G^*_0, W_1^*, W_2^* \} \) which solve, at each \( f_j \), the optimization problem:

\[
\min_{G_0, W_1, W_2} \quad \text{radius } \mathcal{M}(G_0, W_1, W_2) \\
\text{s.t. } \quad (8).
\]

Lemma 3 below, provides a means for finding a feasible robustly covering uncertainty model using convex optimization. Then problem of computing an optimal robustly covering model is solved in Theorem 2.

**Lemma 3** There exists a matrix additive uncertainty model \( \mathcal{M}(G_0, W_1, W_2) \) which robustly covers the data \( \{ G^i(f_j) \} \), with respect to the matrices \( \{ U^1_1(f_j), U^2_1(f_j) \} \) and \( \{ V^1_1(f_j), V^2_1(f_j) \} \), if and only if, at each frequency \( f_j \), the LMI condition (11) holds in the complex variables \( G_0 \), \( T_1 = T^*_1 \), \( T_2 = T^*_2 \) and real variable \( \Sigma^i = \text{diag}(\sigma^2_1 I, \sigma^2_2 I) \), where \( L^i = [U^1_1 V^1_1]^* \), and \( R^i = [U^2_1 V^2_1]^* \). Appropriate \( W_1 \) and \( W_2 \) are then given by the left and right Hermitian square roots of \( T^*_1 \) and \( T^*_2 \), respectively.

**Proof:** Condition (11), when viewed as a constraint in the variables \( \{ G_0, T_1, T_2, \Sigma \} \) rather than \( \{ G_0, W_1, W_2, \Sigma \} \), (11) is actually an LMI. Furthermore, condition (11) ensures that \( T_1 \) and \( T_2 \) are both positive semidefinite. Hence, given any feasible \( T_1 \) and \( T_2 \), one can immediately compute the frequency weights as \( W_1 = T^{1/2}_1 \) and \( W_2 = T^{1/2}_2 \), i.e., as the left and right Hermitian square roots of \( T_1 \) and \( T_2 \), respectively.

**Remark:** Concerning the computation of the weights: First, note that we have chosen to use Hermitian square roots for uniqueness. Other choices of unique matrix square roots (e.g., Cholesky factors) should produce
equally valid $W_1$ and $W_2$. Second, solving (11) will produce $W_1^*$, $W_2^*$ with no useful phase information. This is because of the squaring of $W_1$, $W_2$ in the definitions of $T_1$, $T_2$. However, an appropriate phase can be easily constructed using the Cepstrum technique [20] when $W_1^*$, $W_2^*$ are diagonal; if $W_1^*$, $W_2^*$ are not diagonal, the technique in [21] may be used.

Remark: Regarding the generality of Lemma 3, the LMI (11) in Lemma 3 searches over all possible models with $(G_0, W_1, W_2)$ of compatible dimensions. In particular, it makes no assumptions on the structure of $W_1$ and $W_2$. Hence in general, the resulting uncertainty model will have $W_1$ and $W_2$ square. However, if the only feasible models have a particular structure, say $W_1$ tall and $W_2$ flat, then these will be found, since they are feasible solutions of LMI (11), with $T_1 = W_1 W_1^*$, $T_2 = W_2^* W_2$. In this case, the tall or fat structure of $W_1$ and $W_2$ will be manifested in rank deficiency of $T_1$ and $T_2$. Singular value decomposition can then be used to construct $W_1$ and $W_2$. On the other hand, it is possible to impose certain constraints on $T_1$ and $T_2$ which restrict the search in (11) to matrices of a certain structure. For example, constraining $T_1$ and $T_2$ to be (block) diagonal results in (block) diagonal weights $W_1$ and $W_2$.

Theorem 2 An optimal matrix additive uncertainty model $M(G_0^*, W_1^*, W_2^*)$ which robustly covers the data $\{G_i(f_j)\}$ with respect to the matrices $\{U_i^1(f_j), U_i^2(f_j)\}$ and $\{V_i^1(f_j), V_i^2(f_j)\}$ can be computed by solving the following semidefinite program (SDP) in the complex variables $G_0^*$, $T_1^* = T_1^*$, $T_2^* = T_2^*$ and real variable $\Sigma^* = \text{diag}(\sigma_1^*, \sigma_2^* I)$, at each frequency $f_j$:

$$
\min_{t, G_0, T_1, T_2, \Sigma^*} \quad t \\
\text{s.t.} \quad 0 \leq t, T_1 \leq t I, \quad T_2 \leq t I \tag{13}
$$

Then $W_1^* = (T_1^*)^{1/2}$ and $W_2^* = (T_2^*)^{1/2}$ are the left and right Hermitian square roots of $T_1^*$ and $T_2^*$, respectively.

Proof: At each $f_j$, we must solve (12), which can be written as

$$
\min_{G_0, W_1, W_2} \quad \bar{\sigma}(W_1) \cdot \bar{\sigma}(W_2) \tag{8},
$$

In Lemma 3, we showed that (8) was equivalent to the LMI condition (11). Using $T_1 = W_1 W_1^*$ and $T_2 = W_2^* W_2$, our optimization problem becomes

$$
\min \quad \bar{\sigma}(1/2)(T_1) \cdot \bar{\sigma}(1/2)(T_2), \quad \text{s.t.} \quad (11) \tag{15}
$$

The proof is completed by noting that in the product $W_1 \Delta W_2$, we can without loss of generality always take $\bar{\sigma}(W_1) = \bar{\sigma}(W_2)$.

Remark: Equations (11) and (13) are written as complex LMIs. These can be easily converted to real LMIs, using the following fact: For any Hermitian matrix $M \in \mathbb{C}^{n \times n}$, the following condition holds:

$$
M \leq 0 \quad \iff \quad \begin{bmatrix} \text{Re} M & \text{Im} M \\ -\text{Im} M & \text{Re} M \end{bmatrix} \leq 0.
$$

Remark: The optimal $G_0^*$, $T_1^*$, $T_2^*$ obtained from solving (13) may not be unique, due to the singular value constraints. Thus, in practice, to insure uniqueness of the optimal values at the different frequencies $f_j$, one may perform two optimizations at each frequency.

1. Solve (13) for the optimal radius $t^*$

2. Pick a small $\epsilon > 0$ and solve the following SDP problem to obtain the unique $\epsilon$-suboptimal $G_0^*$, $T_1^*$, $T_2^*$:

$$
\min_{G_0, T_1, T_2, S_0, S_1, S_2, \Sigma^*} \quad \text{Tr}(S_0^*) + \text{Tr}(S_1) + \text{Tr}(S_2) \\
\text{s.t.} \quad T_1 \leq (1 + \epsilon) t^* I, \quad T_2 \leq (1 + \epsilon) t^* I, \\
\begin{bmatrix} I & G_0 \\ \Sigma^* & S_0 \end{bmatrix} \geq 0, \begin{bmatrix} I & T_1^* \\ S_1 & T_2 \end{bmatrix} \geq 0, \begin{bmatrix} I & T_2^* \\ S_2 & T_2 \end{bmatrix} \geq 0, \\
(17)
$$

Note that the objective in (17) is equivalent to the sum of the squared Frobenius norms of $G_0$, $T_1$, and $T_2$, which is strictly convex in those variables, hence the optimal value of (17) is unique [4]. The procedure above essentially searches the $(1+\epsilon) t^*$-suboptimal set for the least norm solution. Note that in (17) the $t^*$ is constant, which is obtained in Step 1.

Remark: In some situations, one is required to generate uncertainty models which cover data that comes from simulations or from finite element models. In this case, the data $G_i(f_j)$ might contain no noise. Of course, one could analyze and compute uncertainty models by simply applying Theorems 1 and 2 with the matrices $\{U_i^1(f_j), U_i^2(f_j)\}$ and $\{V_i^1(f_j), V_i^2(f_j)\}$ set to zero. However, in this case, significant savings in computation are possible. For example, the elementwise case reduces to a second order cone program (SOCP), which can be solved an order of magnitude faster than a semidefinite program.

4 Average-Based Uncertainty Models

There is a simple two-step procedure for computing suboptimal elementwise or matrix additive uncertainty models, using the average of the data. The idea is, at each frequency $f_j$, to take the average of the data to be
the “center” of the set, and then compute the weights with respect to that fixed center. The procedure goes as follows:

- Compute the nominal model as \( G_0^{\text{avg}} \triangleq \frac{1}{M} \sum_{i=1}^{M} G^i \)
- Compute the weights using

\[
(W_1^{\text{avg}}, W_2^{\text{avg}}) \triangleq \arg \min \{ (13) \mid G_0 = G_0^{\text{avg}} \} \tag{18}
\]

In the second step, we obtain \( W_i^{\text{avg}} \)'s by solving (13) but with \( G_0 \) fixed at \( G_0^{\text{avg}} \).

As a consequence of the averaging, this technique has the nice property that it smooths out the data. This has the benefit of reducing sensitivity to output error noise in the measurements, and usually requiring a lower order state space fits than the optimal approaches proposed here.

However, the averaging technique has the disadvantage of being sensitive to outliers. Thus it can produce uncertainty models which are considerably more conservative than the corresponding optimal uncertainty models. Specifically, in the elementwise case, the uncertainty radii can be up to 6dB larger than the optimal radii; in the matrix case, the difference might be even larger.

## 5 Example

This section demonstrates the computation the tight uncertainty models using the matrix additive approach, for MIMO model of a high-speed positioning mechanism,

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-k & -\gamma & k & \gamma \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-k & \gamma & -k & \gamma & 1 & -1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

where the mass, damping and stiffness parameters are given in Table 1, together with their uncertainties. The plant was also scaled at the input and output by diagonal scaling matrices \( \text{diag}(6.5e3, 0.8e5 \ast \beta) \) and \( \text{diag}(\alpha, 1) \). Twenty frequency responses were collected for different instances of the parameters, within their 10% range\(^1\). These twenty MIMO frequency responses were used as the data for computing matrix uncertainty models. The frequency weights were constrained to be diagonal, as explained in the remarks following Lemma 3. For comparison, we also computed uncertainty models using the average-based technique of Section 4. We considered the following two scenarios.

In the first case the data was assumed to be clean and we computed an optimal matrix additive uncertainty model which (nonrobustly) covers the data. The results for clean data case are shown in Fig. 2. The corresponding weights are shown in Fig. 3 and the overall uncertainty radius is shown in Fig. 4. There is a significant difference between the optimal model and the average-based model, especially in the frequency range where the uncertainty is large, where the radius of the optimal model is 1-5dB tighter than that of the average-based model. (Recall that the matrix uncertainty weights in Fig. 3 have the units of the square-root of the radius, and should therefore not be compared directly to radius.)

In the second case, we compute a matrix additive uncertainty model which robustly covers the data, with respect to the matrices \( V_i(f_j) = V_j(f_j) = 0.75I, \forall i, j \) (in other words, we have added in a \( (0.75)^2 \)-radius margin for fitting error, at all frequencies and data points). The results for robust covering are shown in Fig. 5, Fig. 6, and Fig. 7. The results are similar to the clean data case in the regions where the frequency responses are large. However, as expected, now the radius is increased by the tolerance value of \( (0.75)^2 \), and similarly for the weights. This difference is most pronounced around the frequency \( 10^{1.3} \) rad/sec, where the radius is comparable to the fitting tolerance.

It is interesting to observe the low frequency roll off of the \( G_{0.12} \) and \( G_{0.22} \) in the case of the optimal. We suspect that this is because at low frequencies, the plant becomes almost a rank-one plant

\[
G_0 \approx \begin{bmatrix} G_{0,11} \\ G_{0,21} \end{bmatrix} \begin{bmatrix} 1 & 0 \end{bmatrix},
\]

and the perturbations are large enough that the data from the \( [G_{0.12} G_{0.22}]^T \) part of the transfer function is covered automatically by the uncertainty around \( [G_{0.11} G_{0.21}]^T \).

<table>
<thead>
<tr>
<th>Nominal</th>
<th>% Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>1.0e-4</td>
</tr>
<tr>
<td>( m )</td>
<td>1.0e-5</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.2e-4</td>
</tr>
<tr>
<td>( k )</td>
<td>1.0e-4</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>10dB</td>
</tr>
<tr>
<td>( \beta )</td>
<td>5dB</td>
</tr>
</tbody>
</table>

Table 1: Parameters and uncertainties.
Figure 2: Nonrobust covering: nonparametric nominal models SDP (---), AVG (--), and Measurements (···).

Figure 5: Robust covering: nonparametric nominal models SDP (---), AVG (--), and Measurements (···).

Figure 3: Nonrobust covering: nonparametric frequency weights: SDP (---) and AVG (--).

Figure 6: Robust covering: nonparametric frequency weights: SDP (---) and AVG (--).

Figure 4: Nonrobust covering: matrix uncertainty radii: SDP (---) and AVG (--).

Figure 7: Robust covering: matrix uncertainty radii: SDP (---) and AVG (--).
6 Conclusion

Given a set of multivariable frequency response measurements, we have shown that the computation of matrix additive (and elementwise additive) nonparametric uncertainty models which are consistent with the data (i.e. not invalidated), reduces to a linear matrix inequality (LMI) feasibility problem. This LMI condition can be used either to analyze a given uncertainty model, i.e. check its consistency with the data, or it can be used to synthesize an uncertainty model which is consistent with the data. We then showed that computing the optimal or least conservative model for the data can be done using semidefinite programming (SDP). Our method simultaneously searches for the responses of both the nominal system and the uncertainty weights that give an optimal uncertainty model. Noise and fitting errors were explicitly factored into the computation using a bounded set approach. The proposed technique was demonstrated on a generic MIMO example, where it outperformed the average-based approach by almost a factor of two (5dB), in the frequency range with largest uncertainty.

References