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General	  moIvaIons	  for	  devo	  work	  

•  Understanding	  pragmaIc	  development	  
–  Children	  are	  great	  at	  learning	  words	  by	  thinking	  

about	  other	  people	  
–  But	  terrible	  (?)	  at	  making	  inferences	  about	  what	  

people	  say	  

•  Understanding	  the	  nature	  of	  scalar	  inferences	  
– Perhaps	  differences	  in	  development	  will	  reveal	  
important	  theoreIcal	  differences	  in	  mechanism	  



PragmaIcs:	  A	  developmental	  puzzle	  

•  Children	  are	  experts	  at	  pragmaIc	  word	  
learning,	  but	  terrible	  at	  scalar	  implicature	  

•  PragmaIc	  word	  learning	  requires	  intenIon	  
reading	  (Bloom,	  2002),	  knowledge	  of	  discourse	  
status	  (Akhtar	  et	  al.,	  1996),	  and	  some	  type	  of	  
perspecIve	  taking	  (Baron-‐Cohen,	  Baldwin,	  &	  Crowson,	  
1997)	  

•  All	  of	  these	  are	  Grice-‐relevant	  abiliIes;	  what’s	  
missing?	  



Social	  learning	  
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•  Coincide:	  child	  
looks	  at	  A,	  exp.	  
names	  A	  

•  Conflict:	  child	  
looks	  at	  B,	  exp.	  
names	  A	  
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Children	  represent	  speakers’	  
intenIons!	  



DisambiguaIon/mutual	  exclusivity	  

•  What	  causes	  this	  kind	  of	  
inference?	  

•  Lexical	  principle	  of	  mutual	  
exclusivity	  (Markman)	  

•  PragmaIc	  inference	  (Clark)	  
–  ConvenIonal	  form:	  “ball”	  
–  Contrast	  in	  meaning	  

•  Note	  inferenIal	  similarity	  to	  
scalar	  implicature	  

Give	  me	  the	  dax!	  

Markman	  &	  Wachtel	  (1988)	  



Searching	  for	  dissociaIons	  

•  The	  project	  of	  disInguishing	  these	  theoreIcal	  
classes	  is	  finding	  phenomena	  that	  dissociate	  
them	  
–  E.g.	  numerals	  are	  fast,	  lexical	  SIs	  are	  slow	  (Huang	  &	  
Snedeker,	  2009a)	  

•  Differences	  in	  processing	  and	  development,	  as	  
well	  as	  linguisIc	  properIes,	  can	  provide	  
dissociaIons	  

Ling
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(Potts)

3 Basic distinctions and divisions

Phenomenon Examples Grice 1975 Horn 2006 Sperber and Wilson 2004 Bach 1994 Levinson 2000

Underspecification strong enough (for X ) Said Said Explicature Impliciture Presumptive
Numeral upper-bounds (exactly) three GCI Said Explicature Impliciture Presumptive
Ordering with and e1 and (then) e2 GCI CI Explicature Impliciture Presumptive
Lexical scalar inference or (not both), some (not all) GCI CI Explicature Impliciture Presumptive
Particularized inferences Do you read Time? (No) I read LI. CI CI CI CI CI

Table 1: CI = ‘conversational implicature’; CGI = ‘generalized conversational implicature’. In the examples, the pragmatic meaning is inside parentheses.

On “what is said (in the favored sense)” It is not easy to impose the said/implicated distinction on tab. 1. Sperber and Wilson conceive of the basic
distinction differently, whereas Bach subscribes to the basic distinction but argues that implicitures fall into neither category (see also Bach 2006b:§8). For
Grice and Horn, the distinction works as I’ve given it here. For Levinson, everything in the table falls outside of what is said in the favored Gricean sense.

Definition 1 (Explicature; Carston 2004:635). “An assumption communicated by an utterance U is EXPLICIT [hence an “explicature”] if and only if it is
a development of a logical form encoded by U . [Note: in cases of ambiguity, a surface form encodes more than one logical form, hence the use of the
indefinite here, “a logical form encoded by U”]”

Definition 2 (Impliciture; Bach 1994:125). “[. . . ] the two ways in which a speaker can, independently of using any ambiguous or indexical expressions
and without speaking figuratively or indirectly, mean something without making it fully explicit. The first way arises whenever an utterance, even after
disambiguation and reference fixing, does not by virtue of linguistic meaning express a complete proposition. When a sentence is in this way semantically
underdeterminate, understanding an utterance of it requires a process of completion to produce a full proposition. The second way occurs when the
utterance does express a complete proposition (possibly as the result of completion) but some other proposition, yielded by what I call the process of
expansion, is being communicated by the speaker. In both cases the speaker is not being fully explicit. Rather, he intends the hearer to read something
into the utterance, to regard as if it contained certain conceptual material that is not in fact there. The result of completion and/or expansion is what I call
conversational impliciture.”

Explicature vs. impliciture The differences seem to be small and only partially related to the relevant phenomena (Bach 2006a; Carston 2004:650)

Definition 3 (Presumptive meaning; Levinson 2000:22). “What it [the standard Gricean picture –CP] omits is a third layer, what we may call the level of
statement- or utterance-meaning (see Atlas 1989:3–4), or, as I will prefer below, utterance-type-meaning. This third layer is a level of systematic pragmatic
inference based not on direct computations about speaker-intentions but rather on general expectations about how language is normally used. These
expectations give rise to presumptions, default inferences, about both content and force; [. . . ]”

Generalized vs. particularized Levinson was inspired by Grice’s (1975:56) distinction, which prefigures the idea that GCIs are present by default.

The grammaticized view Chierchia et al. (To appear) discuss only numerical upper bounds and lexical scalar inferences, which they argue are part of
what is said. They would likely be sympathetic to extending it to ordering with and. They clearly draw the line short of particularized inferences. My hunch
is that they would regard underspecification as a complex mix of ellipsis phenomena, presuppositions, and implicit LF-only material.
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Papafragou	  &	  Musolino	  (2003)	  E1	  

fence. To the extent that subjects are sensitive to this implicature, they should judge (9) to
be a ‘bad’ description of a situation in which all of the horses jumped over the fence.4

Following this design strategy, the example in (10) was used as a description of a
situation in which three horses (not two) jumped over a fence, and the example in (11)
was used to describe a situation in which the girl in question not only started making the
puzzle but in fact finished making it. Subjects’ judgments of statements like (9–11) used to
describe situations that satisfy the truth conditions of statements like (12–14) can therefore
be taken as a measure of their sensitivity to scalar implicatures. Specifically, we expect
pragmatically savvy subjects to conclude that statements like (9–11) are not a good way of
describing situations in which (12–14) are true.

4.1. Method

4.1.1. Subjects
The participants in this experiment were a group of 30 Greek-speaking 5-year-olds (10

boys and 20 girls) between the ages of 4;11 and 5;11 (mean 5;3) and a group of 30 adult
native speakers of Greek. We chose to look at preschoolers because previous studies on
children’s ability to derive scalar inferences have typically focused on this age group (see
studies described in Section 3 above). The children who participated in this study were
recruited from daycare centers in the Athens area. The adults were all undergraduate
students at the University of Athens.

4.1.2. Procedure and materials
We asked children (and adults) to judge sentences containing the scalar terms in (9–11)

using a slightly modified version of the TVJT methodology (Crain & McKee, 1985; Crain
& Thornton, 1998). The TVJT typically involves two experimenters. The first experimen-

A. Papafragou, J. Musolino / Cognition 86 (2003) 253–282 263

4 Notice that our examples make use of the partitive construction. Since this encourages a contrast between, e.g.
some of the horses and all of the horses (compare some horses and all horses), we expected that the presence of
the partitive would help our younger subjects compute the scalar implicature.

Fig. 2. All of the horses jumped over the fence.

Some	  of	  the	  horses	  jumped	  over	  the	  log	  

some	  /	  two	  /	  started	  



Papafragou	  &	  Musolino	  (2003)	  E1	  

4.2. Results

In the analysis below, our dependent measure is the proportion of ‘No’ responses to the
puppet’s statements, i.e. the subjects’ tendency to judge these statements as ‘bad’ descrip-
tions of the stories they witnessed. The proportions of ‘No’ responses were entered into an
analysis of variance (ANOVA) with two factors: age (5-year-olds vs. adults) and scale
type (kall, somel, kthree, twol, kfinish, startl). The analysis revealed a significant main
effect of age (Fð1; 54Þ ¼ 135:34, P , 0:0001), a significant main effect of scale type
(Fð2; 54Þ ¼ 13:03, P , 0:0001) and a reliable interaction between age and scale type
(Fð2; 54Þ ¼ 7:43, P ¼ 0:001) (see Fig. 3).

In test trials, we found that adult subjects overwhelmingly rejected the puppet’s state-
ments in each of the three conditions, i.e. 92.5% of the time in the kall, somel condition,
100% of the time in the kthree, twol condition and 92.5% of the time in the kfinish, startl
condition. Statistical analysis revealed no reliable difference between these rejection rates
(Fð2; 27Þ ¼ 1:92, P ¼ 0:16). By contrast, we found that while 5-year-olds rejected the
puppet’s statements in the case of kthree, twol 65% of the time,5 they almost never did so
in the case of kall, somel and kfinish, startl (12.5% and 10% of the time, respectively). This
difference was confirmed statistically (Fð2; 27Þ ¼ 11:17, P , 0:001). Pairwise compari-
sons (Tukey–Kramer) further revealed a reliable difference between kthree, twol–kall,
somel and kthree, twol–kfinish, startl (P ¼ 0:002 and P ¼ 0:001, respectively) but no
reliable difference between kall, somel and kfinish, startl (P ¼ 0:77).

On the control items, adults gave correct responses 100% of the time in the kall, somel
condition, 80% of the time in the kthree, twol condition and 95% of the time in the kfinish,
startl condition. No reliable difference was found between these means (Fð2; 27Þ ¼ 2:43,
P ¼ 0:1). On the same items, children gave correct responses 90% of the time in the kall,
somel condition, 95% of the time in the kthree, twol condition and 85% of the time in the

A. Papafragou, J. Musolino / Cognition 86 (2003) 253–282266

Fig. 3. Subjects’ performance on critical trials (experiment 1).

5 Specifically, five children rejected the puppet’s statements on all four of the test trials, one child on three of the
test trials, one child on two of the test trials, one child on one of the test trials and two children rejected none of the
test trials. In sum, six of the ten children almost always rejected the puppet’s statements (i.e. on three or four of the
test trials), three children almost never rejected the puppet’s statements (i.e. on either none or one of the test trials)
and one child rejected half of the test trials and accepted the other half.



Papafragou	  &	  Musolino	  (2003)	  E2	  

•  TVJT	  focused	  on	  pragmaIc	  felicity	  rather	  than	  
strict	  truth	  
– May	  not	  have	  been	  obvious	  to	  children	  

•  Modify	  paradigm	  to	  make	  it	  more	  obvious	  
– Training	  on	  puppet	  who	  says	  infelicitous	  things	  
– All	  situaIons	  compeIIons,	  puppet	  comments	  on	  
the	  result	  of	  the	  compeIIon	  



Papafragou	  &	  Musolino	  (2003)	  E2	  

some in Experiment 2 is that such statements give rise to the inference not all (which the
children correctly reject). It is hard to see what other reason might be driving children’s
rejections. It is highly unlikely that children could detect infelicity in such specific ways
without having derived the scalar implicature.

One further fact which makes it clear that children are computing scalar inferences is
that their performance is subject to contextual factors which are known to affect scalar
implicatures (such as the level of cognitive expectations built into the conversational
exchange). Of our two experiments, the second one invites scalar inferences more readily
because of the presence of salient contextual cues which raise the expected level of
cognitive effects. This is consistent with the adult intuition that the implicature is
‘clearer’ in Experiment 2. We find that in this experiment, children’s performance is
significantly better than in Experiment 1 (even though the overall shape of results
remains the same). In sum, we conclude that detecting the weakness of a statement
(e.g. some vs. not all) and correcting it in accordance with cognitive expectations of
informativeness is a good indication of the ability to spontaneously derive a scalar
implicature.

6. General discussion

The experiments presented here explore young children’s ability to derive pragmatic
inferences during utterance comprehension. Our specific target was a well known group of
pragmatic inferences, scalar implicatures, which arise whenever a ‘weaker’ proposition
(e.g. Some men have beards) is used to communicate that a stronger proposition does not
hold (Not all men have beards). We were mainly interested in whether young (but other-
wise linguistically sophisticated) children compute such implicatures, as adult commu-
nicators routinely do. We also explored the role of (a) the semantics of specific scalar
expressions, and (b) the context of the experimental scenarios, as well as the nature of the
task, in the derivation of these conversational inferences.

Using data from Modern Greek, our experiments tested three different scales, koli,

A. Papafragou, J. Musolino / Cognition 86 (2003) 253–282 275

Fig. 4. Children’s performance on critical trials (Experiments 1&2).



Katsos	  &	  Bishop	  (2011)	  –	  brief	  interlude	  

produced the 3-, 2- and 1-response for the optimal, under-
informative and false utterances respectively. The results
from the child group are presented in Table 1.

A series of between-group comparisons using Mann–
Whitney U tests for each cell reveal that children did not
perform significantly different than adults in any condition
(all U < 2.1, p > .05).

Within the child group, there were significant differ-
ences in the responses to every type of utterance (optimal,
underinformative, false) both for both scalar and non-sca-
lar expressions (all six Friedman’s ANOVA v2(2) > 20.45,
p < .001). The preferred responses in the false, underinfor-
mative and optimal conditions were 1, 2 and 3 respectively
for both expressions (all 12 Wilcoxon Signed Ranks tests
W > 3.1, p < .001, r > .73). There was no significant differ-
ence between the preferred responses for scalar and non-
scalar expressions given the same utterance type (all three
W < 1.3, p > .1). Critically, 2-responses were more frequent
in the underinformative than in the false condition, but
less frequent than in the optimal condition; 3-responses
were more frequent in the optimal than in the other two
conditions; and 1-responses were more frequent in the
false than in the other two conditions (all W > 3.3;
p < .001, r > .77). Thus, at the group level, children were
sensitive to informativeness (rating it lower than optimal)
but also tolerant (rating it higher than false).

Furthermore, an analysis of individual performance re-
veals that 16 out of 18 children consistently gave the mid-
dle reward to the underinformative utterances (at least 5
out of 6 cases for each expression), with the remaining
two children giving underinformative utterances the low-
est reward in at least four cases for each expression. More-
over, the children consistently awarded the top reward to
the optimal condition and consistently gave the lowest re-
ward to the false condition for each expression (with the
exception of one child who did not consistently award the
top reward to the optimal condition for scalar expressions).

Thus, given a ternary judgment task, each and every
individual child participant revealed consistent sensitivity
to underinformativeness (lower reward than optimal)
and 16 out of 18 also revealed tolerance (higher reward
than false). Every adult participant demonstrated both sen-
sitivity to informativeness and tolerance of pragmatic
infelicity.

This has implications for the interpretation of experi-
ment 1, where the majority of children consistently

accepted underinformative utterances (13/20 and 12/20
children for scalars and non-scalars respectively). We pro-
pose that this group of participants were in fact detecting
the violation of informativeness but did not consider it
grave enough to warrant the outright rejection of the
utterance.

Is it possible that the difference in children’s perfor-
mance across the two experiments is due to the tasks
requiring different types of competence: for example, that
experiment 1 requires the derivation of quantity implicat-
ures but experiment 2 only requires sensitivity to informa-
tiveness? We cannot see any motivation for postulating
this. The experiments do not differ in terms of visual or
procedural complexity, and use exactly the same linguistic
stimuli, visual animations and overall scenario. Moreover,
the experiments do not differ in terms of the meta-linguis-
tic demands of the task, as they both require participants
to pass judgment on utterances. The only apparent differ-
ence is the use of a ternary scale in experiment 2, which
enables participants to give a response that is more lenient
than a downright rejection but stricter than a thorough
endorsement of the utterance.

If our claims are well-founded, it should follow that
children’s pragmatic competence is best investigated using
paradigms in which pragmatic tolerance cannot cloud the
interpretation of the participants’ performance. To test this
supposition, we now turn to the sentence-to-picture
matching paradigm, where participants are visually pre-
sented with four outcomes of a scenario, and they are
asked to select the picture that matches their interpreta-
tion of the utterances used in experiments 1 and 2.

4. Experiment 3: sentence-to-picture-matching
paradigm

4.1. Method

The computer-based judgement task used in experi-
ments 1 and 2 was modified as follows. The experimenter
explains that participants will see some stories and that
Mr. Caveman will narrate what is going on in the story.
After being introduced to each story, the participant will
be presented with four pictures on the screen, and Mr.
Caveman will say what eventually happened in the story
that he has in his mind. The participant should then point
to the picture that matches Mr. Caveman’s story.

The trials begin as in experiments 1 and 2. After the ini-
tial screen display showing the protagonist and the objects
that may be affected, participants are shown a second
screen divided into four (see Appendix C for a sample vi-
sual display). Mr. Caveman then says ‘In my story. . .’ and
then continues his utterance with the pre-recorded utter-
ances used in experiments 1 and 2. Participants are then
asked to point to the picture that matches Mr. Caveman’s
story.

The pictures differed in the type of objects that were de-
picted as affected by the protagonist’s actions (e.g. carrots,
pumpkins; heart, triangle) and in their quantity (some or
all, either or both). For example, in a critical trial for scalar
‘some’, participants were presented with four pictures,

Table 1
Proportion of type of response in experiment 2.

Type of utterance Type of response Scalar Non-
scalar

Total

Optimal 3 – ‘huge’ 85 100 92.5
2 – ‘big’ 0 0 0
1 – ‘small’ 15 0 7.5

Underinformative 3 – ‘huge’ 0 6 3
2 – ‘big’ 89 85 87
1 – ‘small’ 11 9 10

False 3 – ‘huge’ 5 0 2.5
2 – ‘big’ 0 0 0
1 – ‘small’ 95 100 97.5

74 N. Katsos, D.V.M. Bishop / Cognition 120 (2011) 67–81

Children	  detect	  underinformaIveness	  when	  
given	  the	  opIon	  (though	  this	  doesn’t	  mean	  

they	  compute	  SIs)	  



Huang	  &	  Snedeker	  (2009b)	  

•  Comparison	  of	  children	  with	  adults	  
•  E1:	  some	  /	  all	  /	  two	  /	  three	  
•  E2:	  will	  “some”	  always	  be	  slow?	  Or	  only	  in	  
cases	  where	  implicature	  is	  necessary?	  

•  E3:	  will	  children	  ever	  noIce	  implicature	  
inconsistent	  material?	  



definite noun phrases (e.g., the socks) or bare plurals (e.g., socks)
to ensure that children were not primed to associate a particular
subset with the numbers and quantifiers used in the instructions. In
a separate task, these contexts were verified to successfully estab-
lish expectations that (a) quantifiers would refer specifically to the
sets in the display, (b) objects would be identified by basic-level
labels, and (c) some would be interpreted with a scalar implicature
(Huang & Snedeker, 2009c).

For each story, we created a quartet of target sentences, like
those shown in (7).

Point to the girl that has some/all/two/three of the socks. (7)

The target sentences in each condition were identical except for
the gender of the child that was requested and the identity of the
final word. The gender of the child was linked to the content of the
story: If the set of three objects had been given to a girl, then a girl
was requested. The names of the two items that were distributed
always had the same onset (e.g., socks and soccer balls), and this
created a brief period of ambiguity during which the identity of
this noun was uncertain. A complete list of the materials for all
experiments may be obtained from Yi Ting Huang. Target sen-
tences were recorded by a female actor, and the digital waveforms
were examined to ensure that they had a consistent unmarked
prosody. The sound files were edited to equate the lengths of two
critical regions: (a) from sentence onset to the gender cue (“Point
to the”) and (b) from the onset of the gender cue to the onset of the
quantifier (“girl that has”). We used four versions of each base
item to create four presentation lists, such that each list contained
four items in each condition and each base item appeared just once
in every list.

Coding. Trained research assistants watched videotapes of the
participants’ actions and coded them based upon selection of one

of the four characters. Across all experiments, we included only
those trials in which participants correctly selected the Target in
subsequent analyses of eye movements. Approximately 9.6% of
child trials were excluded on this basis. An additional 0.9% of
adult trials and 1.0% of child trials were excluded from further
analyses because of experimenter error.

Eye movements were coded by a research assistant, who was
blind to the location of each object, using frame-by-frame viewing
of the participant’s face on a Sony digital VCR. Each recorded trial
began at the onset of the instruction and ended with completion of
the corresponding action. Each change in direction of gaze was
coded as toward one of the quadrants, at the center, or missing due
to looks away from the display or blinking. These missing frames
accounted for 2.0% of coded frames in adults and 12.4% of coded
frames in children. Afterward, these looks were recoded on the
basis of their relation to the final instruction: (1) Target, (2)
Distractor, or (3) other characters that did not match gender cues.
Twenty-five percent of the trials were checked by a second coder,
who confirmed the direction of fixation for 93.6% of coded frames
in adults and 97.3% of coded frames in children. Any disagree-
ments between the two coders were resolved by a third coder.

Results

Across all experiments, we first conducted a coarse-grained
analysis of adults’ and children’s fixations as the target utterance
unfolded. The dependent measure was total looking time to the
Target as a proportion of looking time to the Target and the Distractor.
This score ranged from zero (exclusive looks to the Distractor) to one
(exclusive looks to the Target). Fixations to the other characters after
onset of the gender cue accounted for less than 10% of total looks
across all experiments and were not included in subsequent analyses.

  (A) (B) 

    (C)   (D) 

Figure 2. In Experiment 1, examples of visual-world displays for (A) some, (B) two, (C) all, and (D) three
trials. Participants here were instructed to “Point to the girl that has ____ of the socks.” The girl with socks was
the Target, and the girl with soccer balls was the Distractor.
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conditions, suggesting no privileged strategy for some relative
to other quantifiers ( ps ! .20).

There is, however, yet another interpretation of these data.
Perhaps the delay that we observed is attributable to general
difficulties in processing some rather than to sluggish use of scalar
implicature. Unlike the other terms, some lends itself to two
readings. The simultaneous activation and competition of both
meanings may have resulted in a stalemate that prevented children
from interpreting the relative clause and using it to restrict refer-
ence. Such a strategy might also lead participants to delay looking
to the Target until the arrival of disambiguating phonological
information. Experiment 2 tested this hypothesis. We reasoned that
if hearing some automatically activates multiple competing mean-
ings, there should be delays even when the Distractor is inconsis-
tent with both the lower and upper bounded interpretations (e.g., a
girl with no socks or soccer balls). In contrast, if prior delays
reflect a failure to generate the implicature, they should disap-
pear when the semantics of the term is sufficient for reference
resolution.

As in Experiment 1, children in one set of some trials were
presented with a girl character that had some but not all of the socks

and another that had all of the soccer balls. We identify these as
“two-referent trials,” because there are two referents that are consis-
tent with the semantics of the quantifier. These trials were compared
to a second set of some trials in which children were presented
with a girl character that had some but not all of the socks and
another that had nothing. These are identified as “one-referent
trials,” because there is only one referent that is consistent with the
semantics of some. In these trials, the Target can be resolved solely
by the semantics of the term rather than by a scalar implicature.
Thus, if pragmatic processing is delayed relative to semantic
processing, children should be considerably faster at disambiguat-
ing the Target in these trials. If, however, competition between the
two readings accounts for the slower resolution of the referent of
some, this processing delay should still be present in the one-
referent as well as the two-referent trials.

Experiment 2

Method

Participants. Twenty adults and twenty-four 5-year-olds
(ranging from 5 years 5 months to 6 years 9 months; mean age 6
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Figure 4. Experiment 1, children. Trials were separated based on fixations prior to the onset of the quantifier.
(A) Distractor-initial trials: proportion of switches to the Target. (B) Target-initial trials: proportion of switches
off the Target.

1730 HUANG AND SNEDEKER

E1	  



E2	  

years 0 months) participated in this study. The children were
recruited from Roberts Elementary School in a suburb of Boston.
Information on participants’ ethnicity, parental education, income,
and occupation was never recorded, but information from the 2000
Census in this community suggests that participants predominantly
came from middle socioeconomic homes and were primarily Cau-
casian.

Procedure and materials. The materials compared the interpre-
tation of some in two different referential contexts (see Figure 5). In
the one-referent trials, we introduced participants to displays that
contrasted a subset quantity of one item with its empty set. Par-
ticipants heard four new stories, like (8) below, in which a single
set of objects was introduced and distributed among the boy–girl
pairs.

The boys and girls on the soccer team were getting socks from the
coach. The coach gave socks to Judy and socks to Craig and socks to
Pat [experimenter places three socks next to the girl on the upper right,
three socks next to the boy on the upper left, and three socks next to
the boy on the lower left]. But these socks were too big for Cheryl’s
feet [experimenter places a blank card next to the girl on the lower
right]. (8)

On these trials, three characters evenly shared nine items (girl and
two boys with three socks) and a fourth character received nothing
(girl with no socks). In the two-referent trials, we again introduced

participants to stories and displays that contrasted a subset quantity
of one item with the total set of another (see Experiment 1).
Following each story, participants heard instructions asking them
to “Point to the girl that has some of the socks.”

We also included an equal number of filler trials to prevent children
from predicting the Target prior to the onset of the quantifier. These
filler trials used the same displays as did the critical trials above
but used quantifiers that were consistent with the Distractor set.
For the two-referent displays, participants were asked to select the
girl that has “all of the socks,” and for the one-referent displays,
they were asked for a girl with “none of the socks.” As in previous
experiments, four items of each type were presented over the
course of 16 randomized trials. The presentation of materials was
counterbalanced by creating four lists, such that each item ap-
peared just once on every list and every item appeared in all four
conditions across lists.

Coding. Approximately 0.3% of adult trials and 4.2% of child
trials were excluded from further eye-movement analyses because
of incorrect action responses. Approximately 0.3% of adult trials
and 0.8% of child trials were excluded due to experimenter error.
Missing frames due to blinks or looks away accounted for 4.0% of
all coded frames in adults and 5.3% of all coded frames in
children. Intercoder reliability was 94.1% in adults and 92.4% in
children.

Results

Initial examination of the proportions of Target looks in adults
revealed no significant differences between one-referent and two-
referent trials during the baseline and gender phases (ts ! 1.50,
ps " .15). Similarly, Figure 6 illustrates that although Target looks
were slightly below chance across both conditions, there were no
reliable differences between the two trial types during the baseline
and gender phases (ts ! 1, ps " .70).

Adults: Post-quantifier switch analysis. To explore eye move-
ments generated after the quantifier, we conducted a saccade
analysis for the quantifier phase. Prior to the onset of the quanti-
fier, adults were equally likely to be looking at the Target (M #
42%, SE # 3%) and Distractor (M # 40%, SE # 2%) across both
conditions, t1(19) # 0.53, p " .50, $2 # .01; t2(15) # 0.50, p "
.60, $2 # .02. However, during the quantifier phase, the pattern of
switches to the Target and the Distractor differed across condi-
tions. Switches to the Target exceeded switches to the Distractor in
the one-referent trials (M # 59%, SE # 5% vs. M # 7%, SE # 2%,
p ! .01) but did not in the two-referent trials (M # 29%, SE # 7%
vs. M # 39%, SE # 6%, p " .30). This led to a significant
interaction between condition and type of switch, F1(1, 19) #
23.85, p ! .01, $2 # .56; F2(1, 15) # 77.40, p ! .01, $2 # .84.

Next, we explored how this difference emerged over time with
a fine-grained analysis. Our goal in this analysis was to understand
when the difference between the one-referent and two-referent
conditions became reliable. In contrast, our goal in Experiment 1
had been to understand when saccades from the Distractor ex-
ceeded saccades from the Target. Thus, we used a different anal-
ysis for this experiment: a switch analysis. Rather than use a new
baseline for each time window, we used a single baseline (the
frame before quantifier onset) and for each time window measured
the proportion of participants on Target-initial trials who were now

(A)  
 

 
 

(B)  

Figure 5. In Experiment 2, example of a visual-world display for the (A)
one-referent trials and (B) two-referent trials. Participants were instructed
to “Point to the girl that has some of the socks.”
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One-‐referent	  

Two-‐referent	  

Target in the one-referent trials than in the two-referent trial. This
led to a significant difference between conditions, F1(1, 42) !
15.83, p " .01, #2 ! .27; F2(1, 30) ! 34.82, p " .01, #2 ! .54,
but no interaction between age and condition, F1(1, 42) ! 1.35,
p $ .20, #2 ! .04; F2(1, 30) ! 9.65, p " .01, #2 ! .24. In fact,
there were no time windows in which adults and children differed
in their switches to the Target across the two conditions ( ps $
.15). These results demonstrate that both adults and children rap-
idly restrict the referent of some when the Distractor is inconsistent
with the semantics of the quantifier.

Discussion

In Experiment 2, we again found that children were delayed in
their looks to the Target for trials that contrasted some with a total
set (two-referent trials). However, similar delays were not seen in
trials that contrasted some with an empty set (one-referent trials).
This pattern was confirmed when we separated trials by initial
fixations: Following the onset of some, both adults and children
were faster to switch their looks to the Target in the one-referent
trials but slower to do so in the two-referent trials. These results

suggest that resolution of the Target is quicker via semantic
analysis than pragmatic inference.

However, although these findings suggest that children might
altogether fail to generate scalar implicatures during comprehen-
sion, one feature of the data might lead some to be more skeptical.
In both Experiments 1 and 2, children were somewhat slower than
adults in using the control quantifiers to restrict reference and
demonstrated a 100- to 200-ms delay across the various conditions.
The delay in the case of some is clearly greater (600 ms in
Experiment 1); however, we cannot rule out the possibility that
children, like adults, calculate the scalar implicature online but do
it so slowly that the information becomes available only after
phonological disambiguation. In Experiment 3, we explored this
possibility by presenting children with situations in which the
implicature was explicitly violated by the context. We reasoned
that if children were spontaneously generating the inference, there
should be delays when some ultimately refers to the total set. In
contrast, if they never calculated the inference, processing in these
trials should be no different than in trials where some refers to the
subset.
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Figure 7. Experiment 2, children. Trials were separated on the basis of fixations prior to the onset of the
quantifier. (A) Distractor-initial trials: proportion of switches to the Target. (B) Target-initial trials: proportion
of switches off the Target.
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E3	  

SI-‐violaIng	  

SI-‐consistent	  

As in the previous experiments, children in one condition were
asked for “some of the socks” in a context in which one girl had
some but not all of the socks and another had all of the soccer balls.
We call these “SI-consistent trials,” because the Target possesses
a quantity that is consistent with the scalar implicature. Children in
a second condition were asked for “some of the socks” in a context
in which one girl had all of the socks and another had some but not
all of the soccer balls. These are called “SI-violating trials,”
because the Target possesses a quantity that violates the scalar
implicature. Our critical analyses focused on eye movements after
the disambiguating phoneme. If children implicitly generate scalar
implicatures, we would expect greater delays in looks to the Target
following the disambiguating phoneme in these trials. However, if
children fail to generate an implicature, we would expect that
latency to the Target would be the same in these two trials.

Experiment 3

Method

Participants. Twenty adults and twenty-four 5-year-olds
(ranging from 5 years 6 months to 6 years 8 months; mean age 6
years 0 months) participated in this study. The data from these
adults have not been previously published. The children were
recruited from Columbus Elementary School in a suburb of Bos-
ton, and their demographics match those of participants in Exper-
iment 2.

Procedure and materials. The materials compared the inter-
pretation of some in two different referential contexts by adopting
displays, stories, and instructions similar to the those for the scalar
trials in Experiment 1 (see Figure 8). One set of three items was
given to one character from the first pair (girl with three socks and
boy with no socks), and another set of six items was split evenly
between the remaining pair (girl with three soccer balls and boy
with three soccer balls). In the SI-violating trials, participants
heard instructions asking them to select the Target with the total
set (e.g., “Point to the girl that has some of the socks”). In contrast,
in the SI-consistent trials, the instructions requested the Target
with the subset. We also included 16 filler trials to prevent pre-
dictability of the Target prior to the onset of the quantifier. These
trials used the same displays as the ones described above but used
different quantifiers to describe the various sets (e.g., “all/three/
none of the socks”).

Coding. Approximately 0.8% of adult trials and 1.7% of child
trials were excluded from further eye-movement analyses because
of incorrect actions. Approximately 1.2% of adult trials and 1.7%
of child trials were excluded due to experimenter error. Finally,
missing frames due to blinks or looks away accounted for 3.8% of
all coded frames in adults and 4.4% of all coded frames in
children. Intercoder reliability was 94.1% in adults and 93.4% in
children.

Results and Discussion

In adults, the proportions of Target looks did not differ between
SI-consistent and SI-violating trials during the baseline, gender,
and quantifier phases (ts ! 1.50, ps " .15). Figure 9 illustrates that
in the children, however, there was a reliable effect of trial in the
gender phase: Target fixations in the SI-violating trials were

greater than in the SI-consistent trials, t1(23) # 2.80, p ! .05, $2 #
.25; t2(15) # 3.99, p ! .01, $2 # .51. This pattern is similar to the
bias seen in the initial periods of Experiment 1; in both cases,
children preferred to look at the character with the unique set (the
girl with all the soccer balls). Nevertheless, during the quantifier
phase, this difference across the two trial types disappeared ( p "
.20).

Adults: Post-disambiguation switch analyses. In this experi-
ment, the critical time window was the disambiguation phase,
which begins at the onset of the disambiguating phoneme and ends
at the offset of the command (“–ks”). This region averaged 467 ms
in length. On the frame immediately before disambiguation, adults
exhibited equal looks to the Target (M # 48%, SE # 3%) and the
Distractor (M # 46%, SE # 3%) across both conditions, t1(19) #
0.21, p " .80, $2 # .01; t2(11) # 0.13, p " .80, $2 # .01.
However, during the disambiguation phase, we found that the
switch patterns varied across conditions. Although switches to the
Target exceeded switches to the Distractor in both the SI-
consistent trials (M # 64%, SE # 6% vs. M # 2%, SE # 1%) and
the SI-violating trials (M # 49%, SE # 4% vs. M # 11%, SE #
4%, ps ! .05), they did so to a greater degree in the SI-consistent
trials. This led to a significant interaction between condition and
type of switch during this period, F1(1, 19) # 35.40, p ! .01, $2 #
.65; F2(1, 11) # 3.94, p ! .10, $2 # .27. These results suggest that
adults had generated the scalar implicature and were having

 (A)

(B)

Figure 8. In Experiment 3, example of a visual-world display for the (A)
SI-violating trials and (B) SI-consistent trials. Participants were instructed
to “Point to the girl that has some of the socks.” SI # scalar implicature.
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when it violated the implicature, children showed no sensitivity to
this pragmatic infelicity.

General Discussion

This study explored the development of semantic and pragmatic
interpretation by examining children’s ability to generate scalar
implicatures. In Experiment 1, we found quick resolution of the
referent when adults and children heard two, three, and all but
delays when they heard some. Although adults eventually gener-
ated the scalar implicature and used it to restrict reference, children
failed to generate it and relied instead on the phonological disam-
biguation to determine reference. Experiment 2 demonstrated that
this delay occurs only when reference restriction requires an im-
plicature and not when semantic analysis is sufficient. Finally, in
Experiment 3, we found that children, but not adults, failed to
distinguish between contexts that are consistent with the implica-
ture and those that violate it. Altogether, these results indicate that
children do not calculate scalar implicatures during online lan-
guage comprehension. Instead, their moment-to-moment interpre-

tation of quantified phrases appears to be predominantly guided by
the semantics of these phrases.

In the remainder of this discussion, we focus on two additional
issues. First, we integrate our findings with the existing literature
on children’s generation of scalar implicatures. Second, we return
to the puzzle of why children appear to exhibit pragmatic sophis-
tication in early word learning but fail to generate pragmatic
inferences in the case of scalar implicatures.

Why Don’t Children Calculate Scalar Implicatures?

Our findings demonstrate that children as well as adults initially
interpreted some with respect to its lower bounded semantics.
Although adults calculated a scalar implicature to exclude refer-
ents compatible with all prior to the disambiguating phoneme,
children never invoked this late inferential process. Instead, they
strictly adhered to the semantics of the quantifier. These findings
add to a growing literature demonstrating that children rely heavily
on the logical meaning of utterances and have only a limited ability
to generate postsemantic inferences ( Noveck, 2001; Papafragou &
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Figure 10. Experiment 3, children. Trials were separated on the basis of fixations prior to the onset of
disambiguation. (A) Distractor-initial trials: proportion of switches to the Target. (B) Target-initial trials:
proportion of switches off the Target.
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Papafragou	  &	  Tantalou	  (2004)	  

•  QuanIfier	  	  
– Q:	  “Did	  you	  eat	  the	  oranges?”	  	  Tiger:	  “I	  ate	  some.”	  
– Does	  Tiger	  get	  the	  prize	  for	  eaIng	  all?	  

•  Encyclopedic	  (based	  on	  world	  knowledge)	  
– Q:	  “Did	  you	  eat	  the	  sandwich?”	  A:	  “I	  ate	  the	  cheese.”	  

•  Ad-‐hoc	  (based	  on	  specifics	  of	  situaIon	  
– Q:	  “Did	  you	  wrap	  the	  gims?”	  	  A:	  “I	  wrapped	  the	  
parrot.”	  

77.5% of the time in the quantificational cases, 70% in the encyclopedic cases and 90% in 
the ad hoc cases. There was no reliable difference among these means (F(2, 27) = 0.72, 
p=0.49). 

In filler trials, children were successful 97.5% in the quantificational condition, 100% in 
the  encyclopedic  condition,  and  92.5%  in  the  ad  hoc  condition.  Again  no  significant 
difference was found among these means (F(2, 27) = 2.1, p = 0.14). Results from the test 
and control trials are summarized in Table 1.

Table 1
Proportion of correct responses 

Condition Test trials Control trials

Quantifier 77.5% 97.5%
Encyclopedic 70% 100%
Ad hoc 90% 92.5%

After  providing  their  response,  children  were  asked  to  justify  their  answer.  In  cases 
where children decided that a prize should be awarded, they justified this answer by stating 
that the animal had completed the action (or ‘had done its job’, ‘had done what we told it to’, 
etc.). More interestingly, in cases where children refused to award a prize, they always did so 
for the right reason, namely because they had inferred from the use of a ‘weaker’ scalar term 
that a stronger term did not apply. Specifically, in the quantificational case, children in the 
majority (72%) of cases justified their negative responses by invoking the strong quantifier 
all: to use an example mentioned in the previous section, children refused to give a prize to a 
tiger who ate some of her oranges because she didn’t eat all of them. In the encyclopedic 
case, children’s justifications were more varied, with the most popular one involving the use 
of only (which surfaced 43% of the time). For instance, many children who didn’t reward a 
bear who had to eat a sandwich after she reported that she ate the cheese offered as a reason 
the fact that the animal ‘ate only the cheese’. Finally, in the ad hoc condition, variability in 
children’s  justifications  increased (since the scalar  ordering  in  these cases was neither  as 
stable nor as transparent as in the previous two conditions), but their form again showed 
evidence for the successful retrieval of a scalar implicature. Recall the gift-wrapping story, in 
which a cow had to wrap a toy parrot and a doll. At the end of the story, the cow reported 
that she wrapped the parrot. Children who denied the cow a prize justified their answers by 
saying that the cow ‘didn’t wrap all the presents’, ‘only wrapped the parrot’, ‘didn’t wrap the 
rest’, ‘didn’t wrap the doll’,  ‘wrapped half of the presents’, etc. A full list of the types of 
justification offered by children on critical trials is given in Table 2.

Table 2
Children’s justifications for negative responses on critical trials

Conditions
Quantificational Encyclopedic Ad hoc

6



Barner,	  Brooks,	  &	  Bale	  (2011)	  

•  Step	  2	  seems	  to	  be	  the	  problemaIc	  one,	  test	  this	  by	  A)	  
providing	  alternaIves	  and	  B)	  restricIng	  them	  using	  
only	  

•  Failure	  modes:	  
–  Not	  knowing	  the	  alternaIves	  
–  Not	  being	  able	  to	  hold	  them	  in	  mind	  (working	  memory)	  

Author's personal copy

a child is shown two objects, one of which has a known
label (e.g., a car), they infer without difficulty that a novel
label (e.g., dax) refers to the previously unlabeled object.
Such an inference follows from the assumption that the
speaker would not use two words to denote the same kind
of object (i.e., words exhibit mutual exclusivity, or contrast;
Clark 1987, 1988; Markman, 1989). Children apply such
strategies not only when learning nouns, but also when
interpreting other classes of words, such as numerals. For
example, when 2-year-olds who know the meaning of
the word one (but no higher number) are shown two sets
– e.g., one balloon and five balloons – they infer that the
word five refers to the set of five objects, despite not
knowing its meaning (Condry & Spelke, 2008; Wynn,
1992).

Amidst such evidence, and further studies which find
that children are sensitive to subtle intentional cues like
eyegaze, speaker desires, etc. (Baldwin, 1993; Bloom,
2000; Diesendruck & Markson, 2001 Rapacholi & Gopnik,
1997; Tomasello, 1992, etc.) children also exhibit striking
failures in computing some simple inferences, including
the inference in (1), which is a type of scalar implicature.
Following Horn (1972, 1989), it is typically assumed that
the quantifier some belongs to a larger class of terms called
‘‘scalar items”. Scales are used to generate sets of alterna-
tive meanings, which are ordered according to their
informativeness and are implicitly contrasted during inter-
pretation. In the case of some, the relevant scale includes
other quantifiers – e.g., a, many, most, all. Examples of such
scales are shown in (2):

(2a) ha, some, many, most, all, etc.i
(2b) hwarm, hot, boiling, etc.i
(2c) hone, two, three, etc.i

By most accounts, deriving a scalar implicature involves
at least four steps, summarized in I–IV. First, the listener
computes the basic, literal, meaning of the expression (Step
I). Second, they generate the set of alternative sentences
that might have been uttered (by substitution of scalar
alternatives; Step II). Third, they restrict these alternatives
by removing those that are less informative (Step III). Fi-
nally, they ‘‘strengthen” the interpretation of the sentence
by negating the remaining alternatives – e.g., ‘‘I ate some
(but not all) of the cake” (Step IV).

I. Compute basic meaning of a sentence S containing L,
a scalar item.

II. Generate a set of alternatives (a1, a2, . . . , an) to S,
called Salt. These are all the sentences that can be
generated by replacing L with its scalar alternatives.

III. Restrict the alternatives in Salt by removing any
alternative that is entailed by the original utterance
S. Call this restricted set S!.

IV. Strengthen the basic meaning of S (containing L)
with the negation of all of the members of S!.

A large number of studies starting in the early 1980s
have found that children, unlike adults, often fail to derive
scalar implicatures. This has been shown for many scalar
contrasts, including might vs. must (Noveck, 2001), a vs.

some (Barner, Chow, & Yang, 2009), some vs. all (Huang &
Snedeker, 2009a, 2009b; Hurewitz, Papafragou, Gleitman,
& Gelman, 2006; Musolino, 2004; Noveck, 2001;
Papafragou & Musolino, 2003; Smith, 1980), and or vs.
and (Chierchia, Crain, Guasti, Gualmini, & Meroni, 2001;
Gualmini, Crain, Meroni, Chierchia, & Guasti, 2001). For
example, in a study by Papafragou and Musolino (2003),
5-year-old children were shown a scene with three horses,
in which all three animals successfully jumped over a log.
When children were asked whether the sentence, ‘‘Some of
the horses jumped over the log” was a good description of
the event, most said yes. Adults, in contrast, denied that
this was a good description, since all of the horses jumped
over the log. Adults, unlike the 5-year-old children, com-
puted a scalar implicature. Interestingly, children do not
always lack a so-called strengthened meaning. Papafragou
and Musolino found that children provided adult-like
responses when tested with numerals. Children denied
that ‘‘Two of the horses jumped over the log” when three
horses did. Thus, although children failed to have adult-
like response with some and all, they interpret numerals
with an exact-meaning just like the adult controls.

What accounts for children’s frequent failure to com-
pute implicatures, and why do they fail with the quantifi-
ers some and all, but not with numerals? Previous studies
have suggested various factors that might affect children’s
derivation of implicatures, including limitations on work-
ing memory, limited understanding of context and meta-
linguistic tasks, and the salience or availability of relevant
scalar alternatives (see Chierchia et al., 2001; Musolino,
2006; Musolino & Lidz, 2006; Papafragou, 2006; Papafr-
agou & Musolino, 2003; Papafragou & Tantalou, 2004; Pou-
scoulous, Noveck, Politzer, & Bastide, 2007). According to
Papafragou and Musolino, since each of these factors might
limit children’s computation of implicatures, and since
children readily assign exact interpretations to numerals,
children must not be using implicatures to derive exact
meanings of numerals. Instead, by their view, the differ-
ence between quantifiers and numerals is due to the fact
that numerals, unlike quantifiers, have lexically strength-
ened, exact, meanings (see also Huang, Snedeker, & Spelke,
submitted for publication; Hurewitz et al., 2006; see
Breheny, 2008, for an example of an exact semantics).

It is uncontroversial that context affects when and
whether children (or adults, for that matter) will compute
implicatures (e.g., Guasti et al., 2007; Musolino, 2006;
Papafragou & Musolino, 2003). It is also known that work-
ing memory capacity grows over the course of develop-
ment (e.g., Gathercole & Baddeley, 1990). Finally, it is
known that adults take longer to compute implicatures
than to arrive at an utterance’s literal meaning, suggesting
that additional processes are involved (Rips, 1975; Noveck
& Posada, 2003; Huang & Snedeker, 2009a, 2009b). Never-
theless, the role of these factors in children’s pragmatic dif-
ficulties has not been empirically established. First,
although previous studies find that implicatures are more
likely in some contexts than others, the fact that strong
contextual cues can push children towards one interpreta-
tion over another does not show that their difficulties are
due to contextual misunderstanding. Instead, strong
contextual cues may compensate or mask difficulties

88 D. Barner et al. / Cognition 118 (2011) 87–96



Barner,	  Brooks,	  &	  Bale	  (2011)	  

Author's personal copy

Neither the word only nor the quantifier was empha-
sized by the experimenter’s prosody.

3. Results

The use of the word only had a significant effect on how
children interpreted sentences involving contextual alter-
natives, but had no effect on their interpretation of sen-
tences involving context-independent alternatives (some
and all).

First, consider the data for context-independent alter-
natives (see Fig. 2). In contexts where two of three items
fit a description (e.g., two out of three animals are
sleeping), children correctly agreed to sentences like,
‘‘Are some of the animals sleeping?” (2-Item True trials)
on 80.0% of trials, and correctly denied that all of the
animals were sleeping (2-Item False trials) on 87.2% of

trials. On 2-Item True trials, use of the word only had no
significant effect on children’s judgments (t(28) = 0.00,
p > 0.05). Only was never used in 2-Item False trials, so it
is not surprising that there was no difference between chil-
dren’s responses in the only and no-only conditions
(t(28) = 0.96, p > 0.05). Critically, on 3-Item Test trials, chil-
dren in the context-independent alternatives conditions
behaved like children in previous studies of scalar impli-
cature: when all three animals were sleeping and children
were asked, ‘‘Are some of the animals sleeping?” they did
not strengthen the utterance. Children in this condition
accepted 3-Item Test trials on 66.6% of trials. Their
responses did not differ significantly between 2-Item True
trials and 3-Item Test trials (t(14) = 1.0, p > .3), suggesting
that they were equally likely to agree that some animals
were sleeping when all three of them were as when only
two animals were sleeping. The insertion of only did not

Fig. 1. Examples of test stimuli in which two out of three, and three out of three, animals are sleeping.

Some/Only some?          All? Some/Only some? 

Fig. 2. Percentage of children who said ‘‘yes” to questions in the context-independent alternatives conditions. Error bars represent standard error.
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improve matters: there was no significant difference be-
tween strengthened and un-strengthened conditions on
3-Item Test trials (t(28) = .16, p > .8). For example, when
three animals were sleeping, children were equally likely
to say ‘‘yes” when asked, ‘‘Are only some of the animals
sleeping” as when asked ‘‘Are some of the animals
sleeping”.

Next consider the data for contextual alternatives
(Fig. 3). As in the context-independent condition, children
answered control questions correctly: they agreed to
2-Item True trials 95.8% of the time, and correctly rejected
2-Item False trials 80.5% of the time. Use of the word only
had no significant effect on children’s judgments on 2-Item
True trials (t(28) = 1.62, p > .05) nor on 2-Item False trials
(t(28) = 0.57, p > 0.05). In contrast, on the critical 3-Item
Test trials, children tested with contextual alternatives
were highly sensitive to the presence of only. Children al-
most always said ‘‘yes” when asked, ‘‘Are the cat and the
cow sleeping?” (92.9% of trials) but rarely said ‘‘yes” when
only was added: ‘‘Are only the cat and the cow sleeping?”
(14% of trials; t(28) = 8.98, p < .001). When only was added,
there was also a significant difference between the number
of ‘‘yes” responses in the 2-Item True and 3-Item Test con-
ditions (t(30) = 9.27, p < 0.001).

To compare results across conditions, data were entered
into a linear logistic regression with Trial Type (‘‘2-Item
False” vs. ‘‘2-Item True” vs. ‘‘3-Item Test”) as a within-sub-
jects variable and Scale Type (context-independent vs. con-
textual) and grammatical strengthening (only vs. no-only)
as between-subjects variables. The model found significant
main effects for all factors and all two-way interactions (all

ps < 0.001). Critically, there was also a highly significant
three-way interaction between Trial Type, Scale Type,
and grammatical strengthening (z = 3.29 p < .001). Chil-
dren were significantly more likely to accept a critical
3-Item test sentence if the sentence was grammatically
strengthened and had contextual alternatives than if it
was strengthened and was presented with context-inde-
pendent alternatives. Whereas only had a very large impact
on children’s interpretation of utterances including contex-
tual alternatives, it had no effect at all when children inter-
preted utterances containing the word some.6

4. General discussion

The results from this study are consistent with the
hypothesis that children’s knowledge of scalar alternatives
places a significant constraint on their ability to compute
scalar implicatures. In the experiment, children were able
to assign strengthened interpretations to utterances when
they included the focus element only, as long as alterna-
tives were provided contextually. For context-independent
scales – e.g., some/all – children failed to compute strength-
ened interpretations most of the time, even when only was
added. Since only forces strengthening grammatically (and
clearly did so for contextual alternatives), no pragmatic
inference was required. Thus, children’s failure to derive

Cat & cow/Only cat
& cow?

Cat & cow & dog? Cat & cow/Only cat
& cow?  

Fig. 3. Percentage of children who said ‘‘yes” to questions in the contextual alternatives conditions. Error bars represent standard error.

6 The difference in children’s sensitivity to only across conditions rules
out the possibility that they had systematic difficulties interpreting it, a
problem that children do encounter when multiple dimensions of contrast
are present in a context (see studies by Crain et al., in the Introduction).
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PragmaIcs:	  A	  developmental	  puzzle	  

•  Children	  are	  experts	  at	  pragmaIc	  word	  
learning,	  but	  terrible	  at	  scalar	  implicature	  

•  PragmaIc	  word	  learning	  requires	  intenIon	  
reading	  (Bloom,	  2002),	  knowledge	  of	  discourse	  
status	  (Akhtar	  et	  al.,	  1996),	  and	  some	  type	  of	  
perspecIve	  taking	  (Baron-‐Cohen,	  Baldwin,	  &	  Crowson,	  
1997)	  

•  All	  of	  these	  are	  Grice-‐relevant	  abiliIes;	  what’s	  
missing?	  



Searching	  for	  dissociaIons	  

•  The	  project	  of	  disInguishing	  these	  theoreIcal	  
classes	  is	  finding	  phenomena	  that	  dissociate	  
them	  

•  What	  dis3nc3ons	  can	  we	  make?	  

Ling
236,Stanford

(Potts)

3 Basic distinctions and divisions

Phenomenon Examples Grice 1975 Horn 2006 Sperber and Wilson 2004 Bach 1994 Levinson 2000

Underspecification strong enough (for X ) Said Said Explicature Impliciture Presumptive
Numeral upper-bounds (exactly) three GCI Said Explicature Impliciture Presumptive
Ordering with and e1 and (then) e2 GCI CI Explicature Impliciture Presumptive
Lexical scalar inference or (not both), some (not all) GCI CI Explicature Impliciture Presumptive
Particularized inferences Do you read Time? (No) I read LI. CI CI CI CI CI

Table 1: CI = ‘conversational implicature’; CGI = ‘generalized conversational implicature’. In the examples, the pragmatic meaning is inside parentheses.

On “what is said (in the favored sense)” It is not easy to impose the said/implicated distinction on tab. 1. Sperber and Wilson conceive of the basic
distinction differently, whereas Bach subscribes to the basic distinction but argues that implicitures fall into neither category (see also Bach 2006b:§8). For
Grice and Horn, the distinction works as I’ve given it here. For Levinson, everything in the table falls outside of what is said in the favored Gricean sense.

Definition 1 (Explicature; Carston 2004:635). “An assumption communicated by an utterance U is EXPLICIT [hence an “explicature”] if and only if it is
a development of a logical form encoded by U . [Note: in cases of ambiguity, a surface form encodes more than one logical form, hence the use of the
indefinite here, “a logical form encoded by U”]”

Definition 2 (Impliciture; Bach 1994:125). “[. . . ] the two ways in which a speaker can, independently of using any ambiguous or indexical expressions
and without speaking figuratively or indirectly, mean something without making it fully explicit. The first way arises whenever an utterance, even after
disambiguation and reference fixing, does not by virtue of linguistic meaning express a complete proposition. When a sentence is in this way semantically
underdeterminate, understanding an utterance of it requires a process of completion to produce a full proposition. The second way occurs when the
utterance does express a complete proposition (possibly as the result of completion) but some other proposition, yielded by what I call the process of
expansion, is being communicated by the speaker. In both cases the speaker is not being fully explicit. Rather, he intends the hearer to read something
into the utterance, to regard as if it contained certain conceptual material that is not in fact there. The result of completion and/or expansion is what I call
conversational impliciture.”

Explicature vs. impliciture The differences seem to be small and only partially related to the relevant phenomena (Bach 2006a; Carston 2004:650)

Definition 3 (Presumptive meaning; Levinson 2000:22). “What it [the standard Gricean picture –CP] omits is a third layer, what we may call the level of
statement- or utterance-meaning (see Atlas 1989:3–4), or, as I will prefer below, utterance-type-meaning. This third layer is a level of systematic pragmatic
inference based not on direct computations about speaker-intentions but rather on general expectations about how language is normally used. These
expectations give rise to presumptions, default inferences, about both content and force; [. . . ]”

Generalized vs. particularized Levinson was inspired by Grice’s (1975:56) distinction, which prefigures the idea that GCIs are present by default.

The grammaticized view Chierchia et al. (To appear) discuss only numerical upper bounds and lexical scalar inferences, which they argue are part of
what is said. They would likely be sympathetic to extending it to ordering with and. They clearly draw the line short of particularized inferences. My hunch
is that they would regard underspecification as a complex mix of ellipsis phenomena, presuppositions, and implicit LF-only material.
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