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We argue that the speaker designs each utterance for specific
listeners, and they, in turn, make essential use of this fact
in understanding that utterance. We call this property of
utterances audience design. Often Tisteners can come to a
unique interpretation for an utterance only if they assume
that the speaker designed it just so that they could come to
that interpretation uniquely. Ye illustrate reasoning from
audience design in the understanding of definite reference,
anaphora, and word meaning, and we offer evidence that
Tisteners actually reason this way. Ue conclude that aud1ence
design must play a central role in any adequate theorv of
understanding.

INTRODUCTION

In ordinary conversations, we tailor what we say tc the particular people we are
talking to. We have a good idea of the knowledge and beliefs they share with us
at the moment and what they are thinking of, and we design our utterances
accordingly. Evidence of this tailoring is everywhere. When we think our
addressees share with us the knowledge that a man is named Algysius, we may refer
to him as Aloys1us confident that they will understand who we are referring to,
When someone in a conversation says I'm getting tired, we may reply with the
highly elliptical So am I, confident that the others in the conversation will
understand us. When we think our addressees share knowledge that a particular
woman had just been sitting in a chaijr, we may point at the empty chair and say
That woman is named Veronica and be confident that they will understand who we are
referring to. We realize that anyone who didn't share our knowledge of Aloysius's
name, or of the previous utterance, or of the person who was just sitting in the
chair wouldn't necessarily understand us. We don't expect our utterances to be
understandable by just anyone. They are intended for particular listeners with
particular momentary thoughis and beliefs. Let us call this feature of utterances
audience design (see Clark and Carlson, 1982a}.

Although audience design is an ohvious feature of language in use, it has rarely
piayved a role in psychological models of language use. For years, the dominant
model of understanding has focused on how we analyze sentences--that is, how we
identify phonemes, words, syntactic constructions, and word meanings (see, for
example, Carroll & Bever, 1976; Forster, 1979; Garrett, 1978; Marslen-Wilson &
Tyler, 19803 Swinney, 1979). But when we listen to people in conversations, our
aim isn't simply to identify the phonemes, words, and sentences they used, We try
to understand what they meant in saying what they did on that occasion. For that,
we must consider not only the acoustic signal and our knowledge of the Tanguage,
but also the particular beliefs and thoughts we think the speaker shares with us
at that moment. The dominant model, in effect, excludes the thoughts and beliefs
of individual speakers and listeners. It is a model of understanding that
excludes the understanders . .
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The dominant model of understanding would be worth pursuing if we could assume
that people identify phonemes, words, and ‘sentences without regard for audience
design. But we cannot. Although some processes in understanding may not be
greatly affected by audience design (see Marslen-Wilson & Tyler, 1980; Swinney,
1979}, many others probabiy are. These include processes that have often been
assumed to run off without regard for audience design. In this paper, we will
review the role of audience design, especially as it has arisen in our own
research, in three areas of comprehension--definite reference, anaphora, and word
meaning. ' - :

DEFINITE REFERENCE

Definite reference has long been an object of study in philosophy and Tinguistics.

In 1905, Bertrand Russell analyzed The king of France is wise as meaning: (&)
there is a king of France; (b} there is not more than one king of France; and (c)
there is nothing which is king of France and is not wise. - Does this analysis do
Justice to people's uses of definite descriptions? Strawson (1950) argued that it
didn’t and proposed instead that when a person utters The king of France is wise.
he presupposes (a) and (b) and asserts only (c). These two views and their
offspring have been examined in detail by linguists and philosophers over the

years (see Hawkins, 1978; Kempson, 1975; Wilson, 1975), and the debate still goes

an.

- For psychologists, the debate has an added dimension, since any model of
understanding must say how definite reference is processed. In one influential
model, Olson (1970) claimed that people view the object they are trying to refer
to--the referent--as belonging te a 'referent array,” which may be either explicit
and visible, or implicit. The speaker's reference to an object is successful if
it describes the cbject so that it can be uniguely distinguished from all the
other abjects in thé referent array. If a speaker wants to refer to one of five
men at a bar, he cannot use simply the man at the bar., He must give a unique

QOison's model, however, is either incomplete or incorrect. First, for certain
arrays, people give more specific descriptions than the model predicts. For an
array with a dog and a rock in {t, people are more 1ikely to say Lcok at the dog
than Look at the animal, cr Look at the living thing, as Olscn's model would
predict {Cruse, 1977; Rosch, 1978). Second, references in conversations are
dynamic. A person might first refer to somecne as the woman who scld me a bottle
of Chanel No. 5 this morning, but afterwards refer to her simply as the perfume -
Tady, with only an ailusion to the event described in the first reference (see
Krauss & Weinheimer, 1966, 1967). And third, the model doesn®t say how referent
arrays get defined. This is an especially important issue when the array is
implicit in the context, as it usually is in definite reference. When a wife
tells her hushband The door is open, what referent array is she assuming, and how
does he know? For these and other gaps in Glson's account, there are no easy
remedies.

From our point of view, the main problem is that Olson's model doesn't make full
~use of the audience design of a definite reference. As Clark and Marshall (1981}
have argued, an essential part of audience design in definite reference is the use
of the speaker’'s and addressee's mutual knowledge, beliefs, and suppositions, or
what we will call common ground (see Clark % Carlson, 1981, 1982b). Imagine Anne
talking to Pierre. To use the definite description the man you met yesterday, she
has to have good reason to believe that Pierre can readily identify the referent
uniquely on the basis of their common ground. Furthermore, Pierre should believe
that Anne believes this. Pierre might have met many people the day before, but he
knows that Anne doesn’t know about most of these people. The only person they
share knowledge of his meeting the day before is, say, Jacques, and so, his tacit
reasoning goes, she must be referring. to Jacques. .
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One premise in Pierre's tacit reasoning is especia]]y important to that process.
He knows there are many people who fit Anne's description of being a man that he
had met the day before and, indeed, that Anne must assume there are too. But

. since he can assume that Anne has good reason for believing that he can readily
identify the right person uniquely on the basis of their commen ground, he can
reason: "If she thinks I can readily identify her referent uniquely, she must bhe
referring to the only person we mutually know that I met yesterday, namely
dacques." It is as if Anne's definite description weren't simply the man you met
yesterday, but the man you met yesterday that I have good reason to believe that
you can readily identify uniquely cn the basis of our common ground. ImpTicitly,
Anne's definite description includes an instruction to Pierre about how to reason
through to the referent, Let us call this added premise the design assumption.

As vie will argue, in many cases a listener cannot identify the referent without
making essential use of the design assumption.

How do speakers and addressees decode what is part of their cemmon ground and what
isn't? Since people can't look into each other's heads, they must use certain
heuristics {Clark & Marshall, 1981). The heuristics they rely on work from three
main sources of information and their combinations:

(a) Community membership. Once Anne and Pierre mutually recognize that they are
both Parisians, they can take as common ground anything that is universally known,
believed, or supposed by Parisians. Anne and Pierre, of course, may jointly
belong tc many other communities and subcommunities toco, ranging, for example,
from the community of all humans to the community of experimental psychologists
whe had studied with Piaget in 1959. Each of these communities and subcommunities
has a body of know]edge, beliefs, and suppositions that everyone in the commun1ty
takes to be-universal in that community,

(b) Physical co-presence. Once Anne and Pierre have both experienced something
together, like the seeing of a movie, or person, or scene, they can also each take
what they experienced to be part of their common ground.

{c) Linguistic co-presence. Once Anhe and Pierre have both participated in a
conversation in which a fact has been asserted or an object menticned, they can
each take knowledge of the fact or the object to be part of their common ground.

So to design and understand references correctly, people need to consult the
personal diary they keep in memory of the events in which they and others have
taken part. For Anne to be able to use the man you met last night to refer to
Jacques, she must assure herself, for example, that she and Pierre had been
together when she had seen him meet Jacques., Without such a remembered event ar
some other basis for common ground, she can't be sure he will realize that Jacques
is part of their common ground.

A striking exampie of reasoning from the design assumption can be found in
demonstrative reference. Imagine Anne pointing at two men and saying to Pierre:

{1) Look at that man.

Under Olson's modei, this reference should always be inappropriate, since
Tisteners can never resolve the ambiguity: that man can always refer to either
man. But imagine that one of the two men was distinctive in some way--say, he was
dressed 1ike Napoleon. Then Anne's reference would be quite appropriate, and
Pierre would take her as referring to the man dressed like Mapoleon. How?
Reasoning from the design assumption, he would note that since she expected him fo
recognize which man she was referring to, there must be something distinctive
about the referent to allow him to do that, and so she must be referring to the
Napeleon look-alike.

The effectiveness of such reasoning was demonstrated in an experiment by Clark,
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Schreuder, and Buttrick (in preparation). Buttrick walked up to students on the

Stanford University campus and handed them a photograph of President Ronald Reagan

standing next to his director of the budget David Stockman. People in an

independent survey had said that they assumed that Reagan was well known to

everyone but Stockman was not. Buttrick then asked each student one of two “;
questions:

{2) You know who this man is, don't you?
(3) Do you have any idea at all who this man is?

Nete that he used. the same definite description, this man, in both utterances.
MNevertheless, for 2, people offered replies such as "Yes, that's Reagan," not once
thinking that he had referred to Stockman. For 3, people said such things as
"Yos, I believe that's Stockman"; only two of 20 people assumed Buttrick was
referring to Reagan. The reasoning people used relied on the presuppositions
expressed-in 2 and 3. In 2, Buttrick presupposed that they ought to know who he
was referring to, but in 3; that he doubted they would. "It was these
presuppositions, and the community knowledge that Reagan is better known, that
enabled them to come to a upique referent viaz the design assumption.

Audience design alsc plays a role in the level of description in definite
referance. Recall that one of the facts (lson's model couldn't account for was
that when people refer te objects in neutral contexts, they tend to describe them
at a middle level of abstraction. When people refer to a dog, a bird, or a chair, -
they generally use the dog, the bird, and the chair in preference to more specific
descriptions 1ike the spaniel, the sparrow, and the armchair, and in preference to
more general descriptions like the object, the animal, and the piece of furniture.
This Tevel of preferred naming has genera]]y been called the basic level of
abstraction (Rosch et al., 1976).

Why should the basic level be the preferred level of description? One explanation
is that dog, bird, and chair denote basic categories, and these categories are
basic because they maximize two factors simultaneously: (a) they are specific;
and (b) they are dissimilar to other categories. The most general categories,
Tike objects, or even anima?l and furniture, are too low on the first factor: they
aren't specific enough to be useful. Very specific categories, like spaniel,
sparrow, and armchair are toc similar to other neighboring categories, 1ike
terrier, robin, and highchair. They are too low on the second factor. The idea
that the basic level maximizes these two factors has been supported in several
experiments by Murphy and Smith {1982). When people were taught hierarchies of
categories that varied on only these two factors (with other factors held
constant, which rarely kappens in nature), they categorized objects fastest for

the basic Tevel names.

These two factors are important because of audience design. For the first factor
this is clear: the more specifically an object is described, the sasier it can be
identified unambiguously. But if this is so, why isn't it always better to caill
something a terrier, sparrow, or armchair rather than a dog, bird. or chair? Why
should the second factor make a difference? The reason is that using a specific
name would imply, by Grice's (1975) maxim of quantity, that the distinction
between terriers and other dogs, or between 5parrows and other birds, or between .
armcha1rs and other types of cha1rs, was 1mportant 1n that s1tuat1on For Ahne to

other types of chairs in the situation. IF there is no other chair present, then kS
her reference seems odd. Why is she emphasizing that it is not just any type of -~ B
.chair, but a desk chair? When a woman who owns only one car says, My Ferrari is
out front, we take her as trying to impress us hy distinguishing her Ferrari from .
more ordinary cars. 'Because basic level terms do not make.such Fine distinctions s

yet are still relatively informative, they are the neutral description.
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But as Murphy and Brownell {unpublished) have argued, when the veferent is
atypical of the category to which it belongs, it gererally needs a more specific
description. People should vefer to a penguin as the penguin and not as the bird,
even though bird is the basic level term. Why? Penguins are not very similar to
other birds, and so distinguishing penguins from other birds will be important for
identifying them in most situaticns. To refer to a penguin as the bird might
imply that it could fly, s1ng, and build nests, as most typical birds do. - Indeed,
people in Murphy and Brownell's experiments were able to categorize atypical
objects faster with more specific names (1ike penguin) than with basic Tevel names
(1ike bird), even though for typical cbjects they were fastest for the basic Tevel
names. These results show that a preferred Tevel of naming is not simply a result
of greater familiarity or informativeness of names. Speakers design their
descriptions to convey as much information as possible, yet not to make
unnecessary or inappropriate distinctiens in that situation.

ANAPHORA

Although speeck generally sounds complete, it isn't. HMuch is left out in both the
logic and the syntax. Anaphora is the name for the set of phenomena in which
Tinguistic elements are missing, sometimes with other elements substituted for the
missing ones {see Hankamer & Sag, 1976; Sag & Hankamer, 1981). The best known
type of anaphora is pronominalization, in which a pronoun (Tike he) is used

instead of a fuller description of the referent (1ike the handsome gentleman over
there) Closely related to pronominalization is nominal anaphora, as in this
examplea:

(4) The blue racing car crashed into a wall,
The vehicle was destroyed.

In 4, a second definite description (the vehicle) refers to the same object as an
“earlier, 10nger definite description T—_é blue racing car). Since it could have
been used in 4 just as well as the vehicle, pronominalization and nominal anaphora
are probably understood by similar processes. The principles we discussed under
definite reference alsc apply to pronominalization and nominal anaphora when they
are definite.

In understanding nominal and pronominal anaphora, listeners rely directly on the
design assumption in drawing what Clark and Haviland {1977; Haviland and Clark,
1974 Clark, 1977a, b) have called bridging inferences. Consider this two-sentence
segment of discourse: '

(5) Marie took some picnic supplies out of the car. The beer was warm.
The problem here is that the speaker refers to some beer in the second sentence
even though there is none in the discourse model so far. The Tistener, however,
assumes that there ought to be some beer there if the speaker designed the
utterance so that he could find such a referent uniquely. So he adds some beer to
the disccurse model via the following bridging inference:

{5'} There must be some beer among the picnic supplies, and this is the beer
referred to,

Similarly, consider these segments:

(6} Anne: Look at that fellow dance!
Pierre: Yes, the magyor is an excelient dancer.

{7) Jean had a bruise on his cheek, Marie did it.

For the mayor in 6 and for did it in 7, listeners would make the following
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bridging inferences *

(6.,) The fell oW Anne refgrred to must be a mayor; he must be the mayor of
the city Anne and Pierre are in at the moment; and he is the referent of
the mayoY_-

(7'} Jean mus have got a bruise on his cheek because someone did something
to him, @and what that someone did is the referent of did it.

The Tistener knows what bridging inference to add only by appealing to the design
assumption {see C1 ark, 1977a,l_)). In 5 Pierve reasons this way: "If Anne had good
reason to think rhatl cou]qI infer the presence of some beer uniquely, she must
have thought the i nference is the rpost obvious one available from cur common
ground.. The beer cannot be in Marie's handbag or near the car or in the branch of
3 tree. It must be ameng the picnic supplies, the mutually obvicus place for the
beer to be."

There is good evi dence T.hat.hsteners do make such bridging inferences {see Clark
and Haviland, 16777 - F1r§t, they say they do. Second, they take time in drawing
bridging inferences - Haviland and Clark (1974) compared the time people tock in
trying to understand the second sentences in 5 and 8: .

{8} Marie took some beer out of the car. The beer was warm.

In 5, Tisteners have to draw the bridging inferences in 5', but in 8, they need to
jnfer only 8':

(8') The beer menticned in the first sentence is the beer being referred t

in the second. _
The more complicated bridge in 6' took about a fifth of a second Tonger to’
construct than the simpler bridge in 8' (see alsc Clark and Sengul, 1979;
carpenter and Justs 1977; Just and Carpenter, 1978; Lesgold et al., 1979). And
finally, listeners oftev misremember having heard & bridging inference when it
didn't in fact occur {Kintsch, 1974, Chapter 8).

pudience design a15,o.p'lays ] ro]g in understanding more complicated types of
anaphora, as we can illustrate with the form called "sluicing” in 9:

(9) Anne: C}_aude climbed the old clock tower and then waited for someone to

rescue him-
Piarre: [ wonder why .

Examples Tike this have generally been analyzed as cases of deletion of & verb
phrase or clause through a simple syntactic mechanism (Sag & Hankamer, 1981). In-
this system, Anne would interpret Pierre's blank by consulting the previous
Cttorance for a Syntact1ca11y suitable replacement, here probabiy the whole
previous sentences Qamﬁ1y Claude climbed the old clock tower and then waited for’
comeone to rescué him." But suppose that she and Pierre mutually knew that Claude
climbed up and down the o1d clock tower once a week. HNow she would assume instead
that the blank referved to only her second clause--"I wonder why Claude waited for
comeone to rescue him-" Or suppose that they mutually knew that Claude was a’
parachutist who 1iked to drop onto tall buildings and wait to be rescued. This
time she would assume that the blank referred to the first clause alone--"1 wonder
why Claude CLIMBED the old clock tower." The interpretation of anaphora of this
and related typess ther, also demands that 1isteners reason from their common
ground about what the speaker could have expected the addressees to interpret
uniquely. . . C .

50, audience desj'gn is crucial to many, and perhaps all, types. of_ anaphora. .'
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Without it, Tisteners couldn't resolve ambiguities or build the bridging
inferences required by many types of anaphcra. Syntactic information is almost
never enough.

WORD MEANINGS

In many standard views of meaning (e.g., Katz, 1972), a word 1ike bank appears in
the Texicon with one or more lexical entries associated with it. Each entry
contains, among other things., a 1ist of the possible senses with which that word
can be used. Bank would have twe lexical entries, one for the senses clustering
aroung "steep natural incline" and another for the senses aroung "{inancial
institution,”" such as “"financial institution,™ "building housing a financial
institution," and "the reserve chips in certain betting games.” Bank is considered
a homonym since its two lexical entries are thought to be 1ndependent of each
.ather,

This view of meaning is the one that psychologists have generally adopted in their
models of word understanding. In most discussions of lexical access (Forster,
1979; Garrett, 1978; Swinngy, 187%), for example, iisteners are assumed to access,
or activate, more than one sense of each word they hear and then select among
these senses on the basis of context. Metaphorically, listeners thumb through
their mental Texicons for the right Texical entry and then try out each listed
meaning for its plausibility in context, eventually selecting the right one.
Precisely how this is done differs from model to model, but otherwise there is
considerable agreement. Most of the findings in lexical access have been inter-
preted -from this point of view.

Audience design would piay & rcle in these models, but its role would be Timited.
Speakers would have a particular sense of a word in mind, Tike "building housing &
financial institution” for bank, and they would provide enough context to enable
their addressees to select the intended sense rather than some other. Ordinarily,
this would be easy, since there are only a few pessible senses for each word, and
the intended one is contrained by many factors at once.

But audience design is more central to word meaning than this. The vocabulary of
a language is open ended, and novel coinages, or word innovations, can be added at
any time. Imagine Anne saying to Pierre:

{10) Was your newspaper properly porched this morning?

Although porch exists in English as a noun, it doesn't exist as & verb., But if it
doesn't, how can Pierre interpret it? He cannot consult his mental lexicon, which
has no Texical entry for this novel coinage. He is forced to create a meaning for
the word on the spot. The same problem arises in this small sampie of innovative

expressions (underlined):

{11) My sister managed tp Houdini her way into her office this morning.
(12) The poiice car sirened up to the accident.
(13) I postcarded all my frieds that I was having a good time in Aix.

As Clark and Clark (1979) argued, certain types of novel coinages are not merely
ambiguous. They have, in principle, an indefinitely large number of possible
senses. In different situations, to porch can be taken to mean "turn into a
.porch," "supply with a porch," "disarm with a drawing of a porch," and so on
.indefinitely. Its possible senses are not enumerable. There is no algorithm that
can enumerate just those senses it could have and no other senses. Clark and
Clark called words whose senses are .not enumerable contextual expressions.
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Contextual expressions are interpretable oniy because of their audience design.

As Clark and Clark argued, a speaker uses such an expressjon only when he has good

reason to beTieve that his addressees can readily identify the intended denotation
uniquely on the bas1s of their common ground. When Anne uses to Houdini, she is
confident that Houdini and his ability to go through locked doors are common 4
ground to her and Fierre and that he can use this knowledge to come guickly and

unigquely to the intended denotation "go through a locked door as if by magic.” In

many situations, the design assumption would be crucial to Pierre's reasoning. ;
Without it, he may be able to identify many possible interpretations, yet not <
decide which one had been intended, .

1 contextual expressions were on the periphery of language, they would be little
cause for concern. But they are ubiquitous, and they are understood quickly and
readily in the normq] course of conversations. -There are many types of contextual =’
expressions » 1ncluding novel coinages in these constructions (Clark, 1982).

indirect nouns, as in I saw a Henry Moore today

noun compounds, as in T Just bought a bed clock

genitives, as in My bus today was crowded

denominal nouns, as in He is a Churchiilite

denominal verbs, as in The newsboy porched the newspaper

eponymous verbs, as in I did a Napoleon for the camera

pro-act verbs, as in Alice did the lawn

denominal adjectives, as in He's very Churchillian

non-predicating adjectives, as in This atomic book is interesting : .
eponymous adfectives, as in She's very San Francisco - : .

Contextual expressions are an ordinary part of language (see Clark & Clark,
1976; Clark, 1982; Nunberg, 197%). They are usually understood quickly and
without Special effort or disruption. In experiments by Gerrig and Clark,
noveT_denomiﬂa1 verbs took only a fraction of a second longer, if that, to
understand than anzlogous well established words. Most of the time, listeners
don't even notice they are interpreting novel coinages, and when they do, they
don't find them odd or unnatural. For a theory of understanding to be

corract, thereforg, it must deal with contextual expressions in the normal
course of processing.

Current theories of understanding, however, don't {see Clark, 1982). A1l of
them assume, in one way or another, that listeners select among senses already
in the mental lexicon or, failing that, among senses that can be created by a
"lexical rule.” HNeither of these solutions can cope with the indefinitely
large number 0f senses of contextual expressions nor with the fact that these
senses cannot be constructed by rule.

If these arguments are correct, audience design should play an essential role
in the process of understanding words, and it does. In several experiments
{Clark, unpublished), people were asked to interpret novel expressions such as
these: . :

{(14) The photographer asked the man tc do a Napoleon for the camera.
{15) I have always wanted to do a Nancy King to the salad.

To interpret these, people have to know who Napoleon and Nancy King are, to -
know acts they have done, and specifically to know some act that fits these C
utterances uniquely--am act that the speaker would ‘have good reason to think
they could identify readily. and uniguely. For cases like 14, this process can . .

" succeed, and most people in the experiment interpreted do a Hapoleon as "tuck v
_the hand inside the coat & Ta Napoleon." For cases like 15, the process can

- only fail--unless people are told something about Nancy King, which is a -
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made-up name not part of commen ground. When pecple in this experiment were
told a story about Mahcy King from which they could create a coherent unique
interpretation, they accepted 15 and interpreted it as predicted. When they
were told a story that preciuded such an interpretation., they rejected the
utterance and gave no interpretation. So people made direct use of the design
assumption in deciding what these words meant.

Since novel coinages depend crucially on audience design for their
interpretation, they should be understood quickly when the context is
appropriate and not so quickly when it isn't.” 0f course, an appropriate
context should speed the processing of any word, but.it should be evern more
helpful for novel coinages. To test this prediction, Gerrig and Clark
{unpublished) had people read sentences such as the following:

(16} She had a special way of spicing omelettes.
{17) She had a special way of herbing omelettes.

Although both spice and herb are verhbs created from nouns, the verb spice is.
already well established in the texicon, while the verb herb is novel.
Consider what should happen when 16 or 17 is preceded by 18 or 19:

(18) Eve was very good at using the right seasoning in her cooking.
(19) Eve was very good at cooking a variety of dishes.

With 18 but not 19, the speaker mentions seasoning, which makes the neaning of
the verb herb easy to create. The mention of seasoning, however, should give
less help to the verb s che, whose meaning doesn't need to be created in the
same way: its meaning is already in the mental lexicon. These predictions
were confirmed in the reading time of the two types of sentences.

Listeners can never know, whén they hear a word, whether it is being used in
cne of its well established senses, if it has one, or in an innovative sense

" (see Clark, 1982). They may be certain that words 1ike to Houdini and
hammer-pocket are innovative and require the creation of a new sense, since
these are not in the mental lexicon. They cannot be certain for the rest.
Ultimately, they must always rely on the design assumpt10n in deciding what
the speaker meant.

CONCLUSIONS

We have argued as follows. When people talk, they tailor what they say to
their audience. They expect their audience to use that fact in figuring out
what they meant. Since listeners can assume that the speaker had good reason
to believe that the addressees could fully understand what he meant on the
basis of their common ground--this is the design assumption--they can reason
through to the speaker's meaning accordingly. We have illustrated this form
of reasoning for definite reference, anaphora, and word innovations. Audience
design, therefore, must play an essential role in theories of understanding.

But the models of understanding most prominent today make 1ittle or no use of
audience design. They work primarily from perceptual data--the speech
sounds—--applying varjous strategies to identify phonetic sequences, words,
syntactic constructions, and sentence meanings. When context is brought in,
it is brought in to arbitrate among the possible interpretations created by
the strategies working from the perceptual data. .

This will not do. People have to reason from the design assumption even to

295
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get syntax and word meanings right. For example, the syntax of to porch
depends on which of the indefinitely large numbér of possible meanings it is
intended to have on this occasion: Does it take a direct or an indirect
object, an animate or inanimata subject, or any oblique objects? Listeners
cannot decide without reference to audience design. Further, there is
evidence in the Garrig and Clark experiments that people trying to understand
an utterance make use of the design assumption in parallel with its syntactic
and semantic properties (see also Marslen-Wilson & Tyler, 1980}. Audience

design comes into play any time listeners make choices, and.these occur at all’

Tevels of language; from the phonetic level up.

Why has audience design played so 1ittle part in psychological models of
understanding? It is probably because there has been so much research on
understanding of isolated sentences and so little research on conversations
and other genuine communication. In research on isolated sentences, the
beliefs and background of particular listeners are almost impossible to study.
For psychological models to become truly psychological, they must bring in the
thoughts of individual speakers and listeners. They must be more than models
of Tanguage use, They must be models of language users.
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