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Abstract 

We implement and evaluate systems for 
automatically distinguishing habitual and epi-
sodic sentences. Using features such as tense, 
aspect, noun phrase characteristics, temporal 
modifiers, specific adverb modifiers, and spe-
cific verb auxiliaries on genericity we built 
and evaluated a supervised machine learning 
classifier that provides 86.3% precision in dis-
ambiguating habitual and episodic sentences. 
This compares against a majority class base-
line of 73.1% precision. In order to support 
these objectives, a representative corpus sam-
ple was hand-annotated. 

1 Introduction 

The distinction between habitual and episodic sen-
tences is well known in the linguistic semantics 
literature (Dahl 1985, Krifka et al. 1995, Carlson 
2005).  Habitual sentences, such as (1a), are used 
to state general facts, while episodic sentences, 
such as (1b) are used to refer to specific events. 

 
(1) a. Bombs explode when ignited. 

b. The bomb exploded. 
 

Making this semantic distinction is essential 
for a number of natural language processing tasks, 
from document summarization to event extraction, 
but it is not easy. There are few overt features that 
unambiguously signal habitual/episodic distinction 
in languages of the world (Dahl, 1995). Fortu-
nately there are many features which provide good 
evidence for this classification: The English simple 
present tense, for example, is used primarily with 
habitual sentences, while definite temporal adver-

bials such as last week are used almost exclusively 
with episodic sentences. 

In this paper we report on our experiments in 
building a system for automatically classifying 
sentences as habitual or episodic. This involved the 
development of a corpus of annotated example 
sentences, the selection of features for use in clas-
sification, and the application of a number of clas-
sification algorithms. 

1.1 Habitual vs. Episodic Sentences 

Habitual sentences come in a variety of sub-types 
(Rimell 2004): Those with generic antecedents that 
refer to generalizations about classes of individuals 
(2ab), and those that refer characteristics of a sin-
gle individual (2c).  

 
(2) a. Bears usually eat blackberries 

b. Italians drink wine 
c. Jane wakes up at 7:00 AM 

 
In what follows we take habitual sentences to 

be sentences whose main verb is lexically dy-
namic, but which do not refer to particular events. 
Although stative sentences such as Italians like 
wine, share many of the semantic features of 
habituals (cf. Chierchia 1995), we exclude statives 
from our investigation because they do not exhibit 
the habitual/episodic ambiguity. Stative verbs such 
as like cannot, in general, have an episodic inter-
pretation. 

Episodic sentences refer to finite irregular 
events.  Examples are shown in (3) below (Carlson 
2005).  

 
(3) a. Mary ate oatmeal for breakfast this morning 

b. Each student handed in a completed  
    assignment 

 



As shown by (3b), episodic sentences can also 
refer to a plurality of events. The contrast between 
episodic and generic sentences, then, concerns not 
the number of events referred to, but rather the 
gnomic, characterizing or other “intensional” prop-
erties of the sentence (Carlson 2005). 

Some markers indicate quite clearly that a sen-
tence is habitual. These are frequency adverbs 
(such as usually, typically), use of a quantifica-
tional temporal modifier (such as every night) and 
use of a habitual past modifier (such as used to or 
would). Other features are less direct, such as the 
forms of the grammatical argument NPs: In (4ab) 
we see that number of the grammatical object NP 
can influence the classification, but in (4c) also 
that this depends on the semantics of the NP itself. 

 
(4) a. John smoked cigarettes 

b. Mary smoked a cigarette 
c. Bill smoked a pipe 

 
Very few markers indicate clearly that a sen-

tence is episodic. One explicit indicator of epi-
sodicity is definite temporal modifiers as shown by 
the modifier twice this week in the example (5) 
below (Cowper 2003).  

 
(5) Angus Young wore a school uniform twice this 

week 
 

In addition, the progressive in English is typi-
cally but not absolutely predisposed towards an 
episodic interpretation (Krifka et al. 1995). Again, 
there are important lexical semantic factors that 
can play a crucial role, as the contrast between ex-
amples (6a) and (6b) show (the former being epi-
sodic and the latter being habitual). 

 
(6) a. John is eating an apple 

b. John is seeing a girl from Brooklyn 
 

The class of a sentence is not always solely de-
termined by sentence-internal factors; in such cases 
it is only in the context of a discourse that the sen-
tence can be classified, as in (7), where (7a) is ha-
bitual and (7b) is episodic. 

 
(7) a. John rarely ate fruit. He just ate oranges  

b. John didn’t eat much at breakfast. He just  
    ate oranges  

 

In this paper we will be concerned with the 
problem of determining automatically on the basis 
of sentence internal information whether a sen-
tence is habitual or episodic. We are leaving cases 
such as (7) to future work. 

1.2 Related Work 

While some work has been done on the related 
tasks of distinguishing generic from specific NP 
reference (Suh 2006), and of determining the lexi-
cal class of a verb (Brent 1990, Siegel 1999) we 
know of no other study on the supervised classifi-
cation of habitual/episodic sentences. As with 
Suh’s task, our task is concerned with classifying 
particular uses of verbs in context. In that sense we 
are engaged in a kind of word sense disambigua-
tion undertaking. This distinguishes our work from 
that of Brent and Siegel, which were concerned 
with classifying particular lexical verbs. As noted, 
however, the event/state distinction shares much in 
common with habituality/episodicity distinction. A 
number of the features that Siegel used in distin-
guishing stative from eventive verbs have proven 
useful in our task.  These are listed in Table 2.  

2 Annotation and Feature Analysis 

In order to investigate the effects of sentence inter-
nal features on the classification, we manually 
classified a number of sentences as to their habitu-
ality. We randomly selected sentences from the 
Penn Treebank (from the WSJ and Brown corpus) 
for manual annotation; the only restriction applied 
was that the verb predicate was not lexically sta-
tive. We then expanded our data set to include all 
sentences in the corpus whose verb predicate was a 
morphological variant of one out of the set of verb 
forms in the initial sentence group; this was done 
so as to include the full range of feature and cate-
gory variation for each verb form. Each of these 
sentences were reviewed in context and annotated 
as either episodic or habitual based on the follow-
ing criteria: 1) We verified if the sentence included 
features that provided explicit category attribution 
(see 1.1), 2) We tested whether sentence meaning 
changed by modifying the verb predicate with usu-
ally (no change in meaning indicated habituality), 
and 3) We considered intuitive judgments of the 
sentence category of the prior and following sen-
tence in the discourse. For all cases where the cri-



teria did not provide attribution, we applied intui-
tive judgment.  

The annotated data comprised 1,816 examples 
with 72 distinct lexical verbs. As indicated in Ta-
ble 1, although the vast majority of the examples 
were episodic, nearly 20% of the cases were habit-
ual. The verbs themselves showed clear biases, 
with a number of lexical verbs appearing practi-
cally only in either one class. In order to minimize 
the impact of the lexical verb on the classification 
task and to focus on the grammatical features, we 
chose to discard verbs that showed an overwhelm-
ing bias for either category. Out of the 72 verb 
base forms, 53 showed greater selection for epi-
sodicity - we discarded the top 25% (=14). Like-
wise, 12 verb base forms showed greater selection 
for habituality and the top 25% (=3) were dis-
carded. The elimination step reduced the data to 
1,052 examples covering 57 verb stems. 
 

Category 

Distribution (%) 
Before verb 
processing 

After verb 
processing 

Habitual 19.9 26.9 
Episodic 80.1 73.1 

Table 1. Category Distribution 
 

Feature Domain of Values 
Tense Present, Past, Infinitive 
Progressive Aspect Presence, Absence 
Perfect Aspect Presence, Absence 
Quantificational  
Temporal 

Presence, Absence 

Specific Temporal Presence, Absence 
Bare-plural Subject Presence, Absence 
Definite Subject Presence, Absence 
Absent Object True, False 
Bare-plural Object Presence, Absence 
Definite Object Presence, Absence 
Conditional Presence, Absence 
‘at’ Prepositional 
Phrase 

Presence, Absence 

‘in’ Prepositional 
Phrase 

Presence, Absence 

‘on’ Prepositional 
Phrase 

Presence, Absence 

Table 1. Features 
 

We then selected syntactic/grammatical mark-
ers that were shown to be statistically significantly 
related to the sentence category. We chose to focus 
on features that could be derived directly from the 

Penn Treebank annotation scheme (cf. Rohde 
2000). These features are listed in Table 2. 

These features were analyzed as to their selec-
tional significance by evaluating the distribution of 
the category over a particular feature value and 
comparing the deviation against the baseline distri-
bution (shown in Table 1) to determine whether the 
feature significantly selects for a particular cate-
gory or not. To evaluate significance we applied a 
binomial distribution model. The standard devia-
tion of a particular category in a multinomial dis-
tribution is evaluated using the expression below 
where i is the sentence category (i.e. habitual or 
episodic), Pi is the probability of the category and 
n is the total number of sentences. 
 

(8) ) - (1 iii PP n  
 
For each category, we determined upper and 

lower thresholds as being 3 standard deviations 
from the baseline distribution. Any features which 
had a category distribution outside the upper limit 
were considered to show significant positive selec-
tion for a category; likewise any features with a 
category distribution below the lower limit were 
considered to show positive selection for the op-
posing category. The upper and lower thresholds 
were calculated using the expression below where 
ni is the number of sentences of category i. 
 

(9) 
n

n i    i 3
 

 

Category ni i 
Lower 
Limit 

Upper 
Limit 

Habitual 284 14.4 22.9% 31.1% 
Episodic 768 68.9% 77.1% 

Table 2. Distribution Outlier Thresholds 
 

The variation of the distribution of sentence 
category with the different features1 is shown be-
low. We have used the notation  to indicate that 
there is likely to be a positive correlation between 
the feature and the category,  indicates the likeli-
hood of a negative correlation and  indicates the 
likelihood of there being no correlation. 
 
 

                                                           
1 The detailed feature extraction mechanisms applied are de-
scribed in Mathew (2009). 



Feature 
Category 

Hab. Ep. 
Present Tense Count 149 29 

% to Feature  84%  16% 
% to Category 52% 4% 

Past Tense Count 121 702 
% to Feature  15%  85% 
% to Category 43% 91% 

Infinitive Count 14 37 
% to Feature  27%  73% 
% to Category 5% 5% 

Progressive  
Aspect 

Count 3 12 
% to Feature  20%  80% 
% to Category 1% 2% 

Perfect  
Aspect 

Count 11 13 
% to Feature  46%  54% 
% to Category 5% 1% 

Specific  
Temporal 

Count 9 90 
% to Feature  9%  91% 
% to Category 3% 12% 

Quantificational 
Temporal 

Count 53 5 
% to Feature  91%  9% 
% to Category 19% 1% 

Bare-plural  
Subject 

Count 20 9 
% to Feature  69%  31% 
% to Category 7% 1% 

Definite Subject Count 200 692 
% to Feature  22%  78% 
% to Category 70% 90% 

Indefinite Sub-
ject 

Count 84 76 
% to Feature  53%  48% 
% to Category 30% 10% 

Absent Object Count 93 232 
% to Feature  29%  71% 
% to Category 33% 30% 

Bare-plural 
Object 

Count 16 18 
% to Feature  47%  53% 
% to Category 7% 2% 

Definite Object Count 57 319 
% to Feature  15%  85% 
% to Category 20% 42% 

Indefinite  
Object 

Count 227 449 
% to Feature  34%  66% 
% to Category 80% 58% 

Conditional Count 10 37 
% to Feature  21%  79% 
% to Category 4% 5% 

‘at’  
Prepositional 
Phrase 

Count 4 26 
% to Feature  13%  87% 
% to Category 1% 3% 

‘in’  
Prepositional 
Phrase 

Count 15 36 
% to Feature  29%  71% 
% to Category 5% 5% 

‘on’  
Prepositional 
Phrase 

Count 4 22 
% to Feature  15%  85% 
% to Category 1% 3% 

Table 3. Analysis of Features on Sentence Category 
 

The metric ‘% to Feature’ represents the distri-
bution by sentence category for all sentences for 
which the feature is set. The metric ‘% to Cate-
gory’ represents how prevalent the feature is 
amongst the entire set of sentences in that cate-
gory. The former impacts the precision and the 
latter impacts the recall of a classifier. 

We see that present tense (habitual 84% of the 
time) and presence of a quantifying temporal (ha-
bitual 91% of the time) are the two best indicators 
for habituality. 80% of all habitual sentences have 
an indefinite object – however by itself, the pres-
ence of an indefinite object is not sufficiently se-
lective for habituality (habitual 34% of the time). It 
is interesting to observe that single features that 
explicitly license habituality are not as frequently 
used to express habituality as compared with con-
structions which on face value are ambiguous. Past 
tense and presence of a definite subject provide a 
good indication on episodicity and are also largely 
prevalent as a feature among all the episodic sen-
tences identified. Other features such as the pres-
ence of a specific temporal adverbial and use of an 
‘at’-headed prepositional phrase in either a loca-
tive, temporal or directional manner provide good 
indication of episodicity but are not very prevalent 
among the set of episodic sentences. 

From the analysis we have done, it can be ob-
served that tense as a single feature not only pro-
vides the highest overall precision in category 
discrimination but also that the past and present 
domain of the tense feature covers a significant 
population of episodic and habitual sentences re-
spectively, which positively improves recall. 

3 Classification Task 

In this paper we consider two rule-based classifiers 
namely Association Rule Mining and Decision 
Trees, as well as a Naïve Bayes probabilistic clas-
sifier as methods to predict the sentence category. 
We measured classification effectiveness in terms 
of the classic information retrieval notions of pre-
cision and recall for each class. In the context of 
this study, precision can be thought of as the prob-
ability that if a random sentence is classified with a 
certain category, the decision made is correct. By 
contrast, recall can be thought of as the probability 
that if a sentence should be classified with a par-
ticular category, the decision is taken.  
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Figure 1. Features selecting for Habituality and Episodicity 
 
The precision and recall performance of our classi-
fiers were compared with a majority-class baseline 
of 73.1% overall precision with 100% episodic 
recall and 0% habitual recall. 

3.1 Association Rule Based Classifier 

Rule based classifiers, which are defined by a dis-
junctive normal form formula (i.e. a disjunction of 
conjunctions), have been widely applied in real 
world applications because of the easy interpret-
ability of rules. Such a classifier is generally cre-
ated by: 1) Rule discovery by applying 
multivariate analysis for attribute association, and 
2) Pruning to weed out inconsequential rules. 

For the step of rule discovery, we applied an 
association rule mining algorithm namely the Pre-
dictive Apriori algorithm (Scheffer 2004). The al-
gorithm proposes a predetermined number 
association rules which are sorted based on the 
probability that a rule R selects for a category 
given that R selects for a feature set. We ran the 
algorithm to generate 100 association rules which 
we manually pruned using the criteria: 1) We only 
included rules which selected for episodicity > 
85% of the time or habituality > 80% of the time, 
2) We disregarded all rules which identified 5 or 
less sentences in our data, 3) If rule R1 R2, we 
included rule R1 and discarded rule R2, and 4) By 
category, we sorted the rules in descending order 
of recall and iterated through each of the rules; if 
the rule set {R1, R2 .. Rn} and the rule set {R1, R2 .. 
Rn, Rn+1} covered exactly the same number of sen-

tences for the category they predominantly select 
for, we considered there to be no information gain 
provided by rule Rn+1 and discarded it 

After pruning, association rules that indicate 
habituality more than 80% of the time are shown in 
Table 5 below. These 4 patterns cover a total of 
213 sentences out of which 173 are habitual which 
gives a habitual precision of 81.2% and a habitual 
recall of 60.9%. The low recall may be because 
many indicators of habituality are outside our iden-
tified feature set (e.g. discourse or semantic fea-
tures) or that there exist rare syntactic patterns 
which select for habituality but which get pruned 
out because of the sparseness of such patterns in 
the selected data set. The pruning drops some in-
teresting patterns – for example all examples (=7) 
where present tense sentences where conditionals 
are present show 100% selection for habituality. 

The pruned set of association rules that indi-
cate episodicity more than 85% of the time are 
shown in Table 6. These 12 patterns cover a total 
of 882 sentences out of which 735 are episodic 
which gives an episodic classification precision of 
83.3% and an episodic recall of 95.7%. The prun-
ing again drops some relevant patterns – for exam-
ple the selectivity for the presence of a specific 
temporal is ignored. 

The high degree of coverage provided by the 
16 patterns identified (4 habitual patterns + 12 epi-
sodic patterns) provides validation that the features 
selected are relevant for this categorization task.  
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Table 4. Association Rules for Habituality 
 
 

F False 
PA Past Tense 
PR Present Tense 
T True 
- Irrelevant 
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Table 5. Association Rules for Episodicity 
 

Feature 
Habitual Episodic 

Precision Recall Precision Recall 
Association 
Rule2 

81.2% 61.9% 83.3% 95.7% 

J48 84.3% 60.6% 86.8% 95.8% 
Naïve Bayes 81.7% 62.7% 87.3% 94.8% 

Table 6. Performance of Classifiers 

3.2 Decision Tree Classifier 

Mitchell (1997) notes that Decision Tree learning 
algorithms are appropriate for classification prob-
lems that have: 1) attribute-value pair features, 2) a 
discrete target class, 3) situations where the train-
ing data may be error prone, and 4) situations 
where attribute values are missing. This descrip-
tion fits the data that we are attempting to classify. 
Similar to the association rule classifier described 
earlier, decision trees also allow the inner model to 
be scrutinized. We chose the J48 algorithm 
(Weka’s implementation of C4.5) for our decision 
tree. For smoothing of the results, we applied ten-
fold cross validation while evaluating performance. 

The decision tree created by Weka is shown in 
Figure 2. The two most significant features applied 
in the decision tree are the presence of a quantita-
                                                           
2 The performance results listed for the Association Rule clas-
sifier were not evaluated using an independent validation set 
and hence may not be a true indicator of performance because 
of over-fitting of the rules to the data set. 

tive temporal and the tense of the sentence which 
are the two highest branching nodes. Altogether 
there are 13 possible paths to navigate the decision 
tree out of which the 4 underlined patterns have the 
largest data coverage and hence largely contribute 
to the performance of the classifier. 
 

 
quant_temporal = T: HABITUAL (58.0/5.0) 
quant_temporal = F 
|   tense = PA 
|   |   bare_pl_subject = T 
|   |   |   def_object = T: EPISODIC (5.0/1.0) 
|   |   |   def_object = F 
|   |   |   |   absent_object = T: EPISODIC (3.0/1.0) 
|   |   |   |   absent_object = F: HABITUAL (6.0/1.0) 
|   |   bare_pl_subject = F: EPISODIC (784.0/94.0) 
|   tense = PR 
|   |   perfect = T 
|   |   |   def_object = T: EPISODIC (4.0) 
|   |   |   def_object = F 
|   |   |   |   absent_object = T: HABITUAL (7.0/2.0) 
|   |   |   |   absent_object = F 
|   |   |   |   |   def_subject = T: EPISODIC (8.0/3.0) 
|   |   |   |   |   def_subject = F: HABITUAL (2.0) 
|   |   perfect = F: HABITUAL (126.0/18.0) 
|   tense = IN 
|   |   specific_temporal = T: HABITUAL (2.0) 
|   |   specific_temporal = F 
|   |   |   in_prep = T: HABITUAL (2.0) 
|   |   |   in_prep = F: EPISODIC (45.0/8.0) 
 

Figure 2. J48 Decision Tree 



The single largest pattern picked up the J48 
classifier is for a past tense sentence without a bare 
plural subject which is not modified by a quantify-
ing temporal. This combination covers 784 sen-
tences generating a precision of 88.0% in 
recognizing episodic sentences. This single rule is 
also responsible for lowering habitual recall by 
33.1%. The second most significant pattern was 
infinitive sentences without a temporal modifier 
(either quantitative or specific) and not having an 
‘in’-headed prepositional phrase. This pattern cov-
ers 45 sentences generating a precision of 82.2% in 
recognizing episodic sentences and also lowers 
habitual recall by 2.8%. 

For categorization of habituality, the single 
pattern that generated most coverage was present 
tense sentences which were not in perfect aspect 
covering a total of 126 sentences and generating a 
precision of 85.7%. The second most significant 
pattern was the presence of a quantitative temporal 
modifier which had a precision of 91.4% in identi-
fying habitual sentences. 

3.3 Naïve Bayes Classifier 

Mitchell (1997) states that probabilistic algorithms 
such as Naïve Bayes are among the most effective 
algorithms currently known for learning to classify 
text documents and we have trained such a classi-
fier in order to compare the performance with the 
rule-based classifiers discussed earlier. We used 
Weka’s implementation of Naïve Bayes. As with 
the decision tree classifier, for smoothing of the 
results, we applied ten-fold cross validation while 
evaluating performance. In contrast to rule-based 
classifiers, probabilistic algorithms such as Naïve 
Bayes are not easily interpretable by humans (Se-
bastiani 2002) and hence reasoning behind the 
classifier performance (shown in Table 7) cannot 
be easily attributed. Naïve Bayes provides the 
highest recall of habitual sentences amongst all the 
classifiers we evaluated. 

3.4 Individual Impact of Features 

Based on the feature analysis discussed earlier, it is 
expected that the feature of tense is the single best 
discriminator amongst all the features we have 
considered. This is borne out of the results below 
where a classifier is built 1) only using tense as a 

discriminator 2) using all features except tense as 
discriminators. 
 

Feature 
Habitual Episodic 

Precision Recall Precision Recall 
Tense 82.6% 51.9% 84.4% 96.0% 
Without Tense 73.4% 33.1% 79.4% 95.6% 

Table 7. Impact of Tense as a feature 
 

Performance of a J48 tree trained using all fea-
tures is an improvement over just using tense as a 
discriminator – both the episodic and habitual pre-
cision show more than a one standard deviation 
improvement over the results of using just a single 
tense feature. Use of tense alone as a discriminator 
outperforms Naïve Bayes in classifying habitual 
sentences in terms of precision. 

In order to study the impact of other features, 
we built classifiers excluding feature sets (i.e. ex-
cluding all subject features, excluding all temporal 
features etc). As expected, the largest number of 
incorrectly classified sentences (shown by the 
white bar) is when tense is excluded followed by 
exclusion of temporal features. This is in line with 
the J48 decision tree in Figure 2 where the quanti-
tative temporal modifier feature and tense are the 
two most favored category discriminators. Interest-
ingly the results show that all models are able to 
correctly classify roughly around the same number 
of episodic sentences (6) but show greater varia-
tion in the ability to classify habitual sentences 
(42). Amongst the episodic sentences, 717 sen-
tences appear in common across all the different 
variations. 462 of these sentences are past tense 
with no aspect with a definite subject and with no 
temporal modifier. 
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Figure 3. Impact of Feature Groups



4 Conclusion 

From the results of experimentation presented ear-
lier, we conclude that a categorization model 
trained using a machine learning approach against 
syntactic/grammatical attributes of a sentence is a 
viable method for discriminating between habitual 
and episodic sentences. The approach performs 
significantly better for categorizing episodic sen-
tences as compared with habitual sentences. This is 
expected given that episodic sentences were more 
prevalent than habitual sentences in the data we 
evaluated – 73% of the data fell into the episodic 
category versus 27% in the habitual category.  

Figure 4 shows the impact of varying the fea-
tures used and the specific categorization algorithm 
on performance. Out of the different supervised 
approaches evaluated, use of a decision tree pro-
vided the overall best performance with an overall 
precision of 86.3% which was marginally higher 
than the overall precision of 86.1% provided by 
Naïve Bayes. Of all the performance measures, 
habitual recall was low across all classifiers with 
Naïve Bayes providing the highest habitual recall 
figure (63%). 
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 Figure 4. Comparative Performance 
 

Among all the fourteen syntactic features 
which we considered, the tense of the sentence and 
the presence/absence of a temporal modifier stood 
out as having the largest impact from a supervised 
learning perspective. These two features 
(tense=present, quantificational temporal=present) 
were also individually the best two individual indi-
cators for habituality. However neither of these 
two features covered more than 50% of the overall 
habitual set of sentences which to some degree 
explains the low habitual recall of our classifiers. 

With regard to aspect, the data in the Penn Tree-
bank corpus does not present a large set of exam-
ples presenting progressive and perfect aspectual 
variation – and hence the impact of such features is 
minimized in the trained model. 

It should be noted that the overall precision 
may not be an adequate indicator of suitability 
within a specific text analysis application - differ-
ent problems may require varying demands of pre-
cision and recall by category. For example, an 
event extraction application would be better served 
with higher performance on the episodicity cate-
gory while applications to automatically assemble 
knowledge base/encyclopedic repositories may 
require higher performance on identifying the ha-
bitual category. For applications where a super-
vised categorization approach is augmented by a 
human validator, erring on the side of higher recall 
numbers may be preferable for better coverage. 

The robustness of this approach, if deployed 
within an application, is dependent on many fac-
tors such as: 1) The performance of a parser to 
parse and annotate raw text successfully using an 
annotation scheme similar to the Penn Treebank 
scheme, 2) The performance of the individual fea-
ture extraction processes, and 3) The nature of the 
classifier training data and the nature of the data 
that requires categorization. 

4.1 Future Work 

In order to improve habitual recall performance, 
other features other possible feature candidates that 
can be tied to habituality can be evaluated such as: 
1) Negative modifiers (such as never), 2) Possible 
feature candidates from nested clauses, and 3) The 
distribution of noun phrases by definite-
ness/indefiniteness across a sentence. 

For more comprehensive insight into category 
ambiguity, in addition to the unilateral category 
annotation scheme used in this project, it would be 
of interest to independently annotate the category 
of a sentence, its predecessor and its successor in 
an isolated context (i.e. disregarding wider dis-
course context). A weighting factor could be as-
signed to indicate if the annotated feels the 
sentence is more likely to be used in a habitual 
context or more likely to be used in an episodic 
context. This would allow the study of: 1) The im-
pact of discourse on habituality, and 2) The flow of 
habitual sentences in discourse. 
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