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To help a firm reduce inefficiencies associated with equipment capacity planning, we propose a dual-mode equipment procurement (DMEP) framework. DMEP combines dual-source (i.e., a less-expensive-but-slower base mode and a faster-but-more-expensive flexible mode) procurement with option contracts in three layers: a contract negotiation layer where the firm chooses the best combination of leadtime and price for each mode from the supply contract menu, a capacity reservation layer where the firm reserves total equipment procurement quantities from the two supply modes before the planning horizon starts, and an execution layer where the firm orders equipment from the two supply modes based on the updated demand information.

We first investigate the execution layer as a dynamic dual-source capacity expansion problem with demand backlogging and demonstrate that the optimal policy lacks structure even under the simplest setting. Thus, we propose a heuristic solution for the execution-layer problem, which also serves as a building block for the other two layers. Through numerical analysis, we quantify the value of the added flexibility of dual-mode equipment procurement for the firm. The DMEP framework has been implemented at Intel Corporation and has resulted in savings of tens of millions of dollars for one process technology.
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1. **Introduction**

Capacity planning is a complex balancing act. In the semiconductor industry, one of the most capital-intensive industries in the world, a single piece of semiconductor manufacturing equipment commonly costs tens of millions of dollars. As a key player of this industry, over the last five years Intel has spent on average 5.3 billion USD annually on capital additions to its property,
plant, and equipment (Intel Corporation 2009). Compounding the problem of high costs are long supplier leadtimes and a volatile consumer market. The order-to-production cycle for semiconductor manufacturing equipment can take up to 16 months, which exacerbates the difficulty of forecasting demand accurately. In this practice-based paper, we address the challenges of capacity planning in the semiconductor industry and describe Intel’s efforts to address these challenges by continuously improving the set of rules for its engagement with its suppliers.

The marginal cost of unmet demand is significantly higher than the marginal cost of idle capacity in the semiconductor industry (Fleckenstein 2004). Thus, despite the astounding costs, semiconductor firms often err on the side of having excess capacity and keep some equipment idle to assure customer goodwill and loyalty. Traditionally, an easy way for firms with strong bargaining power (including Intel) to partially mitigate this capacity risk and avoid purchasing too much excess equipment has been through soft orders. To secure procurement contracts, equipment suppliers have allowed firms to over-order capacity and to cancel some of the excess orders without paying severe penalties as higher-confidence demand forecasts become available, a process similar to the “phantom ordering” common in personal computer and electronics industry (Cohen et al. 2003). As a result, suppliers have carried a significant demand risk. However, such a relationship is no longer sustainable. To keep pace with the technology requirements of maintaining Moore’s Law (Moore 1965), the cost of capital equipment in the semiconductor industry has been steadily rising with no end in sight. Building a fab now costs in excess of 5 billion USD, up from 6 million USD in 1970 and around 2 billion USD in 2001 (Kanellos 2003). Hence, soft orders are costly to suppliers. In addition, the recent trend of supply consolidation (Armbrust 2009) has further increased suppliers’ bargaining power. As a result, suppliers are more reluctant to carry demand risk through soft orders. Thus, semiconductor manufacturing firms are challenged to derive innovative ways to order the right amount of equipment at the right time and price in advance of demand realization to minimize unnecessary equipment purchases while maintaining a high level of service. Further, this goal should be achieved without pushing all of the risk onto suppliers.
The industry leader Intel and its suppliers are always working to refine the set of rules for their engagement. At Intel, the continuous improvement of capital acquisition and installation processes is an ongoing corporate priority. Being able to respond rapidly to changing customer demand for products while minimizing unnecessary capital expenditures is vital to both the semiconductor market and the firm itself. From Intel’s perspective, demand uncertainties due to extremely long procurement leadtimes add too much idle capacity to the system and jeopardize the agility of the supply chain. Intel prefers to have tighter control of its capital supply chain by shortening equipment procurement leadtimes and improving the accuracy of demand forecasts used in capacity planning. In return for this flexibility, Intel is willing to take on some risk from its suppliers and is considering risk-sharing mechanisms.

We develop a framework that combines dual-source procurement with option contracts to effectively address the real-world dynamics and constraints for the equipment procurement problem discussed above. With this framework, which we call a dual-mode equipment procurement (DMEP) framework, Intel procures equipment from its supplier using two supply modes with complementary leadtimes and prices: a base mode (the regular procurement mode) that is less expensive but has a longer procurement leadtime $L_b$ and a flexible mode that is more expensive but has a shorter procurement leadtime $L_f$. (We refer to the modes as “base” and “flexible” to be consistent with Intel’s parlance. These modes are often referred to as “slow” and “fast,” respectively, in the literature.) The flexible mode allows Intel to learn more about demand before committing to purchase capacity. In return, to share the risk with its suppliers, Intel makes an up-front payment to secure certain base and flexible capacity levels (i.e., buys capacity options) ahead of time and exercises these options over the planning horizon. In addition, Intel faces prohibitive costs to cancel an order once it has been placed. Thus, the framework supports Intel’s goal of continuously improving its equipment procurement strategies to satisfy customer demand without over-purchasing costly capacity while committing to fairness to Intel’s suppliers through a risk-sharing mechanism.

The rest of the paper is organized as follows: In Section 2, we introduce the DMEP framework. Although designed for Intel’s continuous improvement efforts on equipment procurement, this
The Dual-Mode Equipment Procurement Framework

DMEP captures different phases of the relationship between Intel and its suppliers and is composed of three stages (Figure 1). During the contract negotiation stage, several years before the adoption of a new process and the procurement of the necessary equipment, Intel and its supplier agree on the parameters of the supply modes. That is, they negotiate the leadtimes and prices (a reservation price and an execution price) of the base and flexible modes. During the reservation stage, several quarters before the planning horizon starts, Intel reserves the total equipment required. During the execution stage, several quarters before the equipment is needed, Intel determines how much equipment to order from both reservation pools. The framework is versatile enough to be adapted by firms in other capital-intensive industries such as electronic, automotive, and pharmaceutical industries. Section 3 provides a brief literature review for each layer of the framework. In Section 4, we study the execution problem (i.e., a dynamic dual-source capacity expansion problem with backlogs) and show that the optimal ordering policy lacks structure even in the simplest setting. Hence, we construct a heuristic approach for this problem in Section 5. The execution heuristic serves as a building block for the tactical and the strategic layers. In Section 6, we present a numerical analysis to quantify the value of the added flexibility that DMEP provides (Section 6.2) and to study the decisions of a risk-averse firm (Section 6.3). Section 7 concludes the paper. All proofs, as well as additional material on Section 4, are presented in an online supplement.

Figure 1 The Dual-Mode Equipment Procurement Framework
procurement quantities $B^T$ and $F^T$ from the base and flexible supply modes at respective unit reservation prices. The reservation payment enables the supplier to obtain capital to prepare its own production capacity and to help the supplier provide Intel with the guaranteed flexibility of ordering equipment when needed. That is, the reservation stage allows Intel to share risk with its supplier. During the execution stage, in each period $n$, Intel orders specific amounts of equipment from the two supply modes at respective unit execution prices, given the latest demand forecast as well as the realized demand information from the market.

DMEP is a multi-stage decision hierarchy that guides Intel during different phases of equipment procurement. It provides decision support in approaching questions such as: How can Intel quickly evaluate different flexible options during contract negotiations? Under what circumstances does the flexible mode create value for the firm? How much of the total capacity should be reserved through the flexible mode? When should this capacity be exercised? With its three stages, DMEP addresses such questions by evaluating various tradeoffs inherent in this setting. First, the contract negotiation stage balances accurate demand information with sourcing from the expensive mode. Procuring from the flexible mode allows Intel to react to the market condition later with better demand information; however, the flexible mode is costlier than the base mode. Furthermore, Intel pays more for shorter procurement leadtimes, and choosing the right leadtime-cost combination is crucial. Second, the reservation stage balances flexibility (by reserving adequate capacity) with high reservation costs. By having a large reservation pool up front, Intel can guarantee the punctual delivery of its future orders; however, the reservation payment implies a high opportunity cost if the equipment is not ordered. Finally, the execution stage balances equipment holding costs with backlogging costs. Early equipment procurement reduces the potential risk of having unsatisfied demand; however, it also leads to a higher equipment holding cost and a high opportunity cost if the equipment remains idle.

3. Literature Review

The contract negotiation stage of DMEP builds on the literature on supply contracts. We refer the reader to Cachon (2003) for a review of that literature. The contract that we study is closely related
to the one analyzed in Yazlali and Erhun (2010). The authors investigate a dual-supply contract with minimum order quantity and maximum capacity restrictions. This contract provides supply chain partners an enhanced mechanism to share and manage demand uncertainty in the context of inventory management. We adopt a similar structure for capacity procurement. The negotiation of price-leadtime combinations is also related to the literature on pricing and leadtime quotation. This literature often assumes that the buyer’s order quantity is a function of the price and leadtime quoted by the supplier and thus focuses on the supplier’s optimal price-leadtime decision (Palaka et al. 1998; Liu et al. 2007). We, on the other hand, take the buyer’s perspective and provide him a decision-support tool that can be used while negotiating the price and leadtime with his supplier.

The reservation stage addresses a capacity expansion problem, which has been extensively studied under single-sourcing; see Van Mieghem (2003) for a review of this literature. Also see Wu et al. (2005), who provide a review of the literature on capacity planning in the high-tech industry. DMEP is also closely related to the literature on procurement and option contracts (e.g., Bassok and Anupindi 1997; Vaidyanathan et al. 2005). In particular, the reservation stage of DMEP builds on the paper by Vaidyanathan et al. (2005), which focuses on capacity contracts at Intel and discusses capacity options to better enable factory ramps. In this paper, we extend and merge these two streams by studying capacity expansion and option contracts in a dual-mode setting.

The execution stage of DMEP is closely related to the dual-sourcing problem that has been studied extensively in the context of inventory (e.g., Daniel 1963; Fukuda 1964; Feng et al. 2006; Yazlali and Erhun 2009). Dual-source inventory management has also been commonly adopted as an operational risk hedging strategy by firms in different industries for many years, e.g., Mattel (Johnson 2005) and HP (Billington and Johnson 2002). Despite the existence of literature on the dual-sourcing inventory problem, research concerning the dual-sourcing capacity procurement problem is scarce, with the exception of the recent paper by Chao et al. (2009) where the authors investigate a dual-source capacity procurement problem with lost sales. They establish that the optimal policy for the fast source is base-stock; when the capacity obsolescence rate is deterministic, the optimal policy for the slow source is also base-stock. In this paper, we study the dual-sourcing
capacity procurement problem with backlogging and show that the optimal ordering policy lacks structure even in the simplest setting. Thus, we construct a heuristic approach for this problem.

Our execution heuristic relies on rolling-horizon decision-making with information updating (e.g., Baker 1977, Yildirim et al. 2005, Lian et al. 2010). In particular, Yildirim et al. (2005) study a stochastic dual-source production problem where the sources have the same delivery leadtime but different costs and capacity limits. The authors, similar to the majority of the existing literature in this area, consider an infinite-period problem with a finite-period rolling horizon. During each period, the information update only refers to the demand realization for the current period as well as the forecast for the additional period that has just entered the rolling window; the forecast information for the remaining periods are not updated. To incorporate a forecast updating mechanism (e.g., Graves et al. 1986, Fisher and Raman 1996, Eppen and Iyer 1997, Donohue 2000, Özer and Wei 2006), Lian et al. (2010) investigate a rolling-horizon inventory replenishment model where the buyer can update demand information and modify the previously committed order quantities. The authors limit their analytical discussion to a two-period model only. In this paper, we use a rolling-horizon algorithm with a systematic range forecast updating mechanism in a finite-horizon setting. Unlike Lian et al. (2010), we consider dual sourcing. Unlike Yildirim et al. (2005), our sources have different, nonconsecutive leadtimes in addition to different costs and capacity limits.

4. Analysis of the Execution Layer Problem: Dynamic Dual-source Capacity Expansion Problem with Backlogs

Intuitively, the equipment procurement decision that firms face during the execution stage fits in the scope of a dual-source capacity expansion problem and can be formulated as a dynamic programming model. In this section, we investigate such a formulation and demonstrate that the optimal ordering policy lacks structure even in the simplest setting. This result will motivate our reliance on a heuristic solution in Section 5.

We consider a finite-horizon, periodic-review, dual-source capacity expansion model with demand backlogging and forecast updates. A firm needs an efficient equipment procurement strategy to optimally match its production capacity with growing but fluctuating demand over time. During
each period $n$, $n = 0, 1, \cdots, N$, the firm orders capacity from two modes: an inexpensive-but-slow base mode with a one-period leadtime and a unit cost of $c_b$, and a fast-but-expensive flexible mode with zero leadtime and a unit cost of $c_f (> c_b)$. It does so to maximize its total expected profit over the entire planning horizon. Demand $D_n$ in period $n$ has three parts: a deterministic component $\mu_n$, the initial market information $\epsilon^1_n$, and the final market information $\epsilon^2_n$. The firm knows $\mu_n$, and observes $\epsilon^1_n$ at the beginning of period $n$ and $\epsilon^2_n$ at the end of period $n$. Both $\epsilon^1_n$ and $\epsilon^2_n$ are random variables. Market information for different periods and different market information in the same period are assumed to be independent of each other. Given these assumptions, $D_n$ can be expressed as $D_n = g(\epsilon^1_n, \epsilon^2_n, \mu_n)$ where $g(\cdot)$ is any Borel-measurable function.

The firm determines the optimal amount of equipment to order from both modes at each period $n$. The sequence of events is as follows (Figure 2): (i) At the beginning of period $n$, the firm observes the current capacity position $x_n + B_{n-1}$ where $x_n$ is the on-hand capacity and $B_{n-1}$ is the on-order capacity from the base supplier in period $n - 1$. It also observes the initial market information $\epsilon^1_n$ and any backlogged demand $y_n$ from the previous period. (ii) The firm places a flexible order $F_n$ at unit price $c_f$ and a base order $B_n$ at unit price $c_b$. Note that in period 0 only base orders are placed since demand will not materialize until period 1; and in period $N$ only flexible orders are placed since this is the last period in the selling horizon. (iii) Orders $F_n$ and $B_{n-1}$ arrive. (iv) The final market information $\epsilon^2_n$ is revealed and demand $D_n$ is realized. (v) Given the on-hand equipment capacity $x_n + B_{n-1} + F_n$, production is carried out to satisfy demand at a unit profit margin of $p_n$. Without loss of generality, we assume each unit of capacity can be used to process only one product every period. (vi) Any unsatisfied customer demand $y_{n+1}$ is backlogged. Note that when base orders are placed for period $n$ ($B_{n-1}$), the buyer still faces significant demand uncertainty ($\epsilon^2_{n-1}, \epsilon^1_n$, and $\epsilon^2_n$). However, it has much improved demand information (both in terms of demand realization $\epsilon^2_{n-1}$ and an updated forecast $\epsilon^1_n$) with the flexible mode $F_n$. As such, our demand structure does not limit the value of the flexible mode to demand realizations, but also captures forecast updates. That is, when a large demand forecast update $\epsilon^1_n$ is observed, the flexible mode can be used to dampen the risk of capacity underage.
There are several cost and revenue parameters that affect the firm’s decisions. We assume that the unit profit margin $p_n$ is decreasing in $n$; hence it is more profitable to satisfy demand earlier rather than later. Since we allow for backlogs, the decreasing margin also functions as the backlog penalty. On-hand capacity incurs unit holding/maintenance cost $c_h$ per period. There is zero salvage value for on-hand capacity after the horizon ends. This can be justified by the fact that leading firms do not cheap-sell their idle capacity for fear of revealing crucial technology to competitors. Any unsatisfied demand after the terminal period $N$ incurs an additional unit penalty $c_u$, which may be because an expensive alternative mode is used to satisfy this demand. We also assume that all random variables have finite mean and variance, and we impose a discount factor $\delta$, $0 < \delta < 1$, per period. Note that the problem analyzed in this section closely mimics Intel’s setting, but is stylized to enable analytical tractability.

The sequential decision problem of choosing the optimal $B_n$ and $F_n$ for all $n$ can be formulated as a dynamic programming model. We present the details of this model in Appendix A. Proposition 1 demonstrates that an optimal structural policy exists for the flexible mode, but not for the base mode. Let $\tilde{x}_n$ be the capacity position at the beginning of period $n$ and $\tilde{y}_n$ be the modified backlog level. Defining $S^F_n(\tilde{y}_n)$ as the optimal base-stock level for the flexible mode and $S^B_n(\tilde{y}_n) \geq S^F_n(\tilde{y}_n)$ as the optimal partial base-stock level for the base mode, we can prove the optimality of a partial base-stock policy for the base mode.

**Proposition 1.** For the flexible mode, a state-dependent base-stock policy is optimal. For the base mode, there exists a state-dependent partial base-stock policy with parameter $S^B_n(\tilde{y}_n)$ satisfying
\[ S^B_n(\tilde{y}_n) \geq S^F_n(\tilde{y}_n) \] such that:

(i) if \( \tilde{x}_n \leq S^F_n(\tilde{y}_n) \), it is optimal to expand the capacity position to \( S^B_n(\tilde{y}_n) \);

(ii) if \( S^F_n(\tilde{y}_n) < \tilde{x}_n \leq S^B_n(\tilde{y}_n) \), the optimal expand-to capacity position depends on \( \tilde{x}_n \) and \( \tilde{y}_n \);

(iii) if \( \tilde{x}_n > S^B_n(\tilde{y}_n) \), it is optimal not to order from the base mode.

The failure of the optimality of a state-dependent base-stock policy for the base mode is a stark departure from the related inventory literature and is counterintuitive at first. In the capacity expansion setting, the cumulative capacity automatically serves as an additional mode. The existence of this mode is inconsequential when there are no backlogs as in Chao et al. (2009). However, if there are backlogs, then this mode acts as a fictitious delivery source for which the firm does not even have to place an order; i.e., it can be thought as a delivery mode with a leadtime of −1. Therefore, even a dual-source problem with consecutive zero-one leadtimes acts as a multi-source problem. With this interpretation, our result is consistent with Feng et al. (2006), where the authors show that only the fastest two modes (in our case the fictitious mode and the flexible mode) have a base-stock policy. Thus, the dynamic dual-source capacity expansion problem with backlogs is inherently different and more complex than its inventory counterpart as well as the dynamic dual-source capacity expansion problem with lost sales.

The above analysis suggests that modeling the dual-mode equipment procurement problem as a dynamic program may not be the best approach for two reasons. First, this is a complex problem and the dynamic programming model is rather difficult to solve. Even for the simplest setting where the total order quantities are uncapacitated and leadtimes are consecutive zero-one, only the flexible orders follow a state-dependent base-stock policy. The base orders, however, follow only a partial base-stock policy; the expand-to capacity position for the base mode could be decreasing in the initial capacity level due to the effect of backlogging. (Figure O1 in the online supplement provides the details.) The general case with nonconsecutive leadtimes is even more complex. Second, although the dynamic programming model may help us identify the optimal equipment procurement strategy, it comes with strict assumptions, such as fixed and known distributions of
all uncertain factors and consecutive leadtimes, which can hardly be justified in practice. Therefore, to avoid the above restrictions, in Section 5 we propose an open-loop simulation model with a rolling horizon as a heuristic approach. The goal of this approach is to provide Intel a fast and accurate decision-support tool with what-if capabilities that can guide the firm in answering the questions we pose in Section 1.

5. The Dual-Mode Equipment Procurement Heuristic

To map the framework presented in Figure 1, the DMEP heuristic consists of the same three layers: the outermost is the contract negotiation layer that identifies indifference curves of leadtime and price combinations so that Intel can pick the best alternative from the contract menu; the middle is the reservation layer that calculates the optimal equipment reservation quantities $B^T$ and $F^T$ for the two supply modes; and the innermost is the execution layer that determines the equipment order quantities from the two supply modes in each period. Before elaborating on each of these three layers in more detail, we first consider the demand forecast revision process, which is one of the main drivers of the problem.

5.1 The Forecast Revision Mechanism

Demand volatility is a major concern for Intel during capacity planning. To guide Intel in its reservation and execution decisions in this highly volatile environment, DMEP should demonstrate a sound underpinning of the process by which the firm continuously adjusts its anticipation of the future demand distribution based on the available information. Such a model should be detailed enough to incorporate the main dynamics, but simple enough to transfer to practice seamlessly.

Using historical data, Figure 3(a) illustrates the nature of demand forecasts at Intel. The figure displays how forecasts made in earlier periods for period 0 demand evolve over time (period 0 is chosen as an anchor period and does not necessarily correspond to the starting period of the demand ramp). The solid curve represents the mean forecast evolution path, and the interval between the dashed curves denotes the variance range, which shrinks as the forecasting leadtime decreases. Furthermore, this improvement is almost linear with respect to the forecasting leadtime.
Based on these observations, we characterize the forecasts made in a period for all future periods’ demand as illustrated in Figure 3(b): the solid curve represents the mean forecast and the dashed interval denotes the variance range, which diverges as the forecasting leadtime increases. That is, the forecasting accuracy decreases as one forecasts further into the future.

![Figure 3 Illustration of the Demand Forecast Updating Process at Intel](image)

Following the above guidelines and the characterization illustrated in Figure 3, we modify the classical *martingale model of forecast evolution* (MMFE, Hausman 1969, Graves *et al.* 1986), by decomposing it into a mean evolution process and a variance evolution process. This decomposition is driven by the empirical observation of independent mean and variance evolutions based on 10 years of historical data (equivalent to approximately 5 manufacturing processes) at Intel.

In particular, we define $D_{m,n}$ as the demand forecast for period $n$ made in period $m$ ($m = 1 - L_b, \ldots, N - L_f$; $n = 1, \ldots, N$; $m < n$); we use $\mu_{m,n}$ and $cv_{m,n}$ to represent the mean and the coefficient of variation (c.v.) associated with $D_{m,n}$ that follows a normal distribution; $D_{n,n}$ then refers to the realized demand of period $n$. We assume that the mean forecast evolution for a certain period $n$’s demand follows a Markovian process with either an additive form: $\mu_{m,n} = \mu_{m-1,n} + \varepsilon_{m,n}$ ($m = 2 - L_b, \ldots, n - 1$), where all $\varepsilon_{m,n}$ are independent random variables with mean zero, or a multiplicative form: $\mu_{m,n} = \mu_{m-1,n}^{\varepsilon_{m,n}}$ ($m = 2 - L_b, \ldots, n - 1$), where all $\varepsilon_{m,n}$ are independent positive random variables with mean value $E\varepsilon = 1$. For both cases, the initial mean forecast profile at period $1 - L_b$ is given by $\bar{\mu}_{1-L_b} = (\mu_{1-L_b}^1, \ldots, \mu_{N-L_b}^N)$. The choice between these two forms depends on the specific
business environment. Despite its analytical complexity, the multiplicative form may be preferred due to two reasons (Hurley et al. 2007): first, the additive form may lead to negative demand values. Second, industry forecasts are usually updated in a relative sense rather than an absolute sense. We further assume that the forecast variance evolution is predictable and the coefficient of variation of forecasts is uniquely determined by the forecasting leadtime: \( cv^m_n = f(n - m) \), where \( f(\cdot) \) is an increasing function. Different functional forms (e.g., linear, quadratic, logarithmic, etc.) can be used for \( f(\cdot) \) to reflect how forecasting accuracy changes with the forecasting leadtime.

Our modifications may be considered as a notational complication to the standard MMFE method. However, these modifications capture Intel’s forecast updating process in an easy-to-implement format. Especially when compared to the original multiplicative MMFE process under which \( D_n = \mu_n^{1-L_b} \Pi_{m=2-L_b}^{n} \hat{\epsilon}_m^m \), our approach avoids calculating cumulative distributions that involve the multiplication of several random variables. As such, our approach achieves a tradeoff between analytical rigor and managerial applicability. Note that the overall DMEP framework is independent of this forecast update mechanism (which we devise specifically for Intel) and can be combined with other forecast update mechanisms that may be a better fit for another firm’s practice. Also note that prior to our analysis, Intel only had a formal process that combined range forecasting (i.e., the variance of forecasts as we discussed above) with scenario analysis to update the next forecast. The company did not model the evolution of forecasts for any periods beyond that. Therefore, our forecast revision process extends Intel’s forecast update approach to a formal process for updating all future forecasts.

5.2 The Execution Problem

The execution module is the core of the DMEP heuristic. Given the reservation quantities \( B^T \) and \( F^T \), the execution module characterizes how Intel should place the base and the flexible orders in each period. At the beginning of each period, Intel obtains the latest demand realization and forecast updates for all future periods. Based on this information, all previously placed base and flexible orders, and the backlog quantity from the preceding period, the open-loop execution algorithm calculates the myopic optimal base and flexible order quantities for the remaining periods.
The selling season of the product is $N$ periods and starts in period 1. To prepare for the demand ramp, Intel starts placing orders $L_b$ periods before the first demand realization and stops placing orders $L_f$ periods before the end of the selling season. Therefore, the length of the planning horizon is $N + L_b - L_f$ periods. The firm orders only from the base mode in periods $1 - L_b, \cdots, N - L_b$; it orders from both modes in periods $1 - L_f, \cdots, N - L_b$; and it orders only from the flexible mode in periods $N - L_b + 1, \cdots, N - L_f$. In periods $N - L_f + 1$ to $N$, Intel simply satisfies demand with the existing capacity. Specifically, in period $m$ of the planning horizon ($m = 1 - L_b, 2 - L_b, \cdots, N - L_f$), the execution module solves the following stochastic optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \mathbb{E}_{d_1:1,\ldots,d_N} \sum_{i=1}^{N} \delta^i \left( p_i s_i - c_b B_i - c_f F_i - c_h k_i \right) - \delta^{N+1} c_u d_{N+1}^\text{rem} \\
\text{subject to:} & \quad \text{For each realized sample path } d_1:1,\ldots,d_N:
\begin{align*}
s_i &= \min\{k_i, d_i + d_i^\text{rem}\} \quad \text{for } i = 1, \cdots, N \\
k_i &= \psi d_i + d_i^\text{rem} \quad \text{for } i = 1 \vee (m + L_f), \cdots, N \\
k_i &= k_{i-1} + B_i + F_i, \quad \text{for } i = 1, \cdots, N \text{ with } k_0 = 0 \\
d_i^\text{rem} &= (d_{i-1} + d_i^\text{rem} - k_{i-1})^+, \quad \text{for } i = 1, \cdots, N \text{ with } d_1^\text{rem} = 0 \\
\sum_{i=1}^{N} B_i &\leq B_T; \quad \sum_{i=1}^{N} F_i \leq F_T \\
\bar{B}_{1:N} &\geq 0; \quad \bar{F}_{1:N} \geq 0 \\
\bar{B}_{1:m-1+L_b} &= \bar{B}_{1:m-1+L_b}^*; \quad \bar{F}_{1:m-1+L_f} = \bar{F}_{1:m-1+L_f}^*.
\end{align*}
\end{align*}
\]

We define $x \vee y := \max(x, y)$ and use the notation $\bar{x}_{1:j}$ to represent the vector $[x_1, x_2, \cdots, x_j]^T$.

Additionally, $p_i$ is the profit margin for period $i$; $c_b$ the base mode execution price; $c_f$ the flexible mode execution price; $c_h$ the unit equipment holding cost; $c_u$ the unit penalty cost for unmet demand after the planning horizon ends; $d_i$ the incoming demand in period $i$; $d_i^\text{rem}$ the unsatisfied demand remaining from period $i - 1$; $s_i$ the actual sales quantity during period $i$; $k_i$ the cumulative capacity position at period $i$; $\psi$ the service level target; and $\delta$ the discount factor. $B_i^*$ and $F_i^*$ represent the optimal decisions that were already executed in previous periods. We note that the subscripts used for order quantities denote the period when the ordered equipment arrives.
The objective function maximizes the expected profit by considering the profit margin, equipment procurement costs, and inventory-related costs. The expectation is taken over all future demand and the execution cost is calculated when the orders arrive. We note that as our goal is to understand the strategic- and tactical-level capacity decisions, we suppress the operational-level product inventory problem and assume that production in a period will not exceed demand. Constraint (2) guarantees that sales in a given period cannot be larger than the demand or the supply; constraint (3) forces Intel to satisfy at least $\psi$ percent of the incoming demand during each period after fulfilling the backlogs. Constraints (4) and (5) enable state transitions for the capacity and backlogs, respectively. Constraints (6) and (7) guarantee that the base and flexible orders are within their reservation limits and nonnegative. Finally, constraint (8) freezes the already executed orders before finding the optimal order quantities. One crucial feature of this rolling-horizon algorithm is that, in period $m$, only the orders $B_{m+L_b}^*$ and $F_{m+L_f}^*$ (if $m + L_f \geq 1$) will actually be placed, and the rest of the decisions will be postponed to future periods.

To accurately model Intel's business practice, we make several assumptions: (1) We analyze a setting where the unmet demand during a certain period is backlogged (instead of lost, which is assumed in most of the capacity planning literature). We penalize the backlogged demand in two ways: $(i)$ at the end of the planning horizon, any remaining unsatisfied demand incurs a terminal penalty; and $(ii)$ the profit margin of the product is decreasing over time, which implies that there is a loss of revenue associated with backlogging. Therefore, satisfying the demand earlier is always preferable if it is possible. (2) The on-hand equipment capacity incurs a unit holding cost, which may include the opportunity cost of investment or costs such as a utility fee, maintenance expenditure, or cost of floor space. (3) Investment in the equipment capacity is irreversible; i.e., capacity contraction is not allowed. (4) The raw material inventory is always sufficient for the production process, and we only concentrate on the equipment procurement decisions. In addition, we also assume that Intel is risk-neutral (we relax this assumption in Section 6.3) and the supplier has sufficient capacity to always satisfy the firm's orders whether they are base or flexible as long as they are within the reservation limits.
Note that our formulation does not include the option of holding product inventory. This modeling choice is based on two reasons. First, at the top level of the framework we are solving a strategic problem possibly years in advance of actual demand realization. Given this long lead-time, there is huge uncertainty regarding not only the demand but also the supply process (e.g., yields). Therefore, we simplified the execution-level problem and concentrated on the most critical decisions (that is, the capacity levels to be executed) to avoid including additional noise. Second, the decision to not include product inventory is also consistent with Intel’s strategy of “erring on the side of ordering too much equipment,” and was considered to be a better initial approach than tackling too many frontiers at the same time. If we were to include product inventories, we would see reductions in the total capacity level as capacity and inventory are substitutes. We would like to note that the execution-level algorithm can be modified to include the option of holding product inventory easily. One must define a decision variable for product inventory for each period and parameters for inventory holding cost and salvage value. As a result, the execution-level problem would be slightly more complicated as, in addition to the base and flexible capacity execution levels, the optimization will also need to calculate the optimal product inventory levels as well.

To illustrate the decision-making process more clearly, assume that there are 6 periods in the selling season, the base mode leadtime is 4 periods, and the flexible mode leadtime is 2 periods. At the beginning of the planning horizon, period −3, the latest demand forecast information (\( \mu \)'s and \( cv \)'s) for period 1 to period 6 is revealed. The algorithm runs the aforementioned stochastic optimization to maximize the expected total profit across the entire planning horizon under the current demand information, taking the six base orders (\( B_1 \) to \( B_6 \)) and six flexible orders (\( F_1 \) to \( F_6 \)) as the decision variables. Once the optimal order quantities are obtained, the firm only needs to commit to \( B_1 \) at period −3; the rest of the decisions (\( B_2 \) to \( B_6 \) and \( F_1 \) to \( F_6 \)) are postponed until later. At the beginning of period −2, the updated forecast information (new \( \mu \)'s and \( cv \)'s) is obtained; the firm then solves a new stochastic optimization to maximize the horizon-wide expected profit under the newly obtained demand information, fixing \( B_1 \) and taking \( B_2 \) to \( B_6 \) and \( F_1 \) to \( F_6 \) as the decision variables. Similarly, at period −2 only the decision \( B_2 \) needs to be executed and
the rest of the decisions are left for later periods. Following this logic, $B_3$ and $F_1$ will be executed in period $-1$, etc. This rolling-horizon decision-making process continues until period 4, when the final order $F_6$ is committed. It is important to emphasize that starting from period 1, the actual realized demand is treated as part of the updated demand information, and should be taken into consideration when calculating the total expected profit.

We solve the above stochastic program using the standard sample average approximation method based on Monte Carlo simulation (Enriksen and Infanger 1990; Shapiro 2008). As we show in the next proposition, the problem is easy to execute; therefore, we are able to consider a large number of samples, which improves the accuracy of the solution. Hence, we do not have to rely on refinements of Monte Carlo simulation, such as importance sampling, which aim to reduce the variance of estimation and improve its power.

**Proposition 2.** Assuming that demand $d_n$ is discrete and takes finitely many values, the above stochastic programming model can be converted into a linear programming model.

The execution algorithm provides a handy roadmap that indicates when and how much to order from the two supply modes. It captures the evolution of demand information and enables timely decision-making. Unlike rule-of-thumb approaches Intel previously relied upon (such as executing flexible orders only during the peak period), the necessity of the flexible mode is evaluated in each period of the planning horizon. On the flip side, the execution algorithm is myopic in the sense that it finds the “optimal” ordering scheme based on the current information without considering the opportunity to make contingent decisions based on the actual realized demand at each stage. Fortunately, this disadvantage of myopia is mitigated by the rolling-horizon nature of the algorithm.

### 5.3 The Reservation Problem

As equipment suppliers gain more power due to the trend of supply consolidation, simply letting the supplier bear most of the procurement risk is no longer viable. The reservation procedure of the DMEP heuristic, therefore, functions as a mechanism for risk-sharing between Intel and
its supplier. Intel, by paying an up-front reservation fee, shares the risk of capacity building and installation with the supplier and enjoys the guaranteed delivery of equipment in return.

Determining how much capacity to reserve from the two supply modes, especially the flexible mode, is based on a tradeoff between the reservation cost and the potential benefits from the guaranteed flexibility. Specifically, the optimal reservation quantities $B_T$ and $F_T$ are determined according to a scenario analysis of the future demand profiles. Intuitively, if the future demand scenario involves no uncertainty, then flexibility has no value; it is never optimal to order from the expensive flexible mode. In contrast, if the future demand scenario is highly uncertain and the demand mean forecast is very likely to be modified during the updating process, then flexibility has a high value and we should expect a higher flexible reservation level. In general, the reservation quantities maximize the expected horizon-wide profit over all possible demand scenarios.

More precisely, the reservation algorithm determines the optimal $B_T$ and $F_T$ based on a Monte Carlo simulation performed on the mean forecast evolution trajectories, which are generated according to the forecast revision mechanism introduced in Section 5.1. Assuming that the mean forecast for the demand in different periods evolves according to a Markovian process, we then have

\[ P(\mu_1^m, \ldots, \mu_N^m | \mu_1^{m-1}, \mu_2^{m-1}, \ldots, \mu_N^{m-1}, \ldots) = P(\mu_1^m, \ldots, \mu_N^m | \mu_1^{m-2}, \ldots, \mu_N^{m-2}, \ldots), \quad \text{for} \quad m < 1, \quad (9) \]

where $P(\cdot)$ is the probability mass (density) function if $\mu$ takes discrete (continuous) values. Therefore, at the beginning of the planning horizon, given the initial demand forecast profile $\mu^{1-Lb}$ for the entire horizon and $P(\cdot)$, the algorithm enumerates a large number of possible mean forecast evolution paths. For each path it calls the execution module to calculate the specific order quantities as well as the expected horizon-wide profit. The algorithm then chooses the reservation quantities $B_T$ and $F_T$ that maximize the average total profit across the entire planning horizon.

Equation (10) formulates the reservation problem mathematically. We first denote the optimal value function of the period-$m$ execution problem (1)-(8) as $J^m(B_T, F_T, \bar{\mu}^m, \bar{cv}^m)$ by decomposing the demand information $d$ into its two components $\mu$ and $cv$. We choose $B_T$ and $F_T$ to maximize
the expected horizon-wide profit $J^{N-L_f}$ since period $N - L_f$ is the last period during which a decision can be made. The stochastic optimization is given as

$$\max_{B^T \geq 0, F^T \geq 0} \mathbb{E}_M \left[ J^{N-L_f}(B^T, F^T, M, \Sigma|\mu^{1-L_b}) \right] - r_b B^T - r_f F^T, \quad (10)$$

where the expectation is taken with respect to the mean forecast evolution space $M$:

$$M = \{ \mu^m : \mu^m = (\mu^m_{1+(m+1)}, \ldots, \mu^m_N), \; m = 1 - L_b, \ldots, N - L_f \}.$$  

As expressed in (9), the mean forecast profile $\mu^m$ follows a Markov process with initial state $\mu^{1-L_b}$ and transition probability space $P(\cdot)$ such that a particular realization of $M$ occurs with probability $P(M|\mu^{1-L_b}) = P(\mu^{2-L_b}|\mu^{1-L_b})P(\mu^{3-L_b}|\mu^{2-L_b})\cdots P(\mu^{N-L_f}|\mu^{N-1-L_f})$. The variance forecast evolution space is $\Sigma = \{ \sigma^m : \sigma^m = (\sigma^m_{1+(m+1)}, \ldots, \sigma^m_N), \; m = 1 - L_b, \ldots, N - L_f \}$. Based on our assumption that the forecasting variance is uniquely determined by the forecasting leadtime, $\Sigma$ is deterministic. Proposition 3 establishes the concavity of the reservation problem. In addition, the objective function goes to negative infinity as $B^T$ or $F^T$ tends to infinity, given that demand is finite. Thus, the reservation problem has finite optimal reservation quantities for the supply modes, and can be solved using either an optimization software or a search algorithm.

**Proposition 3.** The objective function in (10) is concave in $(B^T, F^T)$ and, given that demand is finite, goes to negative infinity as $B^T$ or $F^T$ tends to infinity.

The reservation algorithm helps Intel determine the optimal amount of equipment to reserve for both supply modes. It builds on the philosophy of scenario analysis and chooses the reservation quantities that guarantee the maximum expected return to the firm. By adjusting the mean forecast transition probability $P(\cdot)$, we can easily create different demand scenarios; hence the reservation algorithm is applicable to a wide range of business settings.

### 5.4 Contract Negotiation Problem

During the contract negotiation stage, Intel and the equipment supplier determine the leadtimes $(L_b, L_f)$ of the two delivery modes as well as the unit reservation $(r_b, r_f)$ and execution $(c_b, c_f)$
prices associated with these leadtimes. Our algorithm here involves a sensitivity analysis: for different \((\text{leadtime}, \text{price})\) combinations, we run the reservation and execution heuristic and obtain the corresponding expected horizon-wide profits. The decision-maker can then choose the \((\text{leadtime}, \text{price})\) pair from the contract menu that leads to the highest expected return. The strength of this part of the heuristic is that it helps Intel make strategic-level decisions by considering potential tactical- and operational-level contingencies. Thus, the three stages of DMEP constitute a stable decision-support pyramid, where the decisions are made in a top-down sequence while the underlying algorithm follows an embedded bottom-up order.

6. DMEP as a Decision-Support Tool

We revisit the questions that we asked in Section 1 and illustrate our approach to them with numerical examples. In Section 6.1, we provide the parameter values that we use. We then explore the value of DMEP as a decision-support tool with an emphasis on these three questions (Section 6.2). Finally, we study the decisions of a risk-averse firm (Section 6.3). We implement the DMEP heuristic using the convex optimization tool CVX (http://cvxr.com/cvx/) implemented in Matlab.

6.1 Parameter Values for the Numerical Examples

The parameter values we use are based upon the business environment of Intel and its suppliers. However, the values presented here are either publicly available or have been disguised to protect the firms. For all numerical examples, the selling season is \(N = 6\) quarters. Each piece of equipment can process 12,000 wafers per quarter, and each wafer can be further sawed into 1,425 chips. The profit margin (including the equipment cost) of a single chip is \(p_0 = $33.75\) before the first quarter of the life cycle starts; the profit margin \(p_t\) in quarter \(t\) satisfies an exponential decreasing formula: \(p_t = p_0e^{-\alpha t}\) (Leachman 2007) where the coefficient \(\alpha\) is equal to 0.23, roughly implying that the margin decreases by 50% per year. The unit penalty cost for unmet demand at the end of the selling season is \(C_p = $50\). The service level is 95%. The discount factor per quarter is \(\delta = 0.96\).

In this setting, the leadtime and price for the base mode are usually fixed. However, suppliers offer a menu of contracts for the flexible mode, which commonly includes the available flexible leadtime
options as well as the price associated with each leadtime. The shorter the flexible leadtime, the higher the flexible price. Using this fact, we set the base leadtime $L_b$ to 4 quarters and the total equipment price associated with the base mode $p^b_e$ to $25$ million. We impose a minimum base reservation price of $r^b_b = 0.1$ million to eliminate the trivial case of an infinite base reservation quantity. The base execution price is thus given as $c_b = p^b_e - r^b_b$. In our examples, we consider a piece of equipment with a long leadtime as these tools are the bottleneck in capacity planning and are usually the ones which are very expensive. Hence they are difficult to manage and therefore the target of DMEP. The price associated with the flexible mode is determined by two parameters: the equipment price increase ratio $\theta$ and the flexible reservation price ratio $\lambda$. Namely, the total equipment price of the flexible mode is $p^f_e = \theta p^b_e$ where $\theta \geq 1$ since a faster mode implies a shorter preparation leadtime for the supplier and hence a higher supply cost. The reservation price of the flexible mode is $r^f_f = \lambda p^f_e$. The remaining $(1 - \lambda)$ portion together with a fast shipment premium of $50,000 is paid as the flexible execution price; that is, $c^f_f = (1 - \lambda)p^f_e + 50,000$.

For the forecast revision process, we make additional assumptions. First, we use a multiplicative form ($m_n = m_{n-1}e^n_n$) to model the mean forecast evolution and we introduce a mean-adjustment factor $\beta$ to capture the value of $e^n_n$: i.e., $e^n_n = \{1 + \beta, 1, 1 - \beta\}$ with equal probability $1/3$. (The mean forecasts for demand in different periods evolve independently.) Second, we assume that the coefficient of variation $cv^n_n$ is linearly increasing in the forecast leadtime; $cv^n_n = \gamma \times 0.01(n - m)$. We note that $\beta$ controls the solid path in Figure 3 and $\gamma$ controls the width of the dashed variance interval. Finally, the demand in each period follows a truncated normal distribution.

Table 1 displays the initial demand forecast provided by Intel. Using this initial forecast, which is symmetric with periods 3 and 4 being peaks, we study three different forecast scenarios. In the first scenario, the initial forecast is not adjusted and the realized demand in each period matches the corresponding mean forecast. The only randomness in this system is the variance coefficient $\gamma$. Since the mean forecast evolution process is degenerate and hence $\beta = 0$ for all periods in this case, we call this scenario the stationary demand scenario. The second scenario investigates demand forecast shocks: during period $-1$ (1), the forecast for the mean demand in period 1 (3) is adjusted.
Table 1 Nonstationary Demand Forecast Scenarios (unit: wafer-start per week)

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>period 1</th>
<th>period 2</th>
<th>period 3</th>
<th>period 4</th>
<th>period 5</th>
<th>period 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial forecast</td>
<td>$\tilde{\mu}_3$</td>
<td>4,788</td>
<td>9,577</td>
<td>14,365</td>
<td>14,365</td>
<td>9,577</td>
</tr>
<tr>
<td>Stationary demand</td>
<td>$\tilde{\mu}_3$</td>
<td>4,788</td>
<td>9,577</td>
<td>14,365</td>
<td>14,365</td>
<td>9,577</td>
</tr>
<tr>
<td>Forecast shock</td>
<td>$\tilde{\mu}_1$</td>
<td>7,000</td>
<td>9,577</td>
<td>14,365</td>
<td>14,365</td>
<td>9,577</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\mu}_1$</td>
<td>6,850</td>
<td>9,577</td>
<td>19,320</td>
<td>14,365</td>
<td>9,577</td>
</tr>
<tr>
<td>Realization shock</td>
<td>$\tilde{\mu}_1$</td>
<td>14,000</td>
<td>9,577</td>
<td>14,365</td>
<td>14,365</td>
<td>9,577</td>
</tr>
</tbody>
</table>

upwards. The third scenario corresponds to a situation with demand realization shock: the initial mean forecast profile $\tilde{\mu}_3$ is not updated in periods $-2$, $-1$ and 0; in period 1, however, the actual realized demand is much higher than the previous mean forecast.

6.2 The Value of DMEP as a Decision-Support Tool

Under what circumstances does the flexible mode create value for the firm?

To capture the settings under which the flexible mode creates value for Intel, we first investigate the optimal procurement decisions given the reservation quantities $B^T$ and $F^T$. The optimal procurement decisions can be characterized in terms of the ratio between the flexible execution price $c_f$ and the base execution price $c_b$, and the size of the forecast shocks and/or demand realization shocks. As expected, if $c_f/c_b \leq 1$, then Intel procures equipment only from the flexible mode, since it is not only faster but also cheaper. If $c_f/c_b > 1$ and the forecast and realization shocks are small enough, then it is optimal to procure only from the base mode. That is, in the stationary demand scenario or when shocks are small, cost is the only critical parameter: Intel prefers to single-source using the less expensive mode as long as there is available reservation quantity. When there are upward forecast shocks or large realization shocks, however, this threshold policy ceases to apply and both modes are used. Now the flexible mode adds value with its shorter leadtime even when it is more expensive. Intel can wait until the last minute to learn more about demand before placing orders and thus maintain an agile environment.

At the tactical capacity reservation level, Figure 4 shows that as the procurement risk increases (i.e., either the mean evolution jump size $\beta$ or demand variance coefficient $\gamma$ increases), Intel relies on the flexible mode more heavily. The flexible mode is especially valuable in dealing with demand realization shocks since the firm’s contingencies are very limited in that case. Figure 5(a) shows
that as we gradually increase the service level constraint from 87.5% to 99%, the value of the flexible mode increases. Note that the expected profit associated with a 99% service level is 1.6% less than that associated with a 95% service level. This is by no means a small compromise, and this tradeoff should be considered (against other factors such as reputation, customer satisfaction and loyalty, competitive advantage, etc.) when making service level decisions. Finally, Figure 5(b) shows that even when the flexible mode is considerably more expensive than the base mode, with a very conservative estimate, there would be at least 0.4% increase in profit with dual-mode procurement, corresponding to tens of millions of dollars at Intel.

How much of the total capacity should be reserved through the flexible mode? When should this capacity be exercised?

We note that the conditions for dual-mode procurement correspond to the business environment where Intel operates; i.e., the forecast and realization shocks, the forecast uncertainty, and service levels are all high. Thus, dual-mode procurement should be seriously considered in this industry, which has traditionally used single-mode procurement. The notion that flexibility is only necessary for peak periods is also a misconception. Actually, the flexible mode may be optimally deployed whenever there is a forecast shock or a realization shock, both of which occur frequently during the ramp-up stage of the product life cycle, instead of just at the peak. Although the value of the flexible mode decreases as its total price (i.e., \( \theta \)) and/or reservation price (i.e., \( \lambda \)) increase, as long as the flexible leadtime \( L_f = 2 \) is significantly shorter than the base, Intel should continue to reserve more than 8% of its total capacity through the flexible mode even when the flexible mode is 60% more expensive (Figure 6(a)) or when the firm has to pay 25% up front (Figure 6(b)). When the flexible leadtime increases, however, the value of flexibility dramatically decreases and Intel tends to depend more on the base mode (Figure 5(b)).

How can Intel quickly evaluate different flexible options during contract negotiations?

One efficient way for Intel to select offers from the contract menu is to compare the position of different leadtime and price combinations for the flexible mode on an iso-profit graph, where the flexible price is adjusted by two parameters: the price increase ratio \( \theta \) (Figure 7(a)) and the
(a) Impact of $\beta$ when $\gamma = 3$

Figure 4  Impact of Mean Evolution Jump Size $\beta$ and Demand Variance $\gamma$ ($\theta = 1.3$, $\lambda = 0.15$, $\psi = 0.95$, $L_f = 2$)

(a) Impact of $\psi$ when $L_f = 2$

Figure 5  Impact of Service Level Target $\psi$ and Flexible Mode Leadtime $L_f$ ($\theta = 1.3$, $\lambda = 0.15$, $\beta = 0.2$, $\gamma = 3$)

(a) Impact of $\theta$ when $\lambda = 0.15$

Figure 6  Impact of Flexible Price Increase Ratio $\theta$ and Reservation Price Ratio $\lambda$ ($\beta = 0.2$, $\gamma = 3$, $\psi = 0.95$, $L_f = 2$)
reservation price ratio \( \lambda \) (Figure 7(b)). The leadtime-price pairs on each of the solid lines lead to the same expected total profit under the optimal reservation decision, while lines towards the lower-left corner correspond to higher profits than those towards the upper-right corner. Intel can utilize these curves in two ways. The curves demonstrate the dominance of different contract options: e.g., in Figure 7(a), contract \( A \) with \( L_f = 1, \lambda = 14\% \), and an expected profit of $10.950 billion should be preferred to contract \( B \) with \( L_f = 3, \lambda = 12.8\% \), and an expected profit of $10.893 billion. Alternatively, each curve quantifies the maximum reservation price Intel should be willing to pay for added flexibility; e.g., Intel can pay up to 20\% of the total price up front and decrease the flexible leadtime to 0 while still keeping its profits at the same level as in contract \( B \). With the assistance of such iso-profit graphs, Intel will know the bottom-line impact of different alternatives while negotiating with its supplier and can make informed tradeoffs between flexibility and cost.

Note that for all our analyses (Figures 4-7), we also record the corresponding profit variability in terms of the coefficient of variation. For Figures 4-6, as demonstrated in the table below each figure, when cost, uncertainty, service level, or flexible leadtime increase, the expected total profit decreases while the profit variability in terms of the c.v. increases. This information can be useful for Intel’s decision-making process. In Figure 7, for each of the iso-profit curves, the profit variability first decreases then increases as we move from the left end of the curve to the right. For instance,
on the $10.950 billion curve in Figure 7(a), contract $A$ with $L_f = 1$ leads to the smallest profit c.v. of 17.20%, compared to the $L_f = 0$ case with a c.v. of 17.53% and the $L_f = 3$ case with a c.v. of 18.91%. This implies that Intel may prefer a contract term in the middle of an iso-profit curve rather than the contracts on the two ends, especially when risk preferences are also considered. That is the problem we investigate in the next section.

6.3 The Impact of Risk Attitude

Since a firm’s capacity planning involves a substantial up-front investment with uncertain future revenues, one natural extension of our model is to consider the impact of risk aversion. Van Mieghem (2003) reviews several methods to model a firm’s risk aversion and hedging behavior during capacity investment. One predominant approach is to use a concave Bernoulli utility function and assume that the firm operates to maximize its expected utility instead of profit. We adopt this approach and inspect how the firm’s reservation decisions $B_T$ and $F_T$, as well as the profit and its variability, would change if a concave increasing utility function $G(\cdot)$ is applied to the reservation stage:

$$\max_{B_T \geq 0; F_T \geq 0} \mathbb{E}_M \ G(F(B_T, F_T, M|\mu^{1-L_b})), $$

where $F(B_T, F_T, M|\mu^{1-L_b}) = J^{N-L_f}(B_T, F_T, M|\Sigma|\mu^{1-L_b}) - r_bB_T - r_fF_T$ and $J^{N-L_f}(\cdot)$ is the value function of the last-stage execution-level optimization problem.

We investigate the case where $G(\cdot)$ is a power function: $G(z) = z^{\rho}$, where $0 < \rho \leq 1$ (see Liu and van Ryzin 2011 for a similar treatment). Note that $G(z)$ is concave increasing and the smaller the $\rho$, the more risk averse the firm tends to be (i.e., $\rho = 1$ corresponds to the risk neutrality). Also note that $A(z) = -\frac{G''(z)}{G'(z)} = \frac{1-\rho}{z}$ is decreasing in $z$ and $R(z) = zA(z) = 1 - \rho$ is constant in $z$. Hence, $G(z)$ has decreasing absolute risk aversion (DARA) and constant relative risk aversion (CRRA); two properties that are consistent with experimental and empirical findings about the risk-averse behavior of individuals and corporations (Friend and Blume 1975).

In a numerical analysis (with parameters $\theta$, $\lambda$, $\beta$, and $\gamma$ taking values from a wide range set), we observe that as the firm becomes more risk averse, it reserves more capacity from both the base and flexible modes. Furthermore, $F_T/(B_T + F_T)$ increases, which implies that the flexible
mode becomes a more attractive option. The firm’s expected profit decreases due to risk aversion. However, the profit variability (represented by both the standard deviation and c.v.) also decreases. Table 2 presents a representative scenario where all the key parameters take their standard values. As a benchmark, we also consider a setting where the base mode has zero leadtime; i.e., the firm enjoys the maximum level of flexibility and cost efficiency. Even under this ideal setting, the coefficient of variation of the total profit is around 17%. This level is inevitable due to the demand forecast evolution process and the tactical nature of the problem. That is, risk aversion removes a limited portion of the profit variability arising from operational demand-supply mismatches.

Table 2  Risk Aversion Case with Power Utility Function ($\theta = 1.3$, $\lambda = 0.15$, $\beta = 0.2$, $\gamma = 3$, $\psi = 0.95$)

<table>
<thead>
<tr>
<th>leadtime</th>
<th>$L_b = 0$</th>
<th>$L_b = 4$, $L_f = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>1 7/8 5/8 3/8</td>
<td>1 7/8 5/8 3/8</td>
</tr>
<tr>
<td>$B^T$</td>
<td>25.7 25.8 25.9 27.3</td>
<td>27.1 27.3 27.3 27.6</td>
</tr>
<tr>
<td>$F^T$</td>
<td>0 0 0 0</td>
<td>3.4 3.5 3.7 3.9</td>
</tr>
<tr>
<td>$\rho^{FT}$</td>
<td>0% 0% 0% 0%</td>
<td>11.15% 11.36% 11.94% 12.38%</td>
</tr>
<tr>
<td>Profit (B)</td>
<td>11.238 11.230 11.228 11.222</td>
<td>10.893 10.891 10.888 10.886</td>
</tr>
<tr>
<td>Profit St. Dev.</td>
<td>1.961 1.957 1.954 1.950</td>
<td>1.984 1.975 1.965 1.959</td>
</tr>
<tr>
<td>Profit c.v.</td>
<td>17.45% 17.43% 17.40% 17.38%</td>
<td>18.21% 18.13% 18.04% 17.98%</td>
</tr>
</tbody>
</table>

Note: $\rho = 1$ corresponds to the situation where the firm is risk neutral.

7. Conclusion
Capital equipment purchasing is a crucial yet difficult task for many semiconductor, electronic, automotive, and pharmaceutical firms. In this paper, we have proposed a dual-mode equipment procurement model (DMEP) to guide firms through this complex task. DMEP serves three purposes. On the strategic level, it provides decision support to contract negotiation by comparing alternatives with different levels of flexibility and costs. On the tactical level, it guides capacity reservation decisions by characterizing the amount of capacity that should be reserved from different procurement modes. On the operational level, it quantifies procurement amounts by considering the latest demand information as well as the installed capacity. By incorporating interactions between these three levels of decision making, DMEP enables a flexible supply chain that adapts effectively to changing demand conditions. It helps firms better manage their equipment procurement process,
eliminate excess capacity, and thus lower their costs. It benefits suppliers by enabling a risk-sharing mechanism through up-front capacity reservation and the elimination of soft orders.

This paper details a successful academic-practitioner interaction that resulted in the development and implementation of a decision-support framework at Intel Corporation. DMEP formalizes and extends the approach that Intel has used in the past to price and exercise capacity options with reduced leadtimes for a few types of equipment (Vaidyanathan et al. 2005). Intel has been incrementally improving this approach with each new manufacturing technology. The DMEP framework provides Intel with a much improved method with sound theoretical underpinnings for determining the number of options needed, the valuation of those options, and the appropriate timing for exercising those options (or not) as forecasts evolve. The sensitivity analysis we structure (e.g., Figures 4-7) provides a simple, yet powerful, decision-support tool for Intel executives. DMEP also complements recent improvements in demand forecasting methodologies at Intel (Wu et al. 2010). As such, the primary contribution of this research is the comprehensive DMEP framework that structures the multi-stage decision hierarchy and captures the real-world dynamics and constraints for the equipment procurement problem. In the process of developing the framework, we also demonstrate that dynamic dual-source capacity expansion problem with backlogs is categorically different and more complex than not only its inventory counterpart but also the dual-source capacity expansion problem with lost sales. Hence, we provide an efficient heuristic for the rather complex dual-source capacity expansion problem with general leadtimes and demand backlogging.

Our analyses demonstrate that, by reserving 8%-12% of its capacity through the flexible mode, Intel can achieve its goal of improving its equipment procurement strategies to satisfy customer demand without over-purchasing costly capacity through a risk-sharing mechanism with its suppliers. In fact, the value of DMEP framework has been tested in a real context as the DMEP framework and its associated decision support tools have been implemented at Intel, influenced procurement decisions for the previous process technology at the level of tens of millions of dollars savings, and are now in use for the next process technology (a recently announced multi-billion-dollar capacity expansion).
DMEP can be modified easily to include additional factors that may be relevant for other firms. First, DMEP does not include the option of holding product inventory. However, the execution-level algorithm can be modified to include the option of holding product inventory easily as we discussed in Section 5.2. Second, the heuristic can be modified to include order bounds on either the total capacity that can be reserved from a mode or the capacity that can be exercised at a given period from a mode. Despite its many advantages, DMEP also has some limitations. First, we investigate a situation where the firm procures only one type of equipment from its supplier. This simplification enables us to demonstrate the dynamics of the algorithm without introducing complexity. DMEP can be generalized to a multi-equipment scenario where (1) firms consider ordering from the base and flexible modes for all types of equipment from different suppliers with different leadtimes in each period and (2) the available capacity in each period is constrained by the lowest capacity among all the types of equipment. As expected, as the number of types of equipment increases, the interactions and the complexity of the problem also increase. Having said that, firms should consider DMEP only for equipment on the critical path of capacity planning as the rest will not impose additional constraints on the system (in Intel’s case the types that have shorter leadtimes and are cheaper). Yet, alternative formulations for multi-equipment procurement (similar to the ones provided in Huang 2008 for a setting with a single mode for each tool) would be valuable. These alternative formulations should consider the multi-tool problem as a portfolio of tools and suppliers, and potentially utilize approaches other than DMEP. Second, we formulate the procurement problem as a linear program. As such, DMEP is better suited to providing the fraction of orders from each mode rather than the actual procurement quantities. However, if the intention is to use DMEP to obtain the specific order quantities, generalizing it to an integer program would be preferable. Finally, in this paper, we model the problem of factory ramp; we assume that investment in the equipment capacity is irreversible and capacity contraction is not allowed. Although not common for Intel, capacity contractions may be relevant for other firms. Thus, studying a setting with capacity contraction would be fruitful.
This paper takes an initial, yet important, step toward formulating the complex dual-mode equipment procurement problem in a practical and insightful way. In capital-intensive industries, capital expenditures often constitute up to one quarter of the total revenue and up to two thirds of the manufacturing costs. Given the millions of dollars that are at stake, we believe that equipment procurement problems will attract more attention from academia.
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Appendix A: The Execution Layer Problem: Details of the Model
The sequential decision problem of choosing the optimal $B_n$ and $F_n$ for all $n$ can be formulated as a dynamic programming model. To simplify the notation, we introduce a new state variable $\tilde{x}_n$ as the capacity position at the beginning of period $n$, which is defined as $\tilde{x}_n = x_n + B_{n-1}$. The other state variables are $y_n$, the unmet demand from last period, and $\epsilon^1_1$, the observed initial market information at period $n$ ($\epsilon^1_1 = \epsilon^1_0$). We construct the $(N+1)$-stage dynamic programming model as follows ($n = 0, 1, \cdots, N$):

$$J_n(\tilde{x}_n, y_n, \epsilon^1_n) =$$

$$\max_{B_n, F_n} \mathbb{E} \left[ p_n \min \left\{ g_n(\epsilon^1_n, z^1_n, \mu_n) + y_n + \tilde{x}_n + F_n \right\} - c_h B_n - c_f F_n - c_h (\tilde{x}_n + F_n) + \delta J_{n+1}(\tilde{x}_{n+1}, y_{n+1}, \epsilon^1_{n+1}) \right]$$

subject to $B_n \geq 0$, $F_n \geq 0$, and $J_{N+1}() = -c_u y_{N+1}$. In the objective function above, the first term denotes the sales profit; the second and third terms are the base and flexible capacity ordering costs; the fourth term captures the holding cost of the on-hand capacity; and the last term is the discounted profit-to-go. In the
final period \( N \), the firm incurs a penalty cost for any unsatisfied demand at the end of the planning horizon. The states are updated according to the following equations: capacity position \( \tilde{x}_{n+1} = \tilde{x}_n + B_n + F_n \), where \( x_0 = 0 \); unmet demand \( y_{n+1} = (y_n + g_n(\epsilon_n^1, \epsilon_n^2, \mu_n) - (\tilde{x}_n + F_n))^+ \), where \( y_1 = 0 \); and \((x)^+ = \max\{x, 0\}\).

Furthermore, we assume that demand \( D_n \) is in additive form: \( D_n = g_n(\epsilon_n^1, \epsilon_n^2, \mu_n) = \epsilon_n^1 + \epsilon_n^2 + \mu_n \). The additive form is commonly used in the literature; e.g., Graves et al. (1986). With this form, we can simplify the model by combining the unmet demand \( y_n \) with the initial market information \( \epsilon_n^1 \), both of which are revealed before the ordering decision is made. We denote this new term \( \tilde{y}_n = y_n + \epsilon_n^1 \) as the modified backlog level. We also update the decision variables and work with expand-to capacity positions, \( \tilde{x}'_n = \tilde{x}_n + F_n \) and \( \tilde{x}''_n = \tilde{x}_n + B_n \). As a result, the original model can be re-written as

\[
J_n(\tilde{x}, \tilde{y}_n) = \max_{\tilde{x}_n \leq \tilde{x}'_n \leq \tilde{x}''_n} V_n(\tilde{x}_n, \tilde{y}_n, \tilde{x}'_n, \tilde{x}''_n),
\]

where

\[
V_n(\tilde{x}_n, \tilde{y}_n, \tilde{x}'_n, \tilde{x}''_n) = E\left[p_n \min \left\{ \tilde{y}_n + \epsilon_n^2 + \mu_n, \tilde{x}''_n - \tilde{x}_n \right\} - c_b(\tilde{x}''_n - \tilde{x}_n) - c_f(\tilde{x}'_n - \tilde{x}_n) - c_b \tilde{x}_n + \delta J_{n+1}(\tilde{x}''_n, y_{n+1} + \epsilon_{n+1}^1) \right]
\]

for \( n = 0, 1, \cdots, N \); \( y_{n+1} = (\tilde{y}_n + \epsilon_n^2 + \mu_n - \tilde{x}''_n)^+ \); and \( J_{N+1}(\cdot) = -c_n y_{N+1} \).

To determine the optimal capacity expansion policy for the above model, we first need to establish some structural properties of the objective function \( V_n \), which enable us to derive our results in Proposition 1:

**Proposition A1.** \( J_n \) is concave in \((\tilde{x}, \tilde{y}_n)\) and \( V_n \) is concave in \((\tilde{x}'_n, \tilde{x}''_n)\) for any given \( \tilde{x}_n \) and \( \tilde{y}_n \).
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Online Appendix

A.1 The Execution Layer Problem: Additional Details

Figure O1 graphically demonstrates how the optimal expand-to capacity levels of the base and flexible modes change with the cost parameters as well as with the initial capacity position. The figure displays results for $n = 2$, but the insights derived are applicable to all periods. In each of the four graphs, the $x$-axis denotes the initial capacity position $\tilde{x}_2$; the $y$-axis denotes the modified backlog level $\tilde{y}_2$; and the vertical axis represents the optimal expand-to capacity positions for both supply modes with respect to each state $(\tilde{x}_2, \tilde{y}_2)$. We fix the base ordering cost $c_b = 15$ in all cases and change the flexible ordering cost $c_f$. In Figure O1(a), we set $c_f = 17$ and observe that $S_f^2(0) = 18$, $S_f^3(0) = \Sigma_{(3)}^0(0) = 29$. This is a special case where a state-dependent base-stock policy is optimal for both the flexible and base modes. Sufficient flexible capacity is ordered due to the relatively low flexible cost; hence (almost) no demand will ever be backlogged into the next period, leading to the optimality of a base-stock policy for the base mode. By gradually increasing the flexible ordering cost $c_f$ in Figures O1(b)-O1(d), we observe that for medium values of initial capacity position $\tilde{x}_2$, the state-dependent base-stock policy fails. The more we increase the gap between the unit prices, the more prominent this failure becomes. Furthermore, the optimal expand-to capacity position for the base mode may actually decrease in the initial capacity position. When the flexible ordering cost is high, the consequently insufficient amount of flexible orders may cause backlogs; nevertheless, the higher the initial capacity level, the more of these potential backlogs can be eliminated in the current period, thus decreasing the required capacity position for the next period.

A.2 Proofs

Leading up to our proof of Proposition A1, we first introduce the following lemmas:

**Lemma A1.** $J_n(\tilde{x}_n, \tilde{y}_n) = \tilde{J}_n(\tilde{x}_n, \tilde{y}_n) + G_n(\tilde{y}_n)$ where

\[
G_n(\tilde{y}_n) = p_n \tilde{y}_n + \mathbb{E} \left[ \sum_{k=n}^{N} \delta^{k-n} p_k \zeta_k \right] + \mathbb{E} \left[ \sum_{k=n}^{N} \delta^{k-n} p_k (\tilde{\epsilon}_k^n + \mu_k) \right],
\]

\[
\tilde{J}_n(\tilde{x}_n, \tilde{y}_n) = \max_{\tilde{x}_n \leq \tilde{x}_n' \leq \tilde{x}_n''} \mathbb{E} \left[ \left[ - (p_n - \delta p_{n+1})(\tilde{y}_n + \tilde{\epsilon}_n^n + \mu_n - \tilde{x}_n')^+ - c_f(\tilde{x}_n' - \tilde{x}_n) ight.ight.
\]

\[
- c_b(\tilde{x}_n'' - \tilde{x}_n') - c_h \tilde{x}_n' + \delta \tilde{J}_{n+1}(\tilde{x}_n'', y_{n+1} + \zeta_{n+1}) \left. \right] \right], \tag{1}
\]

for $n = 0, 1, \cdots, N-1$; $y_{n+1} = (\tilde{y}_n + \tilde{\epsilon}_n^n + \mu_n - \tilde{x}_n')^+$; and

\[
\tilde{J}_N(\tilde{x}_N, \tilde{y}_N) = \max_{\tilde{x}_N \geq \tilde{x}_N} \mathbb{E} \left[ - p_N (\tilde{y}_N + \tilde{\epsilon}_N^N + \mu_N - \tilde{x}_N')^+ - c_f(\tilde{x}_N - \tilde{x}_N) - c_b \tilde{x}_N' - \mu_c (\tilde{y}_N + \tilde{\epsilon}_N^N + \mu_N - \tilde{x}_N')^+. \right]
\]
Proof of Lemma A1: We prove the lemma using an inductive argument. At the final stage $N$, we have

$$J_N(\hat{X}_N, \hat{Y}_N) + G_N(\hat{Y}_N)$$

$$= \max_{\hat{X}_N \leq X_N \leq X'_N} \mathbb{E} \left[ - (P_N - 0)(\hat{Y}_N + \varepsilon_N^2 + \mu_N - \hat{X}_N')^+ - C_f(X_N' - \hat{X}_N) - C_b(X''_N - \hat{X}_N') ight. $$

$$\left. - c_b \hat{X}_N' - \delta c_u(\hat{Y}_N + \varepsilon_N^2 + \mu_N - \hat{X}_N')^+ \right] + P_N \hat{Y}_N + \mathbb{E} P_N (\varepsilon_N^3 + \mu_N)$$

$$= \max_{\hat{X}_N \leq X_N \leq X'_N} \mathbb{E} \left[ P_N \min \{\hat{Y}_N + \varepsilon_N^2 + \mu_N, \hat{X}_N'\} - C_f(X_N' - \hat{X}_N) - C_b(X''_N - \hat{X}_N') - c_b \hat{X}_N' ight. $$

$$\left. - \delta c_u(\hat{Y}_N + \varepsilon_N^2 + \mu_N - \hat{X}_N')^+ \right] = J_N(\hat{X}_N, \hat{Y}_N).$$

Figure O1  Optimal Expand-to Levels under Different Flexible Ordering Costs for $n = 2$. ($N = 3$, $\bar{\rho} = [p_1, p_2, p_3] = [60, 50, 40]$, $c_b = 4$, $c_u = 10$, $\mu = [\mu_1, \mu_2, \mu_3] = [10, 17, 30]$, $\varepsilon_N^1$ and $\varepsilon_N^2$ for every period $n$ are independent and identically distributed and satisfy a discrete uniform distribution on $[-2, 2]$, and $\delta = 0.98$.)
Now, assume the relation holds for period \( n+1, n < N \); that is,

\[ \tilde{J}_{n+1}(\tilde{x}_{n+1}, \tilde{y}_{n+1}) + G_{n+1}(\tilde{y}_{n+1}) = J_{n+1}(\tilde{x}_{n+1}, \tilde{y}_{n+1}). \]

Then \( \tilde{J}_n(\tilde{x}_n, \tilde{y}_n) + G_n(\tilde{y}_n) \) is concave in \( \tilde{y}_n \) and concave in \( (\tilde{x}_n, \tilde{y}_n) \), and concave in \( (\tilde{x}_n') \) and \( (\tilde{y}_n') \).

By Lemma A1, \( J_n(\tilde{x}_n, \tilde{y}_n) \) is the summation of \( \tilde{J}_n(\tilde{x}_n, \tilde{y}_n) \) and a linear function of \( \tilde{y}_n \). This transformation is useful since the second term is independent of \( \tilde{x}_n \) and hence does not affect the capacity decision. Therefore, the two stochastic decision problems defined by \( J_n(\cdot, \cdot) \) and \( \tilde{J}_n(\cdot, \cdot) \) should (potentially) obey the same concavity structure and have the same optimal solution.

**Lemma A2.** For all \( n \), \( \tilde{J}_n(\tilde{x}_n, \tilde{y}_n) \) is decreasing in \( \tilde{y}_n \) and concave in \( (\tilde{x}_n, \tilde{y}_n) \). Also, the objective function in Equation (O1) is concave in \( (\tilde{x}_n, \tilde{y}_n, \tilde{x}_n'', \tilde{y}_n'') \).

**Proof of Lemma A2:** Trivially, \( \tilde{J}_N(\tilde{x}_N, \tilde{y}_N) \) is decreasing in \( y_N \). Let \( \alpha \in [0,1] \) and \( \tilde{\alpha} = 1 - \alpha \). Given \( (\tilde{x}_{N,1}, \tilde{y}_{N,1}) \) and \( (\tilde{x}_{N,2}, \tilde{y}_{N,2}) \), since

\[ \alpha(\tilde{y}_{N,1} + \epsilon_{N,1}^2 + \mu_N - \tilde{x}_{N,1}')^+ + \tilde{\alpha}(\tilde{y}_{N,2} + \epsilon_{N,2}^2 + \mu_N - \tilde{x}_{N,2}')^+ \geq ((\alpha\tilde{y}_{N,1} + \tilde{\alpha}\tilde{y}_{N,2}) + \epsilon_{N}^2 + \mu_N - (\alpha\tilde{x}_{N,1} + \tilde{\alpha}\tilde{x}_{N,2}))^+ \]

the objective function is concave in \( (\tilde{x}_N, \tilde{y}_N, \tilde{x}_N', \tilde{y}_N') \). By concavity preservation under maximization theorem (Heyman and Sobel 1984, p. 525) \(^1\), \( J_N(\tilde{x}_N, \tilde{y}_N) \) is concave in \( (\tilde{x}_N, \tilde{y}_N) \).

Assuming \( \tilde{J}_{n+1}(\tilde{x}_{n+1}, \tilde{y}_{n+1}) \) is decreasing in \( \tilde{y}_{n+1} \) and concave in \( (\tilde{x}_{n+1}, \tilde{y}_{n+1}) \), \( n < N \), and given \( (\tilde{x}_n, \tilde{y}_n, \tilde{x}_n', \tilde{y}_n') \) and \( (\tilde{x}_n, \tilde{y}_n, \tilde{x}_n', \tilde{y}_n') \), we then have

\[ \alpha\tilde{J}_{n+1}(\tilde{x}_{n+1}, (\tilde{y}_{n+1} + \epsilon_{n+1}^2 + \mu_n - \tilde{x}_{n+1}')^+ + \epsilon_{n+1}^1) + \tilde{\alpha}\tilde{J}_{n+1}(\tilde{x}_{n+2}, (\tilde{y}_{n+2} + \epsilon_{n+2}^2 + \mu_n - \tilde{x}_{n+2}')^+ + \epsilon_{n+2}^1) \]
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By Proposition A1, we know that \( J_{n+1}(\tilde{x}_{n+1}, \tilde{y}_{n+1}) \) is concave in \( (\tilde{x}_{n+1}, \tilde{y}_{n+1}) \) and the fact that \( (\tilde{x}_{n+1}, \tilde{y}_{n+1}) \) is in the support of the concave function. Therefore, it must be the case that \( (\tilde{x}_{n+1}, \tilde{y}_{n+1}) \geq \tilde{S}_n \) so the expectation is as well. Applying the concavity preservation under maximization theorem, we conclude that the value function \( \tilde{J}_n(\tilde{x}_n, \tilde{y}_n) \) is concave in \( (\tilde{x}_n, \tilde{y}_n) \).

\textbf{Proof of Proposition A1:} The result follows directly from Lemma A1 and Lemma A2.

\textbf{Proof of Proposition 1:} By Proposition A1, we know that \( V_n(\tilde{x}, \tilde{y}, \tilde{x}_n, \tilde{x}_n') \) is concave in \( (\tilde{x}_n, \tilde{x}_n') \). Thus, we can define \( S_n^F \) and \( S_n^B \) (we temporarily suppress the state parameter \( \tilde{y}_n \) for expositional simplicity) as:

\[
(S_n^F, S_n^B) = \arg \max_{0 \leq \tilde{x}_n \leq \tilde{x}_n'} V_n(\tilde{x}_n, \tilde{y}_n, \tilde{x}_n, \tilde{x}_n').
\] (O2)

The claim that \( S_n^F \leq S_n^B \) follows directly from the constraint that \( \tilde{x}_n' \leq \tilde{x}_n'' \). When \( \tilde{x}_n \leq S_n^F \), the optimal expand-to capacity levels \( (\tilde{x}_n', \tilde{x}_n'') \) are equal to \( (S_n^F, S_n^B) \). For \( \tilde{x}_n > S_n^F \), we show \( \tilde{x}_n' = \tilde{x}_n \) via a contradiction argument. Assume that \( (\kappa_n', \tilde{x}_n'') \) are the optimal expand-to levels where \( \tilde{x}_n'' \geq \kappa_n' > \tilde{x}_n \). We must have

\[
V_n(\tilde{x}_n, \tilde{y}_n, \kappa_n', \tilde{x}_n'') \leq V_n(\tilde{x}_n, \tilde{y}_n, S_n^F, S_n^B)
\]
due to the global optimality of \( (S_n^F, S_n^B) \). Also, since \( S_n^F < \tilde{x}_n < \kappa_n' \), there exists some \( \theta \in [0, 1] \) with \( \bar{\theta} = 1 - \theta \), such that \( \tilde{x}_n = \theta S_n^F + \bar{\theta} \kappa_n' \). Further letting \( \tilde{\kappa}_n'' = \theta S_n^B + \bar{\theta} \tilde{x}_n'' \), we have

\[
V_n(\tilde{x}_n, \tilde{y}_n, \tilde{x}_n, \tilde{\kappa}_n') = V_n(\tilde{x}_n, \tilde{y}_n, \theta S_n^F + \bar{\theta} \kappa_n', \theta S_n^B + \bar{\theta} \tilde{x}_n'') \\
\geq \theta V_n(\tilde{x}_n, \tilde{y}_n, S_n^F, S_n^B) + \bar{\theta} V_n(\tilde{x}_n, \tilde{y}_n, \kappa_n', \tilde{x}_n'') \geq V_n(\tilde{x}_n, \tilde{y}_n, \kappa_n', \tilde{x}_n''),
\]

which contradicts the fact that \( (\kappa_n', \tilde{x}_n'') \) are the optimal expand-to capacity positions. Therefore, it must be the case that \( \kappa_n' = \tilde{x}_n \), i.e., \( \tilde{x}_n' = \tilde{x}_n \) for \( \tilde{x}_n > S_n^F \). We conclude that a state-dependent base-stock policy is optimal for the flexible mode.

For the base mode, we have already shown that it is optimal to expand the capacity position to \( S_n^B \) when \( \tilde{x}_n \leq S_n^F \). Since demand is finite, there must exist a capacity value \( S_n^B \geq S_n^F \) such that no base orders will
be placed when $\tilde{x}_n > \sum_n^{\beta}$. For $\tilde{x}_n \in (\sum_n^{\beta}, \sum_n^\alpha]$, the following counterexample shows that the optimal expand-to-capacity position may depend on both $\tilde{x}_n$ and $\tilde{y}_n$.

**Example.** Assume there are only two periods and that demand in each period is deterministic with value 30. Flexible cost $c_f$ is sufficiently large so that the base supplier is the only choice, with a leadtime of one period. If at the beginning of period 1 we have zero on-hand capacity, then, anticipating that all the demand in period 1 will be backlogged into the next period, we will expand the capacity position to 60 to satisfy the total demand of 60 units in period 2. Suppose instead at the beginning of period 1, there are 20 units of on-hand capacity. Then only 10 units of demand of period 1 will not be satisfied and hence will be backlogged into period 2, rendering period 2’s total demand to 40 units. Given this, it is now optimal to order 20 units of capacity and expand the capacity position to 40, instead of 60 as in the previous scenario.

We have demonstrated that in this case, the optimal expand-to-capacity position is decreasing in the initial capacity position within a certain range. Hence, a base-stock policy cannot be optimal for the base mode. $\square$

**Proof of Proposition 2:** We claim that the equivalent linear program is given in the following format (subscript $j$ here represents the $j$-th Monte Carlo sample path; for ease of exhibition, we do not display the decision variables $s_{1:N,j}$ under the maximization operator):

$$
\max_{\vec{s}_{1:N,j}, \vec{F}_{1:N}} \lim_{M \to \infty} \frac{1}{M} \sum_{j=1}^{M} \sum_{i=1}^{N} S \{ p_i s_{i,j} - c_f B_i - c_b k_i \} - \delta^{N+1} c_u d_{rem}^{N+1}
$$

subject to

$$s_{i,j} \leq k_i \quad \text{for } i = 1, \cdots, N; \; j = 1, \cdots, M \quad (O3)$$

$$s_{i,j} \leq d_{i,j} + d_{rem}^{i,j} \quad \text{for } i = 1, \cdots, N; \; j = 1, \cdots, M \quad (O4)$$

$$d_{rem}^{i,j} = d_{i-1,j} + d_{i-1,j}^{rem} - s_{i-1,j} \quad \text{for } i = 1, \cdots, N; \; j = 1, \cdots, M \; \text{with } d_{1,j}^{rem} = 0 \quad (O5)$$

and constraints (3), (4), (6) – (8)

Comparing the above linear program with the original stochastic program, we observe several differences:

(i) We rewrite the objective function using the sample average approximation, a standard way to solve stochastic program. (ii) We replace the original $\min(\cdot, \cdot)$ operator in constraint (2) with the two inequality constraints (O3) and (O4). To justify this transformation, we only need to show that at the optimal solution, either (O3) or (O4) will be binding. This condition is equivalent to the argument that in the optimal solution, the firm has no incentive to deliberately withhold its production and backlog some demand into the next period, which is obvious since the profit margin is decreasing over time. (iii) We replace the original constraint (5) containing the $(\cdot)^+$ operator with the new linear constraint (O5), which is a common technique. $\square$
Proof of Proposition 3: From Proposition 2 we know that the objective function of the execution problem (2) is linear in decisions $\vec{B}$ and $\vec{F}$, and therefore trivially concave in $(\vec{B}, \vec{F}, B^T, F^T)$. Also notice that the constraint set is a convex set. Hence, applying the concavity preservation under maximization theorem (or convexity preservation under minimization), we know that the value function of the execution problem $J^m(B^T, F^T, \vec{\mu}^m, \vec{c} \vec{v}^m)$ (and thus the objective function of the reservation problem) is concave in $(B^T, F^T)$. Notice that the objective function value of (10) goes to negative infinity as $B^T$ or $F^T$ tends to infinity, given that demand is finite. □