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Abstract

We study robust revenue maximization by the designer of a single-object auction who has Bayesian beliefs about bidders’ independent private values but is ignorant about post-auction resale opportunities (including possible leakage of private information). We show the optimality of a “Vickrey auction with bidder-specific reserve prices” proposed by Ausubel and Cramton (2004), which allocates the object efficiently provided that at least one of the bidders has bid above his reserve price. In this auction, truthful bidding and no resale is an ex post equilibrium for any individually rational resale procedure. We show optimality of this auction for a “worst-case” resale procedure in which the highest-value bidder learns all other bidders’ values and has full bargaining power. The proof involves construction of Lagrange multipliers on the incentive constraints representing non-local deviations in which a bidder underbids to lose and then purchases from the auction’s winner.
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1 Introduction

It is well known that revenue-maximizing auctions for settings with a priori asymmetric bidders implement inefficient allocations that are biased in favor of “weaker” bidders (Myerson 1981, McAfee and McMillan 1989). On the other hand, real-life auctions are often followed by resale. One might wonder whether the advantage of biased auctions is undermined due to a strong bidder’s ability to buy the object from another bidder in resale at a possibly lower price than what he would have to pay in the auction. This paper examines what auctions are optimal when resale is possible but the designer is ignorant about the resale procedure.\footnote{For expositional simplicity we focus on revenue maximization, but the analysis extends to the auctioneer’s profit maximization when she has a non-zero value for keeping the object, by defining bidders’ values to be net of the auctioneer’s value.}

There exists a substantial literature on the design of optimal auctions when resale procedures are known, including Zheng (2002), Calzolari and Pavan (2006), and Dworczak (2015). The usual assumption in this literature is that no private information is leaked before resale (other than information about auction bids that the designer may choose to disclose). It is easy to see that under this assumption, the possibility of resale can only reduce the auctioneers’ optimal revenues: indeed, the equilibrium allocation of any auction mechanism followed by resale must be incentive compatible and therefore would be feasible for the designer if resale were impossible. Nevertheless, in spite of the above observation, it has been found that the optimal auction in the presence of known resale typically implements a biased allocation followed by resale.\footnote{In a simple example due to Zheng (2002), if a bidder is known to have a zero value for the good and the ability to design a revenue-maximizing resale mechanism, the designer would optimally sell to this bidder at the price equal to the optimal expected revenue without resale.}

On the other hand, Ausubel and Cramton (2004) proposed a class of auctions, called “Vickrey auctions with reserve prices,” which induce an ex-post Nash equilibrium with truthful bidding and no resale. These auctions allocate the object efficiently provided that at least one of the bidders has beaten his reserve price. While these auctions have nice properties, in light of the literature mentioned above, it has been unclear why they would be optimal for the auctioneer.

Ausubel and Cramton (1999, Theorem 4) attempted to derive the op-
timality of Vickrey auctions with reserves from the assumption of efficient resale. However, the foundations for this assumption are unclear. By the theorem of Myerson and Satterthwaite (1983), we would generally expect resale to be inefficient unless the parties’ private values are revealed before the resale. However, if resale takes place under symmetric information, then typically, an auctioneer who can anticipate the resale procedure would not want to allocate the object efficiently; instead she would again want to run an auction that induces resale in equilibrium. For an extreme example, suppose that the auctioneer knows that one particular bidder has a zero value, but will have full information and full bargaining power in resale. Then the optimal auction would sell to that bidder at the price equal to the expected maximal bidder value for the object, letting the auctioneer extract full surplus.

This paper provides the missing foundations. We derive the robust optimality of single-object Vickrey auctions with reserves when the designer is ignorant about the resale procedure (including possible private information revelation before resale). Namely, we show that such auctions maximize the designer’s worst-case expected revenue, where the expectation is taken over buyers’ independent private values and the worst case is over the possible resale procedures. Our conclusion is conceptually similar to the robust optimality of strategy-proof auctions when the designer is ignorant about bidders’ beliefs about each other’s values (Chung and Ely 2007) or about each other’s strategies (Yamashita 2015). Namely, while in those cases revenue maximization that is robust to bidder strategizing makes it optimal to use strategy-proof mechanisms, in our case revenue maximization that is robust to resale makes it optimal to use resale-proof mechanisms. However, the proof techniques are quite different. Also, observe that Vickrey auctions with reserve prices are robust to bidders’ beliefs about each other’s values and their beliefs about the resale procedure, hence we obtain those additional robustness benefits “for free.”

We begin with the simple case in which the auctioneer is restricted to always sell the object (Section 3). For this case, we show that the simple Vickrey auction (second-price sealed-bid auction) with no reserve price is optimal. To do this, we guess a “worst-case” resale procedure, in which the highest-value bidder learns other bidders’ values and has full bargaining power in resale. With this resale procedure, in any auction that always sells the object, the highest-value bidder would be able to extract at least his marginal contribution to the total surplus by bidding low to let another bidder win and then buying from the winner. Given that the designer is
unable to reduce bidders’ information rents below their expected marginal contributions to the total surplus, she could do no better than the simple Vickrey auction with no reserve. Since this auction sustains truthful bidding as an ex post equilibrium under any resale procedure, it is robustly optimal with unknown resale.

We proceed to the more complex setting in which the designer can withhold the object, for simplicity starting with the two-bidder case (Section 4). We continue with the worst-case resale procedure guessed in Section 3, and derive bidders’ reduced-form utilities from auction allocations under this resale procedure. Note that these reduced-form utilities exhibit both externalities and interdependent values, since a bidder who does not win cares whether the other bidder wins and, if so, what the other bidder’s value is. Nevertheless, the usual envelope-theorem approach to local (first-order) incentive compatibility constraints yields a simple expression for bidders’ information rents, which allows us to express the expected revenue as the expectation of an appropriately defined virtual surplus. If we were to ignore all other incentive constraints and solve the resulting relaxed problem by maximizing the virtual surplus state-by-state, the solution would always allocate the object between the bidders efficiently. Intuitively, selling to the inefficient bidder would yield information rents both to him and to the efficient bidder (who would buy it in resale), which is dominated by selling to the efficient bidder, eliminating the inefficient bidder’s information rents. The solution to the relaxed problem sells to the efficient bidder if and only if his value exceeds the optimal reserve price for him.

Unfortunately, the solution to the relaxed problem violates non-local incentive constraints: a reduction in the bid of the “strong” bidder would sometimes give the object to the “weak” bidder rather than leave it unsold, giving the strong bidder an incentive to underbid and then buy in resale. We guess that the solution to the auctioneer’s full problem is the Vickrey auction with reserves described by Ausubel and Cramton (1999, 2004). To establish that this is indeed a solution, we construct Lagrange multipliers on the binding non-local downward incentive constraints such that maximization of the Lagrangian yields the solution. Since there is an incentive constraint for each type and each possible misreport, and a double continuum of such incentive constraints is binding, our Lagrange multipliers are defined by a measure over this double continuum. The Lagrangian, being a linear functional of an allocation rule, can be written as the expected value of a function that we label “modified virtual surplus.” In the two-bidder case, we construct a
product measure of Lagrange multipliers on the binding incentive constraints that works for us, i.e., maximization of the resulting modified virtual surplus yields the optimal Vickrey auction with reserves.

In Section 5 we extend the approach to the case of many bidders. Some additional complications arise because it becomes necessary to consider binding non-local downward incentive constraints both from a given type (when this type is the highest-value bidder but may underreport to buy from another bidder in resale) and to the same type (when this type is reported by some higher type so as to concede the object to another bidder and buy it from him in resale). This necessitates a somewhat more complex construction of Lagrange multipliers. Under traditional regularity assumptions on value distributions we can construct nonnegative Lagrange multipliers that yield a Vickrey auction with reserves as an optimal auction. In Section 7 we show that this auction sustains truthful bidding as an ex post equilibrium under any resale procedure, and so it is robustly optimal with unknown resale.

Our approach also yields an iterative construction of the optimal bidder-specific reserve prices in n-bidder Vickrey auctions with reserves. We illustrate this (in Section 6) for the case where bidders’ values are distributed uniformly with different upper limits. In this case, the optimal reserve price to the kth bidder is obtained by solving a kth-degree equation, which cannot be done analytically for k > 4 but is easily done numerically.

2 Setup

There are n bidders. Bidder i’s value for the object is θi, which is distributed according to a c.d.f. F_i with a continuous strictly positive density f_i on support [0, 1]. We write ν_i(θ_i) = θ_i − f_i(θ_i) for the traditional virtual value of type θ_i. Values are independent across bidders. We write θ = (θ_1, . . . , θ_n) for the profile of values. The space of (possibly randomized) allocations is X = {x ∈ [0, 1]^n : ∑_i x_i ≤ 1}, where x_i ∈ [0, 1] is the probability of allocating the object to bidder i.

To describe the general space of mechanisms with resale, in general we need to think about how the mechanism influences resale. For example, the
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3The assumption that the distributions have a common support is made for expositional simplicity; in Section 6 below we argue that the results extend to cases in which the supports’ upper limits differ. The assumption of continuous density is also made for expositional simplicity, but it will follow from assumption (A1) made in Section 5 below.
information disclosed by the mechanism will in general affect the outcome of resale. However, for simplicity we now restrict attention to resale procedures in which all private information is revealed before resale (but after the auction), and the resale outcome depends only on the allocation specified by the mechanism but not on any other features of the mechanism. For such resale procedures, the expected post-resale payoff of bidder $i$ net of payment specified in the mechanism can be written as a reduced-form function $v_i(x; \theta)$ of the allocation $x \in X$ specified by the mechanism and the bidders’ value profile $\theta$, with the total reduced-form payoffs not exceeding the maximal total surplus available in resale:

$$\sum_i v_i(x; \theta) \leq \max \theta_i \cdot \sum_i x_i. \quad (1)$$

We also require the resale procedure to be individually rational:

$$v_i(x; \theta) \geq \theta_i x_i \quad (2)$$

for each $i$.

We will specify a worst-case resale procedure of this form, but the optimal mechanisms we identify will prove to be robust to a broader class of resale procedures (described in Section 7 below).

If the designer knows the resale procedure and it is described by reduced-form resale payoffs, then we can appeal to the revelation principle and focus on mechanisms where each bidder directly reports $\theta_i$. Thus an auction is a pair of measurable functions $(\chi, \psi)$, where

- $\chi : [0,1]^n \to X$ specifies the (possibly probabilistic) allocation rule;
- $\psi : [0,1]^n \to \mathbb{R}^n$ specifies the payments.

An auction must satisfy the usual incentive compatibility and individual rationality constraints:

$$\mathbb{E}_{\tilde{\theta}_i} [v_i(\chi(\theta_i, \tilde{\theta}_{-i}); \theta_i, \tilde{\theta}_{-i}) - \psi(\theta_i, \tilde{\theta}_{-i})] \geq \mathbb{E}_{\tilde{\theta}_i} [v_i(\chi(\tilde{\theta}_i, \theta_{-i}); \theta_i, \tilde{\theta}_{-i}) - \psi(\theta_i, \tilde{\theta}_{-i})] \quad \text{for all } \theta_i, \tilde{\theta}_i; \quad (3)$$

$$\mathbb{E}_{\tilde{\theta}_i} [v_i(\chi(\theta_i, \tilde{\theta}_{-i}); \theta_i, \tilde{\theta}_{-i}) - \psi(\theta_i, \tilde{\theta}_{-i})] \geq 0 \quad \text{for all } \theta_i. \quad (4)$$
The seller’s expected revenue maximization problem is then

$$\max_{\chi : [0, 1]^n \to X, \psi : [0, 1]^n \to \mathbb{R}^n} \mathbb{E}_\theta \left[ \sum_i \psi_i(\tilde{\theta}) \right] \text{ subject to (3)-(4).} \tag{5}$$

## 3 The Must-Sell Case

In this section, we restrict attention to auctions that must sell the object with probability 1. (For example, this could be motivated by the seller’s prohibitively high cost of keeping the object.) Recall from Myerson (1981) and McAfee and McMillan (1989) that if there is no resale, and if each bidder’s virtual value function is increasing, the optimal auction allocates the object to the bidder with the highest virtual value $\nu_i(\theta_i)$. Thus, if bidders have different distributions and therefore different virtual value functions, the optimal auction misallocates the object. In particular, the auction is biased towards “weaker” bidders, which are those with higher virtual value functions. Intuitively, optimal misallocation trades off reduction of bidders’ information rents against the reduction of the expected total surplus.

Now we turn to the analysis of auctions with resale, and make a guess about a worst-case resale procedure: that the highest-value bidder learns the values of everybody else and has full bargaining power. Let $i^*(\theta)$ denote the bidder with the highest value at profile $\theta$, breaking ties in favor of earlier-numbered bidders (the choice of tiebreak is inconsequential). Then, each bidder $i$’s reduced-form payoff is

$$v_i(x; \theta) = \begin{cases} \theta_i x_i + \sum_{j \neq i} (\theta_i - \theta_j) x_j & \text{if } i = i^*(\theta); \\ \theta_i x_i & \text{otherwise.} \end{cases} \tag{6}$$

Intuitively, this is a worst-case resale procedure because it gives bidders maximal information rents: by letting another bidder win and then buying from the winner whenever this is efficient, bidder $i$ would get an expected information rent equal to at least his expected marginal contribution to the total surplus, $\mathbb{E}_\theta \left[ \max \left\{ \tilde{\theta}_i - \max_{j \neq i} \tilde{\theta}_j, 0 \right\} \right]$. Given this, the expected revenue is
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Note that the same argument would work if the highest-value bidder $i = i^*(\theta)$, when he fails to win the object, would buy it back from the auction’s winner at the price equal to the second-highest value $\max_{j \neq i} \theta_j$. This would be the appropriate model if the resale
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maximized by the Vickrey auction with no reserve, which achieves the lower bound on bidders’ information rents and at the same time maximizes total surplus without any resale.

To complete the argument we only need to establish that a bidder can always submit a bid that lets another bidder win with probability 1. Note that bidding 0 may not accomplish this because the seller only needs to sell with probability 1, and so can withhold the object if any bidder bids 0. Yet the argument can be modified to obtain the desired result:

Proposition 1. If the highest bidder learns all other values and the resale payoffs are given by (6) then the Vickrey auction with no reserve price is optimal among all auctions that sell with probability 1.

Proof. Take any auction mechanism \( (\chi, \psi) \) satisfying (3)-(4), and let

\[
U_i(\theta_i) = \mathbb{E}_{\hat{\theta}_{-i}}[v_i(\chi(\theta_i, \hat{\theta}_{-i}); \theta_i, \hat{\theta}_{-i}) - \psi_i(\theta_i, \hat{\theta}_{-i})]
\]

be the interim expected payoff enjoyed by \( i \) when his type is \( \theta_i \). Since \( \sum_j \chi_j(\hat{\theta}) = 1 \) with probability 1, there exists arbitrarily small \( \hat{\theta}_i > 0 \) such that \( \sum_j \chi_j(\hat{\theta}_i, \hat{\theta}_{-i}) = 1 \) with probability 1. By incentive compatibility (3), for all \( \hat{\theta}_i \),

\[
U_i(\theta_i) \geq \mathbb{E}_{\hat{\theta}_{-i}}[v_i(\chi(\hat{\theta}_i, \hat{\theta}_{-i}); \theta) - \psi_i(\hat{\theta}_i, \hat{\theta}_{-i})] \\
\geq \mathbb{E}_{\hat{\theta}_{-i}}\left[\max\left\{\theta_i - \max_{j \neq i} \hat{\theta}_j, 0\right\}\right] - \hat{\theta}_i,
\]

since \( v_i(x; \theta) \geq \max\{\theta_i - \max_{j \neq i} \theta_j, 0\} \) whenever \( \sum_j x_j(\theta) = 1 \) and \( \mathbb{E}_{\hat{\theta}_{-i}}[\psi_i(\hat{\theta}_i, \hat{\theta}_{-i})] \leq \hat{\theta}_i \) by individual rationality (4). Therefore, we can write

\[
\mathbb{E}_{\hat{\theta}}\left[\sum_i \psi_i(\hat{\theta})\right] = \mathbb{E}_{\hat{\theta}}\left[\sum_i v_i(\chi(\hat{\theta}); \hat{\theta})\right] - \sum_i \mathbb{E}_{\hat{\theta}_i}\left[U_i(\hat{\theta}_i)\right] \\
\leq \mathbb{E}_{\hat{\theta}}\left[\hat{\theta}_{i^*(\hat{\theta})}\right] - \mathbb{E}_{\hat{\theta}}\sum_i \left[\max\left\{\hat{\theta}_i - \max_{j \neq i} \hat{\theta}_j, 0\right\}\right] + \sum_i \hat{\theta}_i.
\]

Since the first two terms describe the expected revenue in the Vickrey auction, and \( \hat{\theta}_i > 0 \) can be chosen to be arbitrarily small, the result obtains. \( \square \)

procedure involved Bertrand competition among the auction’s losers to buy the object from the winner.
Next, note that the Vickrey auction sustains truthful bidding and no resale as an ex post equilibrium for any resale procedure. Indeed, note when bidder $i$ deviates downward and loses, he cannot buy the object in resale for below the winner’s value, $\max_{j \neq i} \theta_j$, which is what he would pay for winning the object in an auction, and conversely when bidder $i$ deviates upward and wins, he cannot resell the object for more than the highest loser’s value, $\max_{j \neq i} \theta_j$, which is the price he would have to pay to win the auction. In both cases he does no better than bidding his true value. (A more general version of this result, inspired by Ausubel and Cramton (2004), is stated in Section 7 below.)

This shows that the Vickrey auction attains the same expected revenue in equilibrium (namely, the expectation of the second-highest value) regardless of the resale procedure; and no other auction can guarantee higher expected revenue, by Proposition 1. Thus, the Vickrey auction solves the seller’s maxmin problem: it is a robustly optimal auction with unknown resale.\footnote{The argument above can be extended to multi-unit auctions. It can also be extended to auctions with correlated values, provided that we also require robustness to information disclosure before the auction. Thus, the proposition above can be stated for all such cases.}

4 Can-keep case: Two bidders

We now turn to our main focus: the optimal auction when the seller can withhold the object. In this section we mainly study the problem with two bidders, although some of the intermediate ideas we develop are useful for any number of bidders, and will be stated in this generality. In the next section, we fully extend the result to any number of bidders.

As in the previous section, we conjecture that the worst-case resale procedure has the following form: after the auction, nature reveals all the bidders’ values to each other; and the highest-value bidder gets all the bargaining power in resale, which yields reduced-form resale payoffs given by (6). So we can set up the mechanism design problem assuming this specific resale procedure, and solve for the optimal mechanism. It will then turn out that, for this mechanism, truth-telling (followed by no resale) is an ex-post equilibrium regardless of the resale procedure. Therefore, the mechanism we derive actually solves the robust optimization problem.
4.1 Analysis: the relaxed problem

We begin by studying the relaxed problem for program (5) subject to (3)–(4), which replaces (3) with the local first-order incentive compatibility constraints. For this purpose, note that by the envelope theorem of Milgrom and Segal (2002, Corollary 1), incentive compatibility (3) implies that $U_i$ is absolutely continuous and its derivative is given almost everywhere by

$$U'_i(\theta_i) = E_{\theta_{-i}}[v'_i(\chi(\theta_i, \tilde{\theta}_{-i}); \theta_i, \tilde{\theta}_{-i})].$$

Here $v'_i$ denotes the derivative of $v_i$ with respect to $\theta_i$, which is defined except when there are ties in values (a probability-zero case), and takes the form $v'_i(x; \theta) = x_i + 1_{i=i^*(\theta)} \cdot \sum_{j \neq i} x_j$.

Since $U_i(0) = 0$ at the optimal mechanism (type 0’s participation constraints are binding), the interim expected payment of bidder $i$ given type $\theta_i$ is

$$E_{\theta_{-i}}[v'_i(\chi(\theta_i, \tilde{\theta}_{-i}); \theta_i, \tilde{\theta}_{-i})] = \int_0^{\theta_i} E_{\theta_{-i}}[v'_i(\chi(\hat{\theta}_i, \hat{\theta}_{-i}); \hat{\theta}_i, \hat{\theta}_{-i})] \ d\hat{\theta}_i.$$ (8)

The usual integration by parts allows us to rewrite the objective (5) as

$$E_{\theta} \left[ \sum_i \psi_i(\hat{\theta}) \right] = E_{\theta} \left[ \sum_i v_i(\chi(\hat{\theta}), \hat{\theta}) - \sum_i \frac{1 - F_i(\theta_i)}{f_i(\theta_i)} v'_i(\chi(\hat{\theta}), \hat{\theta}) \right].$$ (9)

The standard next step is to solve a relaxed problem: maximize (9) over all allocation rules $\chi$, without worrying about (3). This can be done by maximizing the virtual surplus (the expression inside brackets) pointwise. The solution must be a deterministic mechanism (with probability 1). At any profile $\theta$, if we allocate to the high-value bidder $i^* = i^*(\theta)$, the virtual surplus is

$$\theta_{i^*} - \frac{1 - F_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} = \nu_{i^*}(\theta_{i^*}).$$

If we allocate to some other bidder $j \neq i^*$, then the $v'_i$ terms are nonzero both for $i = i^*$ and for $i = j$, so we get

$$\theta_{i^*} - \frac{1 - F_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} - \frac{1 - F_j(\theta_j)}{f_j(\theta_j)}.$$ 

This is less than the virtual surplus from allocating to $i^*$. Hence, it is never optimal to allocate inefficiently: we either allocate to the highest-value bidder.
Figure 1: Allocation rule from relaxed problem. 1 means allocate to bidder 1; 2 means allocate to bidder 2. In the remaining regions, the good is not sold.

\( r^* \) or not at all. Intuitively, allocating to some non-high-value bidder \( j \) at a type profile \( \theta \) concedes informational rents to higher types of \( j \) (who can acquire the good by pretending to be \( \theta_j \), and then possibly resell it) as well as for higher types of \( i^* \) (who can buy the good back from \( j \)); whereas allocating to the high-value bidder \( i^* \) leaves rents to him only, and so is preferable for the seller. Furthermore, we should allocate to the highest-value bidder \( i^* \) if and only if his virtual value is positive, i.e. his value is above \( r_{1^*} \), where \( r_i = \nu^{-1}_i(0) \) is the optimal price for a monopolist selling to bidder \( i \) only.

The allocation rule is shown in Figure 1 for the case of two bidders. Assume that \( r_1 > r_2 \). Transfers consistent with (8) can be achieved, for example, using threshold prices: if \( i^* \) is allocated the good, he is charged \( \max\{r_{1^*}, \max_{j \neq i^*}(\theta_j)\} \); losers pay nothing.

With these payments, the auction would be incentive-compatible if there were no resale. However, with resale, it violates incentive compatibility con-
straints (3). To see this, consider bidder 1’s type \( \theta_1 \in (r_2, r_1) \). By telling the truth, bidder 1 gets a payoff of 0, since he never gets the object (and cannot get it from 2 in resale). However, he could report a lower type \( \hat{\theta}_1 \), in which case 2 wins the object and then 1 can profitably buy it back in resale if \( \theta_2 \in (\hat{\theta}_1, \theta_1) \). (This deviation is illustrated with a horizontal arrow in Figure 1.) Thus, in our model, the solution to the relaxed problem is not incentive-compatible: we must consider non-local incentive constraints to find the correct solution.

4.2 Vickrey auction with reserves

Intuitively, to avoid this incentive to deviate and buy back, we might use an allocation rule in which a lower bid never causes the auctioneer to sell the object. (Ausubel and Cramton (1999) call this property monotonicity in aggregate.) For example, we might try to fix the allocation rule by “filling in” the triangular region \( r_2 < \theta_2 < \theta_1 < r_1 \) in Figure 1, allocating to bidder 1 in this region (based on the above intuition that we prefer to allocate to the high-value bidder or to nobody). Note, however that this solution can be improved: since bidder 1 has a negative virtual value in the filled-in triangle, the seller would rather not sell to him. By raising the reserve price for bidder 2 above \( r_2 \), she can shrink the size of this triangle, although doing so also means missing out on profitable sales to bidder 2. The optimal reserve price trades off these two effects. This leads to an allocation rule of the form shown in Figure 2.

This auction belongs to a class of auctions that we formally define now.

**Definition 1 (Ausubel and Cramton 1999, 2004).** A Vickrey auction with reserves is the auction mechanism parameterized by reserve prices \( p_1, \ldots, p_n \in [0, 1] \), defined as follows:

- **Allocation rule:**
  
  \[
  \chi_i (\theta) = \begin{cases} 
  1 & \text{if } i = i^* (\theta) \text{ and } \theta_j > p_j \text{ for some } j, \\
  0 & \text{otherwise.}
  \end{cases}
  \]

- **Payments:**

  \[
  \psi_i (\theta) = \begin{cases} 
  \max \{ p_i, \max_{j \neq i} \theta_j \} & \text{if } \chi_i (\theta) = 1 \text{ and } \theta_j \leq p_j \text{ for all } j \neq i, \\
  \max_{j \neq i} \theta_j & \text{if } \chi_i (\theta) = 1 \text{ and } \theta_j > p_j \text{ for some } j \neq i, \\
  0 & \text{otherwise.}
  \end{cases}
  \]
Figure 2: Allocation rule for Vickrey auction with reserves. 1 means allocate to bidder 1; 2 means allocate to bidder 2. In the remaining regions, the good is not sold.
In words, if at least one bidder $i$ beats his reserve price $p_i$, then the good is allocated to the high-value bidder, otherwise, the good is left unsold. Importantly, since the reserve prices are asymmetric, a bidder $i$ can win the good without meeting his reserve price $p_i$ — if another bidder $j$ with a lower reserve has met his reserve $p_j$.

The winner’s payments in the auction is constructed to be his “threshold price” – the minimal bid that would have allowed him to win. By the standard argument, this ensures that the auction is strategy-proof without resale. More importantly for us, as noted by Ausubel and Cramton (2004), in Vickrey auctions with reserves it is an ex post equilibrium for bidders to bid truthfully even if bidders believe resale will occur, for any beliefs about the (individually rational) resale procedure and for any profile of values. To see that the possibility of resale does not create any advantageous deviations, note that when a deviation causes another bidder to win, the deviator would need to pay at least the winner’s value to buy the object back, but he could have instead acquired the object at this price by submitting a high bid in the auction. On the other hand, if a bidder’s deviation causes him to win, he would pay at least the others’ highest value for the object, and would not be able to resell it for a higher price.

It turns out that a Vickrey auction with reserves is the correct solution to our optimization problem. In the remainder of this section we will sketch the argument for the case of two bidders, leaving the general formal result and proof for the next section.6

4.3 Optimal Reserve Prices

We now discuss how to identify the optimal reserve prices. Since the object is always allocated to the higher-value bidder, the formula (9), expressing
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6 The working paper by Ausubel and Cramton (1999) considered a standard auction with the constraint that the good should only be sold to the highest-value bidder or not at all (but without explicitly modeling resale), and derived the solution shown in Figure 1. They also observed that this auction invites deviations if there is resale. Their paper then considered the problem of the optimal auction subject to monotonicity in aggregate, as well as selling only to the highest bidder, and claimed (without proof) the Vickrey auction with reserves as the solution in a special case with two bidders. Here, in contrast, we derive the properties of monotonicity in aggregate and highest-bidder-only from the maxmin problem of a seller who is concerned with revenue, rather than assuming those properties. We also prove that this auction format is optimal, both with two bidders and more generally.
revenue as the integral of virtual surplus, can be simplified to
\[ \mathbb{E}_{\theta} \left[ \mathbf{1} \left\{ \tilde{\theta}_i \geq p_i \text{ for some } i \right\} \cdot \nu_{i^{\star}(\theta)}(\tilde{\theta}_{i^{\star}(\theta)}) \right] . \tag{10} \]

Assume the optimal reserves satisfy \( p_1 > p_2 \) (this will turn out to be true, given our assumption that \( r_1 > r_2 \)). The effect of bidder 1’s reserve price \( p_1 \) on the expected revenue occurs only when \( \theta_2 < p_2 \). Conditional on \( \theta_2 \) in this range, the expected revenue is given by \( R_1(p_1) \equiv p_1 (1 - F_1(p_1)) \) (the expected revenue on bidder 1 as a function of the price charged to him). By assumption, this is maximized by setting \( p_1 = r_1 \).

As for the optimal reserve price for bidder 2, consider the effects of raising bidder 2’s reserve price \( p_2 \) slightly to \( p_2 + \varepsilon \). This change would have two first-order effects, both in the sliver \( \theta_2 \in (p_2, p_2 + \varepsilon) \), the probability of which is \( f_2(p_2) \varepsilon \). The first effect is to increase the expected revenue on bidder 1 from \( R_1(p_2) \) to its maximal value \( R_1(r_1) \). The second effect is to reduce the expected revenue on bidder 2 when \( \theta_1 < p_2 \) (thus with probability \( F_1(p_2) \)), by not selling to him when \( \theta_2 \in (p_2, p_2 + \varepsilon) \), by an amount equal to his virtual value \( \nu_2(p_2) \). The first-order condition for \( p_2 \) equalizes these two effects:
\[ F_1(p_2) \nu_2(p_2) = R_1(r_1) - R_1(p_2). \tag{11} \]

Note that (11) has a solution \( p_2 \in [r_2, r_1] \) provided that \( \nu_2 \) is nondecreasing. Indeed, at \( p_2 = r_2 \), the left-hand side is zero and the right-hand side is nonnegative, while at \( p_2 = r_1 \), the left-hand side is nonnegative and the right-hand side is zero. Hence, existence obtains by the Intermediate Value Theorem. We can also see that the solution is unique when \( \nu_2 \) is strictly increasing (which makes the left-hand side strictly increasing) and \( R_1 \) is concave (which makes the right-hand side nonincreasing on \([r_2, r_1]\)).

### 4.4 Optimality of Vickrey with Reserves

To show that Vickrey with reserves is optimal, we need to make active use of the non-local incentive constraints, since using only the local incentive constraints gave us the incorrect solution in Figure 1. For the two-bidder case we will only need to use the non-local incentive constraints (3) for bidder 1. Using the formula (8) for transfers, the constraints can be rewritten entirely
in terms of the allocation rule:

\[
S(\theta_1, \tilde{\theta}_1; \chi) \equiv \int_{\tilde{\theta}_1}^{\theta_1} \mathbb{E}_{\tilde{\theta}_2}[v'_1(\chi(\tau_1, \tilde{\theta}_2); \tau_1, \tilde{\theta}_2)] d\tau_1 - \mathbb{E}_{\tilde{\theta}_2}[v_1(\tilde{\theta}_1, \tilde{\theta}_2) - v_1(\chi(\tilde{\theta}_1, \tilde{\theta}_2); \tilde{\theta}_1, \tilde{\theta}_2)] \geq 0.
\] (12)

We account for these constraints using a Lagrangian approach, by adding extra terms to the objective function (9) to penalize violations of the constraints. Since there is a continuum of such constraints, the Lagrange multipliers (weights) on the constraints must be described with some appropriately constructed nonnegative measure \( M \) on \([0, 1] \times [0, 1]\). Our Lagrangian then takes the form

\[
\mathbb{E}_{\tilde{\theta}} \left[ \sum_i v_i(\chi(\tilde{\theta}), \tilde{\theta}) - \sum_i \frac{1 - F_i(\tilde{\theta})}{f_i(\tilde{\theta})} v'_i(\chi(\tilde{\theta}), \tilde{\theta}) \right] + \iint S(\theta_1, \tilde{\theta}_1; \chi) dM(\theta_1, \tilde{\theta}_1).
\]

Because this Lagrangian is a bounded linear functional of the allocation rule \( \chi \), by the Riesz Representation Theorem (e.g., Royden 1988) it can be written in the form

\[
\mathbb{E}_{\tilde{\theta}} \left[ \sum_i \mu_i(\tilde{\theta}) \chi_i(\tilde{\theta}) \right].
\]

We will refer to \( \mu_i(\theta) \) as the “modified virtual value” of bidder \( i \). It combines the ordinary virtual value and the terms coming from (12). Of course, \( \mu_i(\theta) \) depends on the choice of measure \( M \). (For the types of measures proposed below, an explicit formula for modified virtual values appears in display (34) in the appendix.)

Now, we show optimality of allocation rule \( \chi \) in the candidate solution by constructing a measure \( M \) such that \((\chi, M)\) is a saddle point of the Lagrangian (13) (see Luenberger (1969), Theorem 2 on p. 221), i.e., the following conditions hold:

(a) The allocation rule \( \chi \) maximizes the Lagrangian given measure \( M \);

(b) The candidate solution with allocation rule \( \chi \) satisfies all incentive compatibility constraints;

(c) Complementary slackness: \( M \) puts zero measure on all constraints (12) that are slack (hold with strict inequality) at \( \chi \), i.e., the second term in the Lagrangian (13) is zero. (Together with (b), this ensures that given \( \chi \), (13) is minimized by measure \( M \).)
To see the sufficiency of conditions (a)-(c) for optimality of the candidate solution, note that the revenue from any alternative incentive-compatible auction with allocation rule \( \chi' \) will be at most the value of the Lagrangian (13) at \((\chi', \mathcal{M})\), which by (a) is at most the value of the Lagrangian at \((\chi, \mathcal{M})\), which by (c) equals the revenue at \( \chi \).

Regarding condition (b), the feasibility of Vickrey auctions with reserves was already argued informally, and will be stated formally in Section 7 below.

Regarding condition (c), note that the constraints (12) that hold with equality at the candidate solution are those with \( \hat{\theta}_1 \leq \theta_1 \) and either \( \theta_1, \hat{\theta}_1 \leq p_1 \) or \( \theta_1, \hat{\theta}_1 \geq p_1 \). (The constraints involving upward deviations are slack because they carry the risk of getting the good at a price above value, and the constraints from above \( p_1 \) to below \( p_1 \) are slack because those deviations may cause the good to be unsold.) To ensure complementary slackness, the support of \( \mathcal{M} \) must be restricted to those constraints. But we can restrict the support of \( \mathcal{M} \) further by observing that our Vickrey auction differs from the relaxed allocation rule in two ways: it sells to bidder 1 more often when \( \theta_1 \in (p_2, p_1) \), and it sells to bidder 2 less often when \( \theta_1 < p_2 \). This suggests that we should focus on the binding constraints with \( \theta_1 \in (p_2, p_1) \) and \( \hat{\theta}_1 < p_2 \). Thus we will look for a measure \( \mathcal{M} \) with support \([p_2, p_1] \times [0, p_2]\) (and any such measure will automatically satisfy complementary slackness).

We construct a measure \( \mathcal{M}(\theta_1, \hat{\theta}_1) \) that takes the form of a product of a marginal measure over \( \theta_1 \) and another one over \( \hat{\theta}_1 \). We denote the two measures’ distribution functions by \( \Lambda(\theta_1) \) and \( \Lambda(\hat{\theta}_1) \), respectively. The two measures will be nailed down by two indifferance conditions in maximizing the Lagrangian (13):

1. Indifference between selling to bidder 2 and withholding the good when \( \theta_1 < \theta_2 = p_2 \), which dictates that bidder 2’s modified virtual value at these profiles should be 0;

2. Indifference between selling to bidder 1 and withholding the good when \( \theta_2 = p_2 < \theta_1 \), which dictates that bidder 1’s modified virtual value at these profiles should be 0.

To see the necessity of these indifferences, note that the indifference should be broken in either direction with an arbitrarily small change in \( \theta_2 \).

For condition #1, note that selling to bidder 2 when \( \theta_1 < \theta_2 = p_2 \) affects the Lagrangian in two ways: adding the virtual value of agent 2, weighted by
the density of $\theta = (\theta_1, p_2)$, to the first part of (13), and inducing information rents $\tau_1 - p_2$ for all types $\tau_1 > p_2$ of bidder 1, integrated over $\tau_1$ with measure $\Lambda$ and weighted by $\Lambda'(\theta_1)$ (the density of $\Lambda$), to be subtracted from the second part of (13). Thus, indifference condition #1 takes the form

$$f_1(\theta_1) \nu_2(p_2) = \Lambda'(\theta_1) \int_{p_2}^{p_1} (\tau_1 - p_2) d\Lambda(\tau_1) \text{ for all } \theta_1 \in [0, p_2]. \quad (15)$$

Note, in particular, that the condition requires the density of $\Lambda(\theta_1)$ to be proportional to the density $f_1(\theta_1)$. Intuitively, this proportionality is necessary to ensure that the sale’s effect on tightening bidder 1’s non-local incentive constraints binding to $\theta_1$ (whose weight is proportional to the density of $\Lambda(\theta_1)$) exactly offset the effect of adding bidder 2’s virtual value (whose weight is proportional to the density $f_1(\theta_1)$ of bidder 1’s type distribution). By rescaling $\Lambda$ and $\Lambda$ by constants, without loss of generality we can let the proportionality factor be 1, so $\Lambda(\theta_1) = F_1(\theta_1)$.

Now we turn to indifference condition #2. One way of understanding this condition is to condition on $p_2 = p_2$, so that the allocation is a function of $\theta_1$ only. A seller trying to maximize this conditional Lagrangian should then be indifferent across many such allocation rules. In particular, setting any reserve price $p \in [p_2, p_1]$ creates an alternative allocation rule, which allocates to 1 when $\theta_1 > p$, and does not allocate at all when $\theta_1 \leq p$. The conditional Lagrangian maximizer should be indifferent between any such allocation rule and the actual allocation rule used in the Vickrey auction. Note that this observation depends on indifference condition #1, to ensure the seller is willing to withhold the good when $\theta_1 < p_2$.

Now, imagine the conditional-Lagrangian-maximizing seller starting from a reserve of $p_1$ and changing to any other reserve $p \in [p_2, p_1]$. The indifference means that the loss in the expected profit on bidder 1 (represented by the first term of the conditional Lagrangian), $R_1(p_1) - R_1(p)$, should be exactly offset by the newly created weighted slack of the non-local incentive constraints (the second term of the conditional Lagrangian). The slack incentive constraints are now those from $\theta_1 \in [p, p_1]$ to $\theta_1 < p$: indeed, any such incentive constraint is now slack by $\theta_1 - p$, since the deviation would cause the good to be unsold. Integrating over those constraints with measures $\Lambda$ and $\Lambda$ yields the equation

$$\Lambda(p) \int_{p}^{p_1} (\theta_1 - p) d\Lambda(\theta_1) = R_1(p_1) - R_1(p). \quad (16)$$
Recall from the above that $\hat{\Lambda}$ is supported on $[0,p_2]$, and $\hat{\Lambda}(p) = F_1(p_2) = F_1(p)$ for $p > p_2$. Differentiating both sides of (16) yields

$$-F_1(p_2) \int_p^{p_1} d\Lambda(\theta_1) = -R'_1(p).$$

Taking into account that the integral in the above display equals $\Lambda(p_1) - \Lambda(p)$, we obtain

$$\Lambda(p_1) - \Lambda(\theta_1) = R'_1(\theta_1)/F_1(p_2) \text{ for } \theta_1 \in [p_2,p_1].$$

This equation describes the measure $\Lambda$. Note that $\Lambda$ is nondecreasing, and so the constructed weight measure really is nonnegative, when function $R_1$ is concave.

Also, plugging in this $\Lambda$ into (15) and integrating by parts yields the first-order condition (11) for $p_2$.

To complete the proof of optimality of the Vickrey auction with reserves, it remains to check condition (a) – that the Lagrangian is maximized by the candidate solution. For this, we can use the Lagrangian expressed by means of modified virtual values, (14). We need to check that the proposed Vickrey auction with reserves maximizes the modified virtual value for every profile $(\theta_1,\theta_2)$, and not just when $\theta_2 = p_2$ and $\theta_1 \leq p_1$, which we have already checked. This is some work but is reasonably straightforward.

5 Can-Keep Case with Many Bidders

We now proceed to the general setting with $n$ bidders. In this section we make the following assumptions on bidders’ value distributions (in addition to those made in Section 2):

**A1.** Both $F_i$ and $1 - F_i$ are log-concave for each $i$.

**A2.** $\nu_1(\theta) \leq \ldots \leq \nu_n(\theta)$ for all $\theta$.

Note that the latter part of (A1) is the usual monotone hazard rate assumption. Both parts of (A1) are satisfied, in particular, when the density $f_i$ is log-concave, which is satisfied by many standard distributions (Bagnoli and Bergstrom 2005). Note also that (A1) is not nested with the assumption used in the previous section that the revenue function $R_i(\theta) = \theta (1 - F_i(\theta))$
is concave. This leads us to believe that (A1) is not the weakest possible assumption, but it yields the result in a simple way.

Assumption (A2) means that the bidders are uniformly ranked from “stronger” to “weaker”; for example, it ensures that in the absence of resale, the optimal auction would always discriminate against the stronger bidders (McAfee and McMillan 1989), and the optimal bidder-specific reserve prices would satisfy \( r_1 \geq \ldots \geq r_n \).

We begin with a characterization of the candidate optimal auction, which is a Vickrey auction with reserve prices. We characterize the optimal reserve prices \( p_1, \ldots, p_n \). Then we establish the optimality of this auction, not just among Vickrey auctions with reserves, but among all possible auctions.

5.1 Characterization of Candidate Optimal Auction

As a first step toward defining the optimal reserve prices, define \( R_k(p) \), for any \( k = 1, \ldots, n \) and any price \( p \), to be the expected revenue from a Vickrey auction in which only the first \( k \) bidders participate and all participants face the same reserve price \( p \). Also define \( R_0(p) = 0 \).

Now, recursively define a weakly decreasing sequence of reserve prices \( p_k \), and a sequence of revenue levels \( R_k^* \) for \( k = 1, \ldots, n \), by initializing \( p_0 = 1 \) and \( R_0^* = 0 \) and letting for all \( k \geq 1 \),

\[
R_k^* = R_k(p_k) + F_k(p_k) \left[ R_{k-1}^* - R_{k-1}(p_k) \right] \tag{17}
\]

\[
= \max_{p \in [0, p_{k-1}]} \left\{ R_k(p) + F_k(p) \left[ R_{k-1}^* - R_{k-1}(p) \right] \right\}. \tag{18}
\]

Inductively, \( R_k^* \) for \( k \geq 1 \) is the revenue from a Vickrey auction on bidders 1, \ldots, \( k \) with reserves \( p_1, \ldots, p_k \). To see that it satisfies formula (17), compare this asymmetric Vickrey auction to the symmetric Vickrey with reserve \( p_k \). Notice that the two auctions differ only when bidder \( k \)'s value is below \( p_k \), which happens with probability \( F_k(p_k) \). In this case, the former auction reduces to an auction on the first \( k - 1 \) bidders with reserves \( p_1, \ldots, p_{k-1} \), yielding expected revenue \( R_{k-1}^* \); and the latter is an auction with symmetric reserve \( p_k \) on the first \( k - 1 \) bidders, yielding revenue \( R_{k-1}(p_k) \). (18) requires that \( p_k \in [0, p_{k-1}] \) is chosen to maximize expected revenues.

First we make the following observation (proven in the Appendix):

**Lemma 1.** \( p_k > 0 \) for all \( k = 1, \ldots, n \).
If the maximization problem (18) has an interior solution \( p_k \), it has to satisfy the first-order condition

\[
\nu_k (p_k) \prod_{j<k} F_j (p_k) = R^*_k - R_{k-1} (p_k).
\]

Intuitively, increasing \( p_k \) by \( \varepsilon \) only matters when \( \theta_k \in (p_k, p_k + \varepsilon) \) and \( \theta_j < p_j \) for all \( j > k \), and in that case it has two first-order effects: (i) on the expected revenue from bidder \( k \), when all other bidders’ values are below \( p_k \), and (ii) on the expected revenue from the \( k-1 \) strongest bidders, changing it from \( R_{k-1} (p_k) \) (obtained when bidder \( k \) beats his reserve price) to \( R^*_k \) (obtained when bidder \( k \) does not beat his reserve price). The first-order condition equalizes those two effects.

The first-order condition can be rewritten in the form

\[
\nu_k (p_k) = H (p_k),
\]

where the function \( H \) is defined on \( p \in [p_n, 1) \) by

\[
H (p) = \frac{R^*_k - R_{k-1} (p)}{\prod_{j<k} F_j (p)} \quad \text{for } p \in [p_k, p_{k-1}), \: k = 1, \ldots, n.
\]

Furthermore, the following lemma (proven in the appendix) shows that the first-order condition (19) has to hold even if (18) has a corner solution, and yields an approach to constructing the function \( H \) and the reserve prices:

**Lemma 2.** Under assumptions (A1)-(A2), the function \( H \) defined by (20) has the following properties:

(i) \( H \) is continuous,

(ii) \( H \) satisfies (19) for each \( k \geq 1 \),

(iii) For \( p \in [p_k, p_{k-1}] \), for each \( k \geq 2 \),

\[
H (p) = \frac{1}{\prod_{j<k} F_j (p)} \left[ (\prod_{j<k} F_j (p)) \nu_{k-1} (p_{k-1}) - \int_p^{p_{k-1}} (\prod_{j<k} F_j (\tau)) \sum_{j<k} \frac{f_j (\tau) \nu_j (\tau)}{F_j (\tau)} \, d\tau \right],
\]

(iv) \( H \) is nonincreasing.
Formula (21) can be used to construct the sequence \(p_1, \ldots, p_n\) as follows: First let \(p_1 = r_1\), since this value solves (18) for \(k = 1\). Then we construct \(p_k\) for \(k \geq 2\) iteratively as follows: Given \(p_{k-1}\), (21) describes \(H(p)\) on the interval \(p \in [p_k, p_{k-1}]\), and then \(p_k\) can be obtained by solving equation (19). We can see that (19) has a solution \(p_k \in [r_k, p_{k-1}]\), by noting that on the one hand, \(\nu_k(r_k) = 0 = H(r_1) \leq H(r_k)\) (using part (iv) of the lemma), and on the other hand, \(\nu_k(p_{k-1}) \leq \nu_{k-1}(p_{k-1}) = H(p_{k-1})\) (using (A2) and (19) for \(k - 1\)). Thus, a solution to (19) exists by the Intermediate Value Theorem (using continuity of \(H\) and \(\nu_k\)). Furthermore, the solution to (19) is unique since \(\nu_k\) is strictly increasing due to assumption (A1) and \(H\) is nonincreasing by part (iv) of the lemma. In Section 6 below we use this approach to calculate optimal reserve prices when bidders’ value distributions are uniform with different supports.

5.2 Optimality of the Auction

The maximization in (18) suggests that \(p_k\) is the optimal reserve for bidder \(k\), taking as given the reserves \(p_1, \ldots, p_{k-1}\) of the stronger bidders and given the constraint \(p_k \leq p_{k-1}\). Now we show that the constraint does not bind and this is indeed the optimal auction — and not just among Vickrey auctions with reserves, but among all possible auctions:

**Theorem 1.** Under assumptions (A1)-(A2) and the resale procedure described in (6), the Vickrey auction with reserves \(p_1, \ldots, p_n\) characterized above is an optimal auction for the seller (and the optimal revenue is \(R^*_n\)).\(^7\)

A full proof of the theorem is given in the appendix, but here we describe the key steps of the proof and develop some intuition. Just as in the two-bidder case, the theorem is proven by constructing Lagrange multipliers on non-local incentive constraints in such a way that the saddle-point conditions (a)-(c) listed in Section 4 are satisfied. With \(n\) bidders, we use Lagrange multipliers \(\mathcal{M}_i(\theta_i, \hat{\theta}_i)\) for the incentive constraints of bidders \(i = 1, \ldots, n-1\). Similarly to (12), the incentive constraints can be written as

\[
S_i(\theta_i, \hat{\theta}_i; \chi) = \int_{\tilde{\theta}_i}^{\theta_i} \mathbb{E}_{\tilde{\theta}_{-i}}[v'_i(\chi(\tau_i, \tilde{\theta}_{-i}); \tau_i, \tilde{\theta}_{-i})] d\tau_i - \mathbb{E}_{\tilde{\theta}_{-i}}[v_i(\chi(\hat{\theta}_i, \tilde{\theta}_{-i}); \theta_i, \tilde{\theta}_{-i}) - v_i(\chi(\hat{\theta}_i, \tilde{\theta}_{-i}); \hat{\theta}_i, \tilde{\theta}_{-i})] \geq 0,
\]

\(^7\)This auction is also optimal under the alternative resale assumption in footnote 4.
and the Lagrangian takes the form

\[ E_\theta \left[ \sum_i v_i(\chi(\tilde{\theta}), \tilde{\theta}) - \sum_i \frac{1 - F_i(\theta_i)}{f_i(\theta_i)} v'_i(\chi(\tilde{\theta}), \tilde{\theta}) \right] + \sum_{i=1}^{n-1} \int \int S_i(\theta_i, \hat{\theta}_i; \chi) dM_i(\theta_i, \hat{\theta}_i). \] (22)

An important difference from the two-bidder case is that it is no longer possible to restrict attention to multipliers that take a product form \( \Lambda_i(\theta_i) \times \hat{\Lambda}_i(\hat{\theta}_i) \). The reason is that for each bidder \( i < n \) there will be a range of types \( \theta_i \) where the non-local incentive constraints both for higher types to imitate \( \theta_i \), and for \( \theta_i \) to imitate lower types, are binding. This means that in a product form, the supports of the marginal distributions of \( \theta_i \) and \( \hat{\theta}_i \) would have to overlap, meaning that some upward incentive constraints are binding, which is inconsistent with complementary slackness because all upward non-local incentive constraints are slack in our candidate optimal auction.

It turns out that the correct weights have just a slightly more general form: a product measure \( \Lambda_i \times \hat{\Lambda}_i \) on \([0, 1] \times [0, 1]\), restricted to the half-plane \( \hat{\theta}_i \leq \theta_i \). The support of \( \Lambda_i \) will be \([p_n, p_i]\) and the support of \( \hat{\Lambda}_i \) will be \([0, p_i]\). As before, we will use \( \Lambda_i \) and \( \hat{\Lambda}_i \) to denote the distribution functions of the respective measures. (The weights constructed here would also work for bidder \( i = 1 \) in two-bidder case, establishing the result under assumptions (A1)-(A2) instead of concavity of \( R_i \).)

Now we describe informally the construction of the distributions \( \Lambda_i \) and \( \hat{\Lambda}_i \), using modified versions of the arguments developed for the two-bidder case. First, we argue that the distribution \( \hat{\Lambda}_i \) should be proportional to the bidder’s value distribution \( F_i \) restricted to \([0, p_i]\), and so without loss we normalize \( \hat{\Lambda}_i = F_i \). Just as in the two-bidder case, proportionality is necessary in order to exactly balance the effect of bidder \( i \)’s non-local incentive constraints into all \( \theta_i < p_i \) on allocating the object to other bidders against those bidders’ virtual values, so that the other bidders’ allocation in the region where bidder \( i \) does not win and does not beat his reserve price is not contingent on \( \theta_i \).

Next, we can derive the distributions \( \Lambda_i \) by a calculation that is similar to that used in the two-bidder case, but a bit trickier. Namely, to derive \( \Lambda_i(\theta_i) \), where \( \theta_i \in (p_k, p_{k-1}) \) for some \( k > i \), we use the observation that the maximizer of the Lagrangian (22) should be indifferent between allocating to the highest-value bidder and not allocating at all at any type profile \((\theta_1, \ldots, \theta_n)\) at which \( \theta_j = p_j \) for bidders \( j \geq k \) and \( \theta_j \in (p_n, p_j) \) for bidders \( j < k \). (This indifference must hold, because if any bidder \( j < k \) has his bid
perturbed slightly upward, the candidate optimum must allocate to the high bidder; if slightly downward, the good must be left unsold.) In particular, this implies that once we condition on \( \theta_j = p_j \) for \( j \geq k \), the conditional Lagrangian maximizer is indifferent to changing the reserve prices for the first \( k-1 \) bidders, as long as the new reserve price for each bidder \( j \) lies in the interval \([p_n, p_j]\).

Specifically, we consider setting a reserve \( q \in (p_k, p_{k-1}) \) for bidder \( i \) and a reserve \( p \in [q, p_{k-1}) \) for all other bidders \( j < k, j \neq i \). Let \( \bar{R}_{k-1}^i (p, q) \) denote the expected revenue from the resulting Vickrey auction for the \( k-1 \) strongest bidders. The Lagrangian indifference means that the loss in the expected revenue – the first term of the Lagrangian (22), \( R_{k-1}^i (p, q) - R_{k-1}^i (p, q) \), should be exactly offset by the second term in (22), which is the weighted slack created in agents’ non-local incentive constraints.

The created slack in the non-local incentive constraints of a bidder \( j < k \) involves constraints from every \( \theta_j \) above his new reserve price to every \( \bar{\theta}_j \) below his new reserve price when bidding \( \theta_j \) would give the object to this bidder while bidding \( \bar{\theta}_j \) would cause it to be unsold. For bidder \( i \), the slack is the bidder’s expected payoff loss from a deviation from \( \theta_i > q \) to any \( \bar{\theta}_i < q \). This payoff loss arises only when the highest bid of the other \( k-1 \) strongest bidders, \( \bar{\theta}^* \equiv \max_{j < k, j \neq i} \theta_j \), is below both \( \theta_i \) and \( p \), so bidder \( i \)'s bid of \( \theta_i \) makes him win while his bid of \( \bar{\theta}_i < q \) causes the good to be unsold. This payoff loss can be written by accounting both for states in which bidding \( \theta_i \) makes him win and pay \( q \) and for states in which bidding \( \theta_i \) makes him win and pay \( \bar{\theta}^* \):

\[
s_i (\theta_i, q, p) = F^* (q) \cdot (\theta_i - q) + \mathbb{E}_{\bar{\theta}^*} \left[ \mathbb{1}_{q < \bar{\theta}^* < \min\{p, \theta_i\}} \cdot (\theta_i - \bar{\theta}^*) \right],
\]

where \( F^* \) denotes the c.d.f. of \( \bar{\theta}^* \).

For bidders \( j \neq i, j < k \), we will not derive the slack exactly, but note that it occurs only when \( \theta_i < q \), and in this event it is independent of \( q \), hence the weighted expected slack takes the form \( F_i (q) Q_j (p) \) for some function \( Q_j \).

Adding up yields the equation

\[
\hat{A}_i (q) \int_0^{p_i} s_i (\theta_i, q, p) \, d\Lambda_i (\theta_i) + \sum_{j < k, j \neq i} F_i (q) Q_j (p) = R_{k-1}^i - R_{k-1}^i (p, q). \tag{23}
\]

Now we divide both sides of (23) by \( \hat{A}_i (q) = F_i (q) \) and differentiate with
respect to $q$ at $q = p$. On the left-hand side of (23) we obtain

$$\int_0^p \frac{\partial s_i (\theta_i, q, p)}{\partial q} d\Lambda_i (\theta_i) \bigg|_{q=p} = -F^* (p) \int_p^p d\Lambda_i (\theta_i) = -F^* (p) \left[ \Lambda_i (p_i) - \Lambda_i (p) \right].$$

On the right-hand side of (23) we obtain

$$\frac{\partial}{\partial q} \left( \frac{R^i_{k-1} - \bar{R}^i_{k-1} (p, q)}{F_i (q)} \right) \bigg|_{q=p} = \frac{f_i (p) \left( R^*_k - \bar{R}^i_{k-1} (p, p) \right)}{F^2_i (p)} - \frac{\left( \partial \bar{R}^i_{k-1} (p, q) / \partial q \right) \big|_{q=p}}{F_i (p)}.$$

Now note that $\bar{R}^i_{k-1} (p, p) = R^i_{k-1} (p)$ and that $\partial \bar{R}^i_{k-1} (p, q) / \partial q \big|_{q=p} = -F^* (p) f_i (p) \nu_i (p)$ (this is the first-order effect on the expected virtual surplus of agent $i$, while the effect on the expected virtual surplus of the other agents is second-order since it only occurs when $q < \bar{\theta}_i < \bar{\theta}^* < p$, the probability of which is $O((p - q)^2)$). Thus we obtain the equation

$$F^* (p) \left[ \Lambda_i (p_i) - \Lambda_i (p) \right] = \frac{f_i (p)}{F_i (p)} \left[ H (p) - \nu_i (p) \right].$$

Dividing both sides by $F^* (p) = \prod_{j < k, j \neq i} F_j (p)$ and using (20) yields

$$\Lambda_i (p_i) - \Lambda_i (p) = \frac{f_i (p)}{F_i (p)} \left[ H (p) - \nu_i (p) \right]. \quad (24)$$

Intuitively, the reason function $H$ appears in the construction of $\Lambda_i$ is that, as suggested by the first-order condition (19) for optimal reserve pricing, $H (p)$ describes the total shadow weight of all bidders’ non-local incentive constraints involving deviations to just below $p$ and then buying from the winner, which would be tightened if we sell to a bidder $i$ when his value is $p$. One way to interpret (24) is by writing it as

$$\nu_i (p) - H (p) + \frac{F_i (p)}{f_i (p)} \left[ \Lambda_i (p_i) - \Lambda_i (p) \right] = 0.$$

In the proof, we show that the left-hand-side expression is the modified virtual value of selling to agent $i$ (recall equation (14)) when his value is $p$ and he is the highest bidder. The first term is the usual virtual value of agent $i$. The second term, $H (p)$, is the total shadow weight of all agents’ non-local incentive constraints that would be tightened by selling to bidder $i$ when
his value is $p$. The third term is the shadow weight of agent $i$’s non-local incentive constraint from values above $p$ into values below $p$, which are all relaxed by selling to agent $i$ when his value is $p$ (since this raises the utility of all types above $p$ without changing the utility of any types below $p$). This shadow weight is therefore the measure of the event $\bar{\theta}_i < p < \theta_i$, which is $\Lambda_i(p)\left[\Lambda_i(p_i) - \Lambda_i(p)\right]$ (recall that $\Lambda_i(p) = F_i(p)$), divided by $f_i(p)$ so that upon taking take expectation over bidder $i$’s values we obtain the integral with the Lagrange multiplier measure. The equation says that the modified virtual value should be zero, so that the sale to agent $i$ can be conditioned on whether another bidder has met his reserve price.

We can show that (24) indeed describes a nonnegative measure:

**Lemma 3.** Under assumptions (A1)-(A2), the function $\Lambda_i$ defined by

$$
\Lambda_i(\theta_i) = \begin{cases} 
0 & \text{if } \theta_i < p_n, \\
\frac{f_i(p_n)}{F_i(p_n)} [H(p_n) - \nu_i(p_n)] - \frac{f_i(\theta_i)}{F_i(\theta_i)} [H(\theta_i) - \nu_i(\theta_i)] & \text{if } \theta_i \in [p_n, p_i], \\
\frac{f_i(p_n)}{F_i(p_n)} [H(p_n) - \nu_i(p_n)] & \text{if } \theta_i > p_i
\end{cases}
$$

is nondecreasing.

**Proof.** Consider $\theta_i \in [p_n, p_i]$. Observe that $\nu_i$ is nondecreasing by log-concavity of $1 - F_i$ and $H$ is nonincreasing by Lemma 2(iv), hence $H(\theta_i) - \nu_i(\theta_i)$ is nonincreasing and in particular $H(\theta_i) - \nu_i(\theta_i) \geq H(p_i) - \nu_i(p_i) = 0$. Also, log-concavity of $F_i$ means that $\frac{f_i(\theta_i)}{F_i(\theta_i)}$ is nonincreasing, and putting together, we see that $\Lambda_i(\theta_i)$ is nondecreasing on $\theta_i \in [p_n, p_i]$. Finally, by construction $\Lambda_i(\theta_i) = \Lambda_i(p_n)$ for $\theta_i < p_n$ and $\Lambda_i(\theta_i) = \Lambda_i(p_i)$ for $\theta_i > p_i$.  

The last step of the proof of Theorem 1, just as in the two-bidder case, is to show that with the constructed Lagrange multipliers, our Vickrey auction with reserves maximizes the modified virtual value (recall (14)) at every type profile $\theta$: that is, that the modified virtual value of a non-highest-value bidder is always lower than that of the highest-value bidder, and that when every bidder’s value is below his reserve, all bidders’ modified virtual values are negative.

### 6 Example: Uniform Distributions

In this section we apply the results to the setting in which the value distribution of each bidder $i$ is uniform on $[0, a_i]$, with different upper limits $a_i$. At
first glance the analysis is inapplicable to this setting because it has assumed that all distributions have the same support. However, the analysis can be extended to supports with different upper limits, by formally defining bidder $i$'s virtual value for $i > a_i$ to be $v_i(\theta_i) = \theta_i$ to avoid the $0/0$ division in that region while ensuring continuity. Note that with different upper limits, assumption (A2) requires that $a_1 \geq \ldots \geq a_n$.

With different upper limits it is possible that the reserve price $p_k$ of bidder $k$ satisfies $p_k \geq a_k$. Note that in this case by Lemma 2(ii) we have

$$H_k(p_k) = v_k(p_k) = p_k = v_j(p_k)$$

and therefore $p_j = p_k \geq a_j$ for all $j \geq k$. Therefore, in this case bidder $k$ as well as all the weaker bidders are excluded from the auction.

For the case of uniform distributions, formula (21) can calculated as

$$H_k(p) = \left( \frac{p_{k-1}}{p} \right)^{k-1} \left[ \frac{2}{k} p_{k-1} + \frac{1}{k-1} \sum_{j<k} a_j - a_{k-1} \right] + \frac{2(k-1)}{k} p - \frac{1}{k-1} \sum_{j<k} a_j$$

for $p \in [p_k, p_{k-1}]$.

Then $p_k$ is given by equation (19). If bidder $k$ is not excluded from the auction, then $v_k(p_k) = 2p_k - a_k$ and (19) can be expressed as

$$\left( \frac{p_k}{p_{k-1}} \right)^{k-1} \left[ \frac{2}{k} p_k + \frac{1}{k-1} \sum_{j<k} a_j - a_k \right] = \frac{2}{k} p_{k-1} + \frac{1}{k-1} \sum_{j<k} a_j - a_{k-1}. \quad (25)$$

This is a $k$th-degree equation for $p_k$, so for $k \geq 5$ it needs to be solved numerically. To check whether bidder $k$ is excluded, it suffices to evaluate the left-hand side of (25) at $p_k = a_k$: since it is an increasing function of $p_k$, if at $p_k = a_k$ it exceeds the right-hand side of (25) then the equation’s solution is below $a_k$ and bidder $k$ is not excluded, otherwise bidder $k$ is excluded (and so are all the weaker bidders).

For example, for two bidders, we have $p_1 = a_1/2$ and equation (25) for $k = 2$ takes the form

$$p_2 [p_2 + a_1 - a_2] = p_1^2 = a_1^2/4.$$  

Bidder 2 is excluded if $a_2a_1 \leq a_1^2/4$, or $a_2 \leq a_1/4$. Otherwise, the optimal $p_2$ is given by the positive root of the above quadratic equation:

$$p_2 = \frac{1}{2} \left[ \sqrt{a_1^2 + (a_1 - a_2)^2} - (a_1 - a_2) \right].$$
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7 Resale-Proofness of Vickrey with Reserves

We now wrap up by giving the complementary result to Theorem 1, showing that any Vickrey auction with reserves is robust to resale: truthful bidding is an ex-post equilibrium under any resale procedure. Together with Theorem 1, this means that a Vickrey auction with reserves yields the best possible revenue guarantee that is robust to the resale procedure.

The analysis of this section largely follows Ausubel and Cramton (2004), who also considered a more general setting of multi-unit auctions with inter-dependent values. We offer this material in part for the sake of completeness, and in part to be clear about the general class of resale payoffs that we model.

Specifically, we allow that bidders’ values may not be publicly revealed before resale takes place (relaxing the implicit assumption of full-information resale made in Section 2). In that case, the continuation equilibrium of the resale game may depend on bidders’ beliefs about each other’s values, which in turn are affected by their reports \( \hat{\theta}_1, \ldots, \hat{\theta}_n \) in the auction. Therefore, we describe the payoff that bidder \( i \) receives in post-auction bargaining by a function

\[
v_i(x; \hat{\theta}_1, \ldots, \hat{\theta}_n; \theta_1, \ldots, \theta_n),
\]

where \( \theta_1, \ldots, \theta_n \) are the bidders’ true values, \( \hat{\theta}_1, \ldots, \hat{\theta}_n \) are the values that were reported in the auction, and \( x \) was the allocation chosen by the auction.\(^8\) This formalism lets us distinguish the dependence of \( i \)’s payoff on \( \hat{\theta}_j \).

\(^8\)Note that instead of explicitly modeling the post-auction bargaining game, we continue using reduced-form payoffs to represent what would happen in resale. The ideal modeling approach would be to have post-auction bargaining explicitly modeled as a noncooperative game. The ideal theorem would then say that for any such game, the composite game, consisting of the auction followed by bargaining, has an equilibrium where the bidders are always truthful. However, this theorem will only be true if we impose some individual rationality restrictions on bargaining off the equilibrium path (i.e. after some bidder has misreported his value). One way to impose such a restriction would be to specify that in the bargaining game, each bidder should have access to a “non-participation” strategy. However, then our robustness requirement is too weak: any auction that is incentive-compatible without resale — in particular the Myerson (1981) optimal auction — is “robust to resale” in this sense, because there is an equilibrium in which every agent always bids truthfully in the auction and then never participates in resale.

A way to strengthen the requirement would be to impose some kind of perfection or sequential rationality requirement on the resale procedure. However, we then need to limit the resale procedures to ensure that such an equilibrium always exists, and we run into thorny problems of guaranteeing perfect equilibrium existence in games with infinite type and action spaces (see Myerson and Reny, 2015).
(which can influence the bidders’ beliefs about \( j \)'s type at the time bargaining begins\(^9\)) from the dependence on \( \theta_j \) (which can influence how \( j \) actually behaves in bargaining). We will show that Vickrey auctions with reserve prices are robust even if post-auction bargaining can take place under asymmetric information. Relatedly, we also allow a player \( j \) with value \( \theta_j \) to behave differently in the bargaining continuation after he has deviated than after he has truthfully reported his value.

So a resale procedure is described by a profile of functions \( v_1, \ldots, v_n : X \times [0,1]^2 \rightarrow \mathbb{R} \), satisfying the conditions that total resale payoffs do not exceed the total surplus available among the bidders:

\[
\sum_i v_i(x; \hat{\theta}; \theta) \leq (\max_i \theta_i) \cdot \left( \sum_i x_i \right) \tag{26}
\]

for all \( x, \hat{\theta}, \theta \), and are individually rational:

\[
v_i(x; \hat{\theta}; \theta) \geq \theta_i x_i \tag{27}
\]

for all \( x, \hat{\theta}, \theta \).

Note that (27) is an ex post individual rationality constraint: the interpretation is that at the end of the bargaining, a deal (possibly probabilistic) is revealed, and then each player still has the option of walking away and keeping the allocation he received in the auction.

We will say that “no resale occurs” if \( v_i(x; \hat{\theta}; \theta) = \theta_i x_i \) for all \( i \) (note that this allows resale that does not affect payoffs, i.e., between bidders who value the object equally). Note in particular that (26) and (27) imply that if either (a) \( x \) is efficient with respect to the true values, or (b) the good is not allocated \( (x_i = 0 \text{ for all } i) \) then no resale occurs. Thus, if bidders have been truthful in a Vickrey auction with reserves then no resale will occur. However, this in itself does not guarantee that bidders who anticipate resale do not have advantageous deviations from truth-telling (recall the solution to the relaxed problem in Subsection 4.1). Yet, this turns out to be true for Vickrey auctions with reserves (the proof is in the Appendix):

**Theorem 2.** Consider a Vickrey auction with reserves \( p_1, \ldots, p_n \). Then, for any individually rational resale payoffs satisfying (26) and (27) it is an ex

---

\(^9\)To be explicit about these beliefs we would want to also specify the disclosure rule used in the auction. We avoid modeling this, simply allowing the effects of disclosure to be implicitly captured by the \( v_i \)'s.
post equilibrium for all bidders to reveal their values truthfully (followed by no resale in equilibrium).

Formally, for any values \( \theta_1, \ldots, \theta_n \), and any possible deviation \( \hat{\theta}_i \) for any bidder \( i \),

\[
\theta_i \chi_i(\theta) - \psi_i(\theta) \geq v_i(\chi(\hat{\theta}_i, \theta_{-i}); \hat{\theta}_i, \theta_{-i}; \theta) - \psi_i(\hat{\theta}_i, \theta_{-i}).
\] (28)

Note that we obtain only ex post equilibrium here, not dominant strategies as we would in Vickrey auctions without resale. To see this concretely, imagine that there are two bidders, no reserve prices, and bidder 1 expects 2 to bid higher than his true value. Then, under our resale procedure (6), 1 has an incentive to underbid and make 2 win, since if 1 wins the object in the auction he has to pay 2’s (exaggerated) bid, whereas to buy it in resale he only has to pay 2’s true value. Thus, truthful bidding is not a dominant strategy. This is to be expected since our setting is one of interdependent values (compare Perry and Reny (2002) or Chung and Ely (2006)).

8 Conclusion

We have given here a model of an asymmetric, single-object auction in which the possibility of resale eliminates any benefit to the seller from conducting a biased auction. Under our robust revenue criterion, the optimal auction is a Vickrey auction with asymmetric reserves, which either allocates the good efficiently, or does not allocate it at all (when all bidders are below their reserve prices). We have also shown how to recursively compute the optimal reserves. We conclude by briefly outlining some possible criticisms and future directions.

One might take issue with our worst-case model, in which the bidders are uninformed about each other’s values before the auction yet exogenously become informed after the auction. One possible defense of our approach is that additional information may be revealed after the auction (for example, through the bargaining procedure itself; buyers’ bargaining power might be correlated with their values). Our worst-case model is simply an extreme case, in which enough information is revealed to allow the high-value buyer to perfectly infer the auction winner’s value. Another defense is that we could have instead written down a model in which the seller has even broader robustness concerns, allowing for bidders to learn about each other both before and after the auction, as well as allowing for resale. Since in
a Vickrey auction with reserves, truthful bidding is an ex post equilibrium, these auctions satisfy this additional form of robustness. Thus, the robustness to pre-auction information comes “for free,” without needing to require it explicitly in the seller’s problem.

One may also note that Vickrey auctions with reserves are susceptible to collusion, which, unlike resale, involves interim or even ex ante agreements among bidders. Of course, collusion is a problem even in the usual Vickrey auction, in which bidder $i$ may bribe bidder $j$ to underbid so as to win the object at a lower price. However, in addition to this kind of collusion, the Vickrey auction with reserves is susceptible to bidder $i$ bribing bidder $j$ to overbid so as to meet his reserve price, triggering the object’s sale to bidder $i$. Intuitively, the latter kind of collusion may be more incentive compatible than the former kind.\textsuperscript{10} It could be interesting to look for the auction that is optimally robust to this kind of collusion as well as to resale; we suspect that the seller could do no better than a Vickrey auction with the same reserve price for all bidders.

It may also be interesting to ask what the best robust auction is if the seller knows that bidders never learn each other’s values, so any resale procedure must be Bayesian incentive-compatible. We know from Calzolari and Pavan (2006) that Myerson’s optimal biased allocation is generically not implementable even for a given Bayesian incentive compatible resale procedure. In particular, since resale can take advantage of information inferred by bidders from the auction (at a minimum, each bidder learns whether he wins the object), this information must be considered in auction design. In particular, we do not know whether the seller could robustly improve upon Vickrey auctions with reserves if no information is revealed to bidders beyond the auction’s outcome.\textsuperscript{11}

Finally, we have presented here a model in which resale can occur only because the outcome of the auction was inefficient. In practice, however, resale can occur for many reasons, and it would be natural to consider robust

\textsuperscript{10}Indeed, bidder $i$ would not have an incentive to bribe bidder $j$ to overbid unless his value is high and he believes that he is likely to win in any case, making bidder $j$ more inclined to follow through. We thank Glen Weyl for this observation.

\textsuperscript{11}Laflont and Martimort (1997) and Che and Kim (2006) show that any Bayesian incentive-compatible auction, including Myerson’s (1981) optimal auction, can be implemented in a way that is robust to collusion when collusion is restricted to be Bayesian incentive-compatible. However, the proposed mechanisms are still not robust to resale, which, unlike collusion, can condition on information revealed by the auction.
auction design for situations where resale is socially desirable: for example, buyers are uncertain about their values and will learn more about them after the auction; or, buyers anticipate flow benefits from owning the object, and the buyer with the highest value immediately after the auction may not be the one with highest value farther in the future. Presumably the optimal auctions in such models would involve resale occurring in equilibrium.

9 Appendix: Proofs

9.1 Proof of Lemma 1

The statement is implied by the claim that \( R^*_k > R_k (0) \) for each \( k = 1, \ldots, n \), which we show inductively. For \( k = 1 \), the claim holds because \( R^*_1 = \max_{p \in [0,1]} R_1 (p) > 0 = R_1 (0) \). Now take \( k > 1 \) and suppose the inductive statement holds for \( k - 1 \). The derivative of the objective function in (18) is

\[
R'_k (p) + f_k (p) \left[ R^*_k - R_{k-1} (p) \right] - F_k (p) R'_{k-1} (p).
\]

We can calculate \( R'_k (p) \): as in (9), the revenue of any auction is the integral of virtual surplus over the region where the object is sold; in this case that is simply the region \( \{ \theta | \theta_i \geq p \text{ for some } i \} \). As \( p \) increases marginally, this region shrinks by losing the surface where one bidder’s value is \( p \) and all other bidders’ values are below \( p \). Therefore, the derivative of \( R_k \) is the negative of the integral of virtual surplus over this surface. For each bidder \( i \), there is one portion of the surface where \( i \)’s value is \( p \) (and other bidders are below \( p \)), and the virtual surplus is \( \nu_i (p) \). Therefore,

\[
R'_k (p) = - \sum_{i=1}^{k} \left( \prod_{j=1}^{k} F_j (p) \right) f_i (p) \nu_i (p).
\]

Thus

\[
R'_k (p) = F_k (p) R'_{k-1} (p) - \left( \prod_{i=1}^{k-1} F_i (p) \right) \nu_k (p) f_k (p),
\]

and the derivative of the objective function in (18) can be written for \( p \in [p_k, p_{k-1}] \) as

\[
f_k (p) \left( R^*_k - R_{k-1} (p) - \nu_k (p) \prod_{i=1}^{k-1} F_i (p) \right).
\]
The inductive statement for $k - 1$ implies that (30) is strictly positive at $p = 0$, and therefore we must have $p_k > 0$ and $R^*_k > R_k(0)$.

### 9.2 Proof of Lemma 2

Before proving the lemma, we establish the following important equation:

$$H'(p) = \sum_{j<k} \frac{f_j(p)}{F_j(p)} [\nu_j(p) - H(p)] \text{ for } p \in (p_k, p_{k-1}).$$

(31)

This equation can be derived by writing (20) on this interval as

$$H(p) \cdot \prod_{j<k} F_j(p) = R^*_{k-1} - R_{k-1}(p),$$

differentiating both sides, using (29) to express $R^*_k(p)$, then dividing both sides by $\prod_{j<k} F_j(p)$ and rearranging.

Now we proceed to prove Lemma 2.

(i) At $p \in (p_k, p_{k-1})$, $H(p)$ is continuous due to continuity of $R_{k-1}(p)$. At $p = p_k$, $H$ is continuous by (17).

(ii) The derivative of the objective function in (18) is given by (30), and can be expressed as

$$f_k(p) (H(p) - \nu_k(p)) \prod_{i=1}^{k-1} F_i(p)$$

where $H$ is given by (20). It is necessary for maximization in (18) that this derivative evaluated at $p = p_k > 0$ must be zero if $p_k \in (0, p_{k-1})$ and nonnegative if $p_k = p_{k-1}$, so we must have

$$H(p_k) \geq \nu_k(p_k), \text{ and } H(p_k) = \nu_k(p_k) \text{ if } p_k < p_{k-1}. \quad (32)$$

Furthermore, we show that we actually have $H(p_k) = \nu_k(p_k)$ for each $k = 1, 2, ..., n$, by induction on $k$. It is true for $k = 1$ (it is clearly optimal to set $p_1 < p_0$ which is the upper limit of the support, so that the revenue is positive). Suppose we know that $H(p_{k-1}) = \nu_{k-1}(p_{k-1})$. Consider two cases:
If \( p_k = p_{k-1} \) then using the inductive hypothesis and ordered virtual values we have

\[
H(p_k) = H(p_{k-1}) = \nu_{k-1}(p_{k-1}) \leq \nu_k(p_{k-1}) = \nu_k(p_k),
\]

and combined with (32) we have \( H(p_k) = \nu_k(p_k) \).

- If \( p_k < p_{k-1} \) then by (32) we have \( H(p_k) = \nu_k(p_k) \).

(iii) For \( p \in [p_k, p_{k-1}] \),

\[
\begin{align*}
R_{k-1}^* - R_{k-1}(p) &= R_{k-1}^* - R_{k-1}(p_{k-1}) + \int_p^{p_{k-1}} R_{k-1}'(\tau) \, d\tau = \\
&= \nu_{k-1}(p_{k-1}) \Pi_{j<k} F_j(p_{k-1}) - \int_p^{p_{k-1}} (\Pi_{j<k} F_j(\tau)) \sum_{j<k} \frac{f_j(\tau) \nu_j(\tau)}{F_j(\tau)} \, d\tau
\end{align*}
\]

where we have used part (ii) and the formula (29) for \( R_{k-1}'(p) \).

(iv) Using (31) and assumption (A2), we see that for any \( p \in [p_{i+1}, p_i] \) such that \( H(p) \geq \nu_i(p) \) we have \( H'(p) \leq 0 \), and the inequality is strict if \( H(p) > \nu_i(p) \). (Here we take \( H'(p) \) to be the left-derivative at \( p = p_i \) and right-derivative at \( p = p_{i+1} \). Notice that part (i) above implies that the formula used to define \( H \) on the interval \([p_{i+1}, p_i]\) is also valid at the endpoint \( p_i \), and the reasoning used to obtain (31) also applies at these endpoints.)

Now, recall from part (ii) that \( H(p_i) = \nu_i(p_i) \), and therefore \( H'(p_i) \leq 0 \), hence for \( p \) in a left-neighborhood of \( p_i \)

\[
H(p) - \nu_i(p) \geq \nu_i(p_i) + o(p_i - p) - \nu_i(p) \geq p_i - p + o(p_i - p) > 0,
\]

where the second inequality uses log-concavity of \( 1 - F_i \) (monotone hazard rate). Thus, we can choose \( \hat{p} < p_i \) close enough to \( p_i \) such that \( H(p) > \nu_i(p) \) for all \( p \in [\hat{p}, p_i] \), and therefore \( H'(p) < 0 \) strictly on this interval. In particular this implies \( H(\hat{p}) > H(p_i) \). But then \( H(p) \) cannot cross \( \nu_i(p_i) \) anywhere in the interval \([p_{i+1}, p_i]\): indeed,
otherwise, letting $p^0 = \max \{ p \in [p_{i+1}, p_i] : H(p) \leq \nu_i(p_i) \}$ we would have

$$0 = H(p_i) - \nu_i(p_i) < H(\hat{p}) - \nu_i(p_i) = \int_{p^0}^{\hat{p}} H'(p) \, dp,$$

while on the other hand we would have $H(p) \geq \nu_i(p_i) \geq \nu_i(p)$ for all $p \in (p_0, \hat{p})$ and therefore $H'(p) \leq 0$ for all $p \in (p_0, \hat{p})$, making the right-hand side nonpositive – a contradiction.

Therefore, $H(p) \geq \nu_i(p_i) \geq \nu_i(p)$ for all $p \in [p_{i+1}, p_i]$, and therefore $H'(p) \leq 0$ on this interval. Since this holds for each $i$, $H$ is nonincreasing on $[p_0, p_1]$.

### 9.3 Proof of Theorem 1

First we record a helpful reformulation of equation (31):

**Corollary 1.** For any $k = 2, \ldots, n$ and any $p \in [p_k, p_{k-1}]$,

$$H(p) = \sum_{j<k} \int_{\gamma}^{p_j} \frac{f_j(p)}{F_j(p)} [H(p) - \nu_j(p)] \, dp.$$

**Proof.** We check that the equality holds on the interval $[p_k, p_{k-1}]$ by induction on $k$. We may assume it holds at $p_{k-1}$, by the induction hypothesis and the fact that (by Lemma 2 (ii)) the $j = k - 1$ term of the sum is zero there. (The only exception is the base case $k = 2$ and $p = p_1$; in this case both sides of the desired equation are zero.) Then, given that $H$ is continuous (Lemma 2 (i)), (31) ensures that the desired equation holds throughout the interval $[p_k, p_{k-1}]$.

Now, to prove the theorem we write out our Lagrangian (22) explicitly:

For each $i = 1, \ldots, n - 1$, define one-dimensional measures $\Lambda_i, \hat{\Lambda}_i$, with supports $[p_n, p_i]$ and $[0, p_i]$ respectively, whose distribution functions are $\hat{\Lambda}_i(\theta_i)$ as in Lemma 3 and $\hat{\Lambda}_i(\theta_i) = F_i(\theta_i)$. Lemma 3 ensures that $\Lambda_i$ is a nondecreasing function, so this makes sense. Define $\mathcal{M}_i(\theta_i, \hat{\theta}_i)$ to be the restriction of the product measure $\Lambda_i \times \hat{\Lambda}_i$ to the half-plane $\hat{\theta}_i \leq \theta_i$. For notational convenience, also define $\Lambda_n, \hat{\Lambda}_n, \mathcal{M}_n$ to be zero everywhere.

Then the Lagrangian is
We need to show the Lagrangian saddle-point conditions (a)-(c) stated in Section 4 are satisfied. Part (b) was already argued informally in the text, and will also follow from Theorem 2 below, so we will not give a separate proof here.

For (c), consider any \( \theta_i, \tilde{\theta}_i \) with \( \tilde{\theta}_i \leq \theta_i < p_i \). We check that, in the Vickrey auction with reserves, type \( \theta_i \) of bidder \( i \) gets the same expected payoff from telling the truth as by reporting type \( \tilde{\theta}_i \). In fact we can check that this is true ex post, i.e. for any fixed realizations of the other bidders’ types, bidder \( i \) gets the same payoff from truth-telling as from misreporting.

Indeed: If \( \theta_k < p_k \) for all \( k \neq i \), then either when \( i \) tells the truth or when he lies, the object is not sold and his payoff is zero. Suppose \( \theta_k \geq p_k \) for some \( k \), so that the object is sold in both cases. If \( i \) wins the auction in both cases, then either way he has to pay a price \( \max_{k \neq i} \theta_k \), and his payoff is the same. If he loses in both cases, then the winner of the auction (in both cases) has a value at least \( \theta_i \), so \( i \) does not buy the object in resale even after misreporting, and his payoff is zero in both cases. The only interesting possibility is that \( i \) wins the auction by truthfully reporting \( \theta_i \) but loses by reporting \( \tilde{\theta}_i \). In this case, if \( i \) tells the truth, he wins at a price \( \max_{k \neq i} \theta_k \). If \( i \) lies, the object is sold to the highest of the other bidders, and then \( i \) again pays \( \max_{k \neq i} \theta_k \) to buy it back in resale. So either way, \( i \)'s payoff is \( \theta_i - \max_{k \neq i} \theta_k \). This proves (c).

The rest of the proof will focus on (a). We rewrite the Lagrangian as

\[
\mathbb{E}_\tilde{\theta} \left[ \sum_i v_i(\chi(\tilde{\theta}); \tilde{\theta}) - \sum_i \frac{1 - F_i(\tilde{\theta})}{f_i(\tilde{\theta})} v_i'(\chi(\tilde{\theta}); \tilde{\theta}) \right] + \]

\[
\sum_i \int \int \left( \int_{\tilde{\theta}_i}^{\theta_i} \mathbb{E}_{\tilde{\theta} \sim i} \left[ v_i'\left(\chi(\tau; \tilde{\theta}_i \sim i) \sim i, \tilde{\theta}_i \sim i\right) - v_i \left(\chi(\tilde{\theta}_i \sim i) \sim i, \tilde{\theta}_i \sim i\right)\right] d\tau_i - \right)
\]

\[
\mathbb{E}_{\tilde{\theta} \sim i} \left[ v_i(\chi(\tilde{\theta}_i \sim i) \sim i, \tilde{\theta}_i \sim i) - v_i \left(\chi(\tilde{\theta}_i \sim i) \sim i, \tilde{\theta}_i \sim i\right)\right] d\mathcal{M}_i(\theta_i, \tilde{\theta}_i).
\]

We rewrite the Lagrangian as

\[
\mathbb{E}_\tilde{\theta} \left[ \mu(\chi(\tilde{\theta}); \tilde{\theta}) \right],
\]

where \( \mu(x; \theta) \) is the “modified virtual surplus” from allocation \( x \) when the
type profile is $\theta$:

$$
\mu(x; \theta) = \sum_i \left[ v_i(x; \theta) - \frac{1 - F_i(\theta_i)}{f_i(\theta_i)} v'_i(x; \theta) \right. \right.
$$

$$
+ \frac{1}{f_i(\theta_i)} \hat{\Lambda}_i(\theta_i)(\Lambda_i(p_i) - \Lambda_i(\theta_i))v'_i(x; \theta)
$$

$$
- \frac{1}{f_i(\theta_i)} \hat{\Lambda}'_i(\theta_i) \int_{\theta_i}^{p_i} [v_i(x; \tau_i, \theta_{-i}) - v_i(x; \theta)] \, d\Lambda_i(\tau_i) \right].
$$

To see this, write the double-integral in the second and third lines of (33) as

$$
\int \int 1_{\hat{\theta}_i \leq \theta \leq \hat{\theta}_i} \left[ \int_{\tau_i}^{\theta_i} E_{\theta_{-i}} [v'_i(\chi(\tau_i, \bar{\theta}_{-i}); \tau_i, \bar{\theta}_{-i})] \, d\tau_i \right] \, d\Lambda_i(\theta_i) d\hat{\Lambda}_i(\hat{\theta}_i)
$$

$$
- \int \int 1_{\hat{\theta}_i \leq \theta_i} \left[ v_i(\chi(\hat{\theta}_i, \bar{\theta}_{-i}); \hat{\theta}_i, \bar{\theta}_{-i}) - v_i(\chi(\hat{\theta}_i, \bar{\theta}_{-i}); \hat{\theta}_i, \bar{\theta}_{-i}) \right] \, d\Lambda_i(\theta_i) d\hat{\Lambda}_i(\hat{\theta}_i).
$$

The first line rewrites as

$$
\int \int \int 1_{\hat{\theta}_i \leq \tau_i \leq \theta_i} E_{\theta_{-i}} [v'_i(\chi(\tau_i, \bar{\theta}_{-i}); \tau_i, \bar{\theta}_{-i})] \, d\tau_i \, d\Lambda_i(\theta_i) d\hat{\Lambda}_i(\hat{\theta}_i)
$$

$$
= \int E_{\theta_{-i}} [v'_i(\chi(\tau_i, \bar{\theta}_{-i}); \tau_i, \bar{\theta}_{-i})] \left( \int 1_{\tau_i \leq \theta_i} \, d\Lambda_i(\theta_i) \right) \left( \int 1_{\hat{\theta}_i \leq \tau_i} \, d\hat{\Lambda}_i(\hat{\theta}_i) \right) \, d\tau_i
$$

$$
= \int (\Lambda_i(p_i) - \Lambda_i(\theta_i)) \hat{\Lambda}_i(\tau_i) E_{\theta_{-i}} [v'_i(\chi(\tau_i, \bar{\theta}_{-i}); \tau_i, \bar{\theta}_{-i})] \, d\tau_i
$$

$$
= E_{\bar{\theta}} \left[ \frac{1}{f_i(\theta_i)} (\Lambda_i(p_i) - \Lambda_i(\theta_i)) \hat{\Lambda}_i(\tau_i) v'_i(\chi(\theta); \bar{\theta}) \right]
$$

where we have made the change of variables $\tau_i \to \hat{\theta}_i$ in the last line.

Similarly, the second line of (35) rewrites as

$$
- \int \left[ \int_{\hat{\theta}_i}^{p_i} E_{\theta_{-i}} [v_i(\chi(\hat{\theta}_i, \bar{\theta}_{-i}); \tau_i, \bar{\theta}_{-i}) - v_i(\chi(\hat{\theta}_i, \bar{\theta}_{-i}); \hat{\theta}_i, \bar{\theta}_{-i})] \, d\Lambda_i(\tau_i) \right] \, d\hat{\Lambda}_i(\hat{\theta}_i)
$$

$$
= -E_{\bar{\theta}} \left[ \frac{\hat{\Lambda}_i(\hat{\theta}_i)}{f_i(\theta_i)} \int_{\hat{\theta}_i}^{p_i} [v_i(\chi(\hat{\theta}; \tau_i, \bar{\theta}_{-i}) - v_i(\chi(\hat{\theta}; \bar{\theta})) \, d\Lambda_i(\tau_i) \right]
$$

(as long as $\hat{\Lambda}_i$ is absolutely continuous, which it is in our case.)
Putting these terms together, we see that the Lagrangian (33) is indeed the expectation of the modified virtual surplus spelled out in (34).

Note that for each type profile \( \theta \), the modified virtual surplus \( \mu(x; \theta) \) is a linear function of the allocation \( x \). We can write \( \mu_i(\theta) \) for the \( x_i \)-coefficient, that is, the virtual value of allocating to bidder \( i \); thus the Lagrangian rewrites as

\[
\mathbb{E}_{\tilde{\theta}} \left[ \sum_i \mu_i(\tilde{\theta}) \chi_i(\tilde{\theta}) \right]
\]

as in (14).

To show that our Vickrey auction with reserves is optimal, we show that it maximizes the modified virtual surplus pointwise: at every profile \( \theta \), the virtual surplus is maximized by selling the good to the highest-value bidder if at all, and allocating to the high-value bidder is desirable if \( \theta_i \geq p_i \) for some \( i \) and undesirable if \( \theta_i < p_i \) for all \( i \).

In symbols, we need to show:

(a-1) \( \mu_i(\theta)(\theta) \geq 0 \) if \( \theta_i \geq p_i \) for some \( i \), and \( \leq 0 \) otherwise;

(a-2) \( \mu_i(\theta)(\theta) \geq \mu_j(\theta) \) for all other bidders \( j \).

We first show (a-1). In this case, writing \( i^* = i^*(\theta) \), the allocation \( x \) that allocates to bidder \( i^* \) satisfies \( v_{i^*}(x, \theta) = \theta_{i^*}, \ v'_{i^*}(x, \theta) = 1 \) (aside from the measure-zero case of ties), and \( v_i(x, \theta) = v'_i(x, \theta) = 0 \) for every other bidder \( i \). So we have

\[
\mu_i(\theta) = \theta_{i^*} - \frac{1 - F_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} + \frac{\Lambda_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} (\Lambda_{i^*}(p_{i^*}) - \Lambda_{i^*}(\theta_{i^*}))
\]

\[
- \sum_i \frac{\Lambda'_i(\theta_i)}{f_i(\theta_i)} \int_{\theta_i}^{p_i} [v_i(x; \tau_i, \theta_{-i}) - v_i(x; \theta)] d\Lambda_i(\tau_i).
\]

To evaluate this modified virtual surplus, we consider cases depending on where \( \theta_{i^*} \) lies.

- If \( \theta_{i^*} \in [p_n, p_i] \), then we can plug in the formulas for \( \hat{\Lambda}_{i^*} \) and \( \Lambda_{i^*} \), and we see that the first line on the right side of (36) becomes

\[
\nu_{i^*}(\theta_{i^*}) + \frac{F_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} \left( F_{i^*}(\theta_{i^*}) \frac{H(\theta_{i^*}) - \nu_{i^*}(\theta_{i^*})}{H(\theta_{i^*}) - \nu_{i^*}(\theta_{i^*})} \right) = H(\theta_{i^*}).
\]
Meanwhile, for the second line, we consider the expression in the integral, \( v_i(x; \tau_i, \theta_{-i}) - v_i(x; \theta) \). For \( i = i^* \), this is simply \( \tau_{i^*} - \theta_{i^*} \). On the other hand, for any other bidder \( i \), when \( \tau_i < \theta_{i^*} \), both \( v_i \) terms are zero; and when \( \tau_i \geq \theta_{i^*} \), the first term becomes \( \tau_i - \theta_{i^*} \) since now \( i \) can buy back from \( i^* \) in resale. So for each bidder \( i \), the integrand is equal to \( \max\{0, \tau_i - \theta_{i^*}\} \). Thus (36) becomes

\[
H(\theta_{i^*}) - \sum_i \int_{\theta_i}^{p_i} \max\{0, \tau_i - \theta_{i^*}\} \, d\Lambda_i(\tau_i)
\]

\[
= H(\theta_{i^*}) - \sum_i \int_{\theta_i}^{p_i} (\tau_i - \theta_{i^*}) \, d\Lambda_i(\tau_i)
\]

\[
= H(\theta_{i^*}) - \sum_i \int_{\theta_i}^{p_i} (\Lambda_i(p_i) - \Lambda_i(\tau_i)) \, d\tau_i
\]

where the last equation is integration by parts. Note that the sum is only over \( i \) such that \( \theta_{i^*} \leq p_i \), since for other \( i \)'s the integral is zero. Plugging in

\[
\Lambda_i(p_i) - \Lambda_i(\tau_i) = \frac{f_i(\tau_i)}{F_i(\tau_i)} [H(\tau_i) - \nu_i(\tau_i)],
\]

we see that the sum of integrals is exactly \( H(\theta_{i^*}) \), by Corollary 1. So the modified virtual surplus is zero, whenever \( \theta_{i^*} \in [p_n, p_{i^*}] \).

- If \( \theta_{i^*} > p_{i^*} \), the analysis is the same as in the previous case, except that in the first line of (36), the third term is now zero. So this line equals \( \nu_i(\theta_{i^*}) \) instead of \( H(\theta_{i^*}) \). That is, the modified virtual surplus evaluates to \( \nu_i(\theta_{i^*}) - H(\theta_{i^*}) \).

Since \( \nu_{i^*} \) is weakly increasing, \( H \) is decreasing, and they are equal at \( p_{i^*} \), the modified virtual surplus is nonnegative — as it should be in order to be consistent with (a-1).

- If \( \theta_{i^*} < p_n \), then \( \theta_i < p_n \leq p_i \) for all \( i \), so (a-1) requires that the modified virtual value should be (weakly) negative.

Hold fixed the identity of \( i^* \), and let the value of \( \theta_{i^*} \) on the interval \([0, p_{i^*}] \). The first line of (36) is

\[
\nu_{i^*}(\theta_{i^*}) + \frac{F_i(\theta_{i^*})}{f_i(\theta_{i^*})} \left( \frac{f_i(p_n)}{F_i(p_n)} [H(p_n) - \nu_i(p_n)] \right).
\]
This is increasing in $\theta_{i^*}$, since $\nu_{i^*}$ is increasing, $F_{i^*}/f_{i^*}$ is increasing (by the log-concavity assumption), and $H(p_n) = \nu_n(p_n) \geq \nu_{i^*}(p_{i^*})$ using Lemma 2. Meanwhile the sum in the second line of (36) is still equal to $\sum_i \int_{\theta_{i^*}}^{p_n} (\Lambda_i(p_i) - \Lambda_i(\tau_i)) \, d\tau_i$. This is clearly decreasing in $\theta_{i^*}$.

Thus, the modified virtual value $\mu_{i^*}(\theta)$ is increasing in $\theta_{i^*}$ on the interval $[0, p_n]$. Since we already saw that it equals zero at the upper endpoint $p_n$, it is negative on this interval, as needed.

Thus in every case, the modified virtual value $\mu_{i^*}(\theta)$ has a sign consistent with (a-1).

Now we prove (a-2). The above calculations show that

$$\mu_{i^*}(\theta) = \theta_{i^*} - \frac{1 - F_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} + \frac{\hat{\Lambda}_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} (\Lambda_{i^*}(p_{i^*}) - \Lambda_{i^*}(\theta_{i^*}))$$

$$- \sum_i \int_{\theta_{i^*}}^{p_n} \max\{0, \tau_i - \theta_{i^*}\} \, d\Lambda_i(\tau_i).$$

Now consider allocating to any $j \neq i^*$; we need to compute the modified virtual value from allocating to $j$, $\mu_j(\theta)$. In the first line of formula (34), the $v_i$ terms sum to $\theta_{i^*}$, and the $v_i'$ terms are 1 for $i = i^*, j$ and 0 otherwise. In the second line, again the $v_i'$ terms are 1 for $i = i^*, j$ and 0 otherwise. In the third line, there are three cases for the bracketed expression $v_i(x; \tau_i, \theta_{i^*}) - v_i(x; \theta)$:

- for $i = i^*$, it equals $(\tau_{i^*} - \theta_j) - (\theta_{i^*} - \theta_j) = \tau_{i^*} - \theta_{i^*};$
- for $i = j$, it equals $\tau_j - \theta_j;$
- for any $i \neq i^*, j$, then when $\tau_i < \theta_{i^*}$ it equals $0 - 0 = 0$, and when $\tau_i > \theta_{i^*}$ it equals $(\tau_i - \theta_j) - 0 = \tau_i - \theta_j$.

Notice that also in the third line of (34), the fraction $\hat{\Lambda}_i'(\theta_i)/f_i(\theta_i)$ can be simplified to 1 (this is true unless $\theta_i > p_i$ but in that case the integral is zero anyway).

So, the modified virtual value is

$$\mu_j(\theta) = \theta_{i^*} - \frac{1 - F_{i^*}(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} - \frac{1 - F_j(\theta_j)}{f_j(\theta_j)}$$

$$+ \frac{\hat{\Lambda}_{i^*}'(\theta_{i^*})}{f_{i^*}(\theta_{i^*})} (\Lambda_{i^*}(p_{i^*}) - \Lambda_{i^*}(\theta_{i^*})) + \frac{\hat{\Lambda}_j(\theta_j)}{f_j(\theta_j)} (\Lambda_j(p_j) - \Lambda_j(\theta_j))$$

$$- \sum_{i \neq i^*, j} \int_{\theta_{i^*}}^{p_n} [\tau_i - \theta_j] \, d\Lambda_i(\tau_i) - \int_{\theta_{i^*}}^{p_n} [\tau_{i^*} - \theta_{i^*}] \, d\Lambda_{i^*}(\tau_{i^*}) - \int_{\theta_{i^*}}^{p_j} [\tau_j - \theta_j] \, d\Lambda_j(\tau_j).$$
Subtracting, we have

\[
\mu_i^*(\theta) - \mu_j(\theta) = \frac{1 - F_j(\theta_j)}{f_j(\theta_j)} - \frac{\hat{\Lambda}_j(\theta_j)}{f_j(\theta_j)} (\Lambda_j(p_j) - \Lambda_j(\theta_j)) + \sum_{i \neq i^*} \int_{\theta_{i^*}}^{\theta_i} [\theta_i - \theta_j] d\Lambda_i(\tau_i)
\]

\[
- \int_{\theta_{i^*}}^{\theta_j} [\tau_j - \theta_i] d\Lambda_j(\tau_j) + \int_{\theta_j}^{\theta_j} [\tau_j - \theta_j] d\Lambda_j(\tau_j).
\]

We show that each of the three lines of (37) is nonnegative.

For the first line, if \( \theta_j > p_j \) then the second term is zero, so we have just 
\((1 - F_j(\theta_j))/f_j(\theta_j)\). If \( \theta_j \in [p_n, p_j] \), the first line is

\[
\frac{1 - F_j(\theta_j)}{f_j(\theta_j)} - \frac{F_j(\theta_j)}{f_j(\theta_j)} [H(\theta_j) - \nu_j(\theta_j)] = (\theta_j - \nu_j(\theta_j)) - [H(\theta_j) - \nu_j(\theta_j)]
\]

\[
= \theta_j - H(\theta_j).
\]

But

\[
\theta_j - H(\theta_j) \geq p_n - H(p_n) \geq \nu_n(p_n) - H(p_n) = 0
\]

where we have used Lemma 2(iv) and (ii). Finally, for \( \theta_j \leq p_n \), the first line of (37) is

\[
\frac{1 - F_j(\theta_j)}{f_j(\theta_j)} - \frac{F_j(\theta_j)}{f_j(\theta_j)} [\Lambda_j(p_j) - \Lambda_j(p_n)].
\]

The difference in brackets is a positive constant as \( \theta_j \) varies; the log-concavity assumptions ensure \((1 - F_j(\theta_j))/f_j(\theta_j)\) is decreasing and \(F_j(\theta_j)/f_j(\theta_j)\) is increasing, so the whole expression is decreasing in \( \theta_j \). Since we already saw that it is nonnegative at \( \theta_j = p_n \), it must be nonnegative for \( \theta_j < p_n \).

The second line of (37) is clearly nonnegative. And the third line is

\[
\int_{\theta_j}^{\theta_j} [\min\{\tau_j, \theta_i\} - \theta_j] d\Lambda_j(\tau_j)
\]

which is also clearly nonnegative.

Thus \( \mu_i^*(\theta) - \mu_j(\theta) \geq 0 \), proving (a-2).

At this point we have shown (a-1) and (a-2). Together, these imply that at every possible \( \theta \), our Vickrey auction with reserves \( p_1, \ldots, p_n \) picks out an allocation that maximizes the modified virtual surplus, which shows that this auction maximizes the Lagrangian (33). This completes the proof.
9.4 Proof of Theorem 2

We consider all possible cases.

- Suppose that bidder $i$ wins under truth-telling: $\chi_i(\theta) = 1$. Then the left-hand side of (28) is $\theta_i - \psi_i(\theta) \geq 0$.
  
  - If $i$ deviates to $\hat{\theta}_i$ such that he still wins, then he pays the same price (and by the note preceding the theorem, no resale occurs).
  
  - If $i$ deviates to $\hat{\theta}_i$ such that some bidder $j \neq i$ wins (and $i$ then pays zero), this is only possible if $\theta_j = \max_{k \neq j} \theta_k = \psi_i(\theta)$ ($i$’s threshold price under truth-telling). Then (27) implies that the resale payoff of bidder $j$ is at least $\theta_j$ and the resale payoffs of all bidders $k \notin \{i, j\}$ are nonnegative, and therefore by (26) the resale payoff of bidder $i$ is at most $\theta_i - \theta_j$. So the right side of (28) is at most $\theta_i - \theta_j$ which equals the left side.

- If $i$ deviates to $\hat{\theta}_i$ such that the object goes unallocated, then no resale is possible, so the right side of (28) is zero.

- Suppose that some bidder $j \neq i$ wins under truth-telling: $\chi_j(\theta) = 1$. Then the left-hand side of (28) is zero.
  
  - If $i$ deviates to a $\hat{\theta}_i$ that does not win the object, then either $j$ still wins, or the object is unsold. Either way, no resale occurs, and the right side of (28) is zero.

  - If $i$ deviates to win the object, he pays the threshold price $\psi_i(\hat{\theta}_i, \theta_{-i}) = \theta_j = \max_k \theta_k$. By (27), the resale payoffs of all other bidders are nonnegative, and therefore by (26) the resale payoff of bidder $i$ is at most $\max_k \theta_k = \theta_j$. So the right side of (28) is at most $\theta_j - \theta_j = 0$.

- Suppose that the object is left unsold under truth-telling: $\chi(\theta) = 0$. Then the left-hand side of (28) is zero.
  
  - If $i$ deviates such that the object remains unsold, then no resale is possible and the right side of (28) is zero.
If \( i \) deviates such that some bidder \( j \neq i \) wins the object, then allocating to \( j \) is efficient for the reported value profile \((\hat{\theta}_i, \theta_{-i})\), and \( \hat{\theta}_i \) is above the reserve while the true value \( \theta_i \) is not:

\[
\theta_j \geq \hat{\theta}_i \geq p_i \geq \theta_i, \quad \text{and} \quad \theta_j \geq \theta_k \text{ for all } k \neq i.
\]

So allocating to \( j \) is efficient for the true value profile \( \theta \), and no resale is possible, so the right side of (28) is zero.

If \( i \) deviates to win the object, he pays the threshold price \( \psi_i(\hat{\theta}_i, \theta_{-i}) = \max\{p_i, \max_{j \neq i} \theta_j\} \). By (27), the resale payoffs of all other bidders are nonnegative, and therefore by (26) the resale payoff of bidder \( i \) is at most \( \max_j \theta_j \). Since \( \theta_i < p_i \) (because the object is unsold under truth-telling), this expression does not exceed \( \max\{p_i, \max_{j \neq i} \theta_j\} = \psi_i(\hat{\theta}_i, \theta_{-i}) \), so the right side of (28) is at most zero.

References


