Unsupervised word discovery from speech using automatic segmentation into syllable-like units
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Abstract

This paper presents a syllable-based approach to unsupervised pattern discovery from speech. By first segmenting speech into syllable-like units, the system is able to limit potential word onsets and offsets to a finite number of candidate locations. These syllable tokens are then described using a set of features and clustered into a finite number of syllable classes. Finally, recurring syllable sequences or individual syllables are treated as word candidates. Feasibility of the approach is investigated on spontaneous American English and Tsonga language samples with promising results. We also present a new and simple, oscillator-based algorithm for efficient unsupervised syllabic segmentation.
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1. Introduction

Learning to recognize words from speech is a challenge that human infants learn to solve during their first years of life. Related to this fundamental unsupervised learning challenge, so-called “zero-resource” speech processing has received recent interest in the speech engineering community as the access to labeled training data required for typical supervised machine learning is limited in many situations [1]. Although children’s early word learning likely takes place in the context of rich social interactions rather than from pure speech input (e.g., [2]), learning from acoustic input alone provides insights into what information a human learner can and cannot obtain from the acoustic signal, as well as a starting point for speech recognition in underdocumented languages.

Addressing both scientific and technical aspects of zero-resource speech processing, the present paper investigates a syllable-based approach for unsupervised discovery of word-like patterns from continuous speech. In contrast to earlier work, which has used dynamic time-warping (DTW) [3-6], high-order Markov-approximations [7], HMMs [8], or spectrotemporal parametric models [9] for finding recurring fragments of audio, the present work attempts to bootstrap the learning process with the help via the rhythmic properties of speech.

The current system has three main stages: 1. discovery of a collection of syllable-like units (from now on just syllables) using unsupervised amplitude envelope-based segmentation, 2. representation of these segments in a feature space, and 3. treatment of these syllables and their recurring combinations as potential words. By starting with the syllable segmentation, the system is able to limit the potential onsets and offsets for patterns of interest, and also leading to computationally efficient temporal normalization between different acoustic tokens. Because of these choices, the present approach is efficient, enabling super-real-time processing of speech data with modest computational resources. We also present a novel and efficient oscillator-based method for automatic syllabification of speech that is inspired by neural models of speech perception.

1.1. On the role of syllables in speech perception

Syllables and syllabic stress patterns have been long considered to be central to language acquisition and speech perception (e.g., [10-12], see also [13]). Rhythmic structure is more prominent in infant-directed speech, perhaps facilitating early word segmentation (e.g., [14]). Syllables also coincide with the time-scale at which human hearing integrates acoustic input over time, a scale within which there are strong statistical temporal dependencies in the signal (e.g., [15-17]; see also [18] and references therein).

Syllabic structure appears important at a neural level, as well. Neural oscillations in auditory cortical areas are synchronized to the amplitude envelope of speech; this phase-locking may be required for speech comprehension [19]. Conceptual models of speech perception by Ghitza [20] and Giraud and Poeppel [21] explicitly posit that these so-called theta-range oscillations at the syllabic rate (≈ 4–7 Hz) define “packages” of information within which more-detailed phonetic information is analyzed and integrated. Together with the common assumption that coarticulatory effects are smaller across than within syllables, the amount of empirical evidence and theoretical attractiveness make syllable a potential candidate for being a basic structural unit of speech.

Despite this body of evidence, the majority of existing computational work on human language processing and word learning has focused on the analysis at the phone (or phoneme) and word levels. Similarly, syllables are rarely utilized in the mainstream speech technology applications (but see, e.g., [22-24]). One reason for the absence of syllable-centered studies is likely because the entire concept of a “syllable” is elusive. For instance, syllabification of spoken or written English is notoriously difficult, and unanimous definition of a syllable in the articulatory domain is also far from trivial.

An additional issue for mainstream, supervised systems and even phonetic analysis of speech is that once accurate phonetic transcriptions of the input are available, analysis at the syllabic level does not necessarily provide much new information. The segmentation and sub-word representation problems have already been solved, if not in terms of phones, then at least using context-dependent phone models. However,
when a detailed linguistic coding of the input is not available, rhythmic structure of speech associated with syllables could be useful for bootstrapping the language learning process in both humans and zero-resource computational systems.

In the present work, we investigate the feasibility of this type of syllable-timed speech processing. In this context, we define syllables as segments of speech that are characterized by notable rhythmic increases and decreases in signal amplitude at the time-scale of approximately 2-10 Hz. This work is part of the Interspeech-2015 Zero-Resource Speech Challenge [25] where the goal is to discover linguistic units from conversational speech in a purely unsupervised manner.

2. Methods

An overview of the processing stages is shown in Fig. 1. First, the incoming speech is segmented into syllable-like units using the amplitude envelope of the signal. Each segment is then described with a fixed-length feature vector, effectively imposing time normalization on the segmental units. All individual segments are clustered into a number of discrete categories based on the similarity of the features across the segments. Finally, potential patterns of interest are extracted by searching for recurring segment-combinations or frequent individual segments (n-grams of different orders).

![Figure 1: A block schematic of the processing pipeline.](image)

2.1. Syllable segmentation algorithms

Three different algorithms for syllable segmentation were investigated: 1) an algorithm proposed by Villing et al. [26] and used in the AuToBI toolbox [27] (from now on, VSeg), 2) a simple amplitude envelope minima detector, and 3) a novel neurophysiology-inspired damped oscillator model.

2.1.1. VSeg algorithm

The basic idea in VSeg is to determine syllable onsets as minimal positive peaks in the velocity of low-pass filtered amplitude envelope. In order to refine the quality of the segmentation, the algorithm ensures that the detected peaks are followed by a potential nucleus, a sonorant sound with prominent energy below 1-kHz (F1-region), and also inhibits smaller peaks within ±100-ms from prominent peaks from being considered as segment boundaries (see [26] for details).

In the original paper VSeg was shown to compare favorably against the classical convex-hull algorithm [28] and has since been used in, e.g., paralinguistic speech processing [24]. In the present work, we use a MATLAB implementation of the algorithm with the AuToBI-toolbox modifications [27, 29]. After manual experimentation, we ended up using the same default parameters for the algorithm as described in the original paper [26] and also used in the AuToBI.

2.1.2. Envelope minima detector

Although not necessarily optimal with respect to linguistic definition of syllables, direct minima detection from smoothed amplitude envelopes has the potential to yield rhythm-based segmentation of speech without the risk of overfitting algorithm parameters to specific languages or speaking styles (see also [30] for a comparison to other methods).

In the current minima-based algorithm, we first take the absolute value of the incoming signal and then downsample the signal to 1000 Hz. We smooth the waveform in time using a 100-point FIR filter (Fig. 2) that approximates the shape of the temporal window of integration in human hearing (see [17]). In comparison to the standard moving average filter, this minimum-phase filter maintains sharp onset-detection while still providing efficient smoothing of the envelope with approximately 7-Hz cutoff-frequency.

In order to detect syllable boundaries, the envelopes are normalized to a value range of [0, 1] and then each local minimum that is preceded or followed by a local maximum of at least δ units higher is marked as a candidate boundary. Boundaries closer than 50-ms to each other are replaced with a single boundary located at the deeper envelope trough of the two candidates. In the present experiments, δ = 0.12 was used, as this led to a maximal number of segments with durations between 200- and 500-ms on American English speech.

2.1.3. Amplitude envelope-driven oscillator

The third segmentation algorithm was inspired by neurophysiological models of speech perception [20, 21] where theta-rate oscillations, coupled to the speech envelope, are assumed to be responsible for providing timing to the speech perception (see Section 1.1). Therefore, we used a simple damped harmonic oscillator, driven by the amplitude envelope of speech, as a model of auditory entrainment to the syllabic rhythm.

The envelope that was used to drive the oscillator was computed similarly to the envelope of the minima-detection algorithm by downsampling full-wave rectified waveforms to 1000 Hz and then low-pass filtering them with the filter in Fig. 2. The oscillator’s behavior in a discrete-time system was modeled using the following equations:

\[
\begin{align*}
f(t) &= e(t) - k(x(t-1) - c\nu(t)) \\
\nu(t) &= \nu(t-1) + f(t) / (f_c m) \\
x(t) &= x(t-1) + \nu(t) / f_c
\end{align*}
\]

(1)

where \( f(t) \), \( a(t) \), and \( x(t) \) are the force, acceleration, velocity, and amplitude of the oscillator at time \( t \), respectively. Also, \( e(t) \) is the speech amplitude envelope, \( c \) is the damping coefficient, \( k \) is the spring constant, and \( m \) is the mass of the oscillator. According to the physics of harmonic oscillation, the spring constant can be fixed to \( k = 1 \) and the mass of an oscillator with a desired center frequency \( f_0 \) is then obtained by

\[
m = 1 / (4\pi^2 f_0^2)
\]

(2)

The damping coefficient \( c \) leading to a desired bandwidth \( \Delta f \) is then obtained by

\[
c = (\Delta f \sqrt{m}) / f_0
\]

(3)

![Figure 2: Impulse response of the low-pass filter used to compute amplitude envelope of speech (f_c = 1000 Hz).](image)
tokens from the talker. Speaker-specific clustering was chosen because the acoustic variability in the present material was too high to achieve notable improvements in performance by pooling patterns across multiple talkers, even after unsupervised vocal tract length normalization. We also investigated agglomerative clustering of syllable tokens using DTW and observed very similar results to the uniform spectral slicing approach. We also replicated this finding on Brent corpus [31] of infant-directed speech. This suggests that the entrainment to syllabic rhythm provides automatic temporal normalization for speech patterns and therefore separate time-alignment is not needed for pattern matching purposes.

In the present experiments, the number of clusters was set to 30% of the overall number of syllable tokens for a given talker. This parameter was set to balance the set of frequently recurring syllables with the large set of syllable types that occurred only once in a given talker’s data. We also tried to set the number of clusters to the expected number of unique syllable types based on Zipf’s law, but we found that estimate too low to account for the acoustic variability in the data.

2.3. Word decoding with n-grams

After clustering, monosyllabic words are in principle already represented as clusters. In order to discover multisyllabic words, we applied standard n-gram modeling to find recurring sequences of syllables. We started from the longest recurring n-grams (n = 3 in practice) and found all n-grams of that order that occurred at least twice in the data. Syllables that were part of these n-grams were excluded from further analysis and the process was repeated for the n-grams of the next highest order. The process was done all the way to unigrams by including all remaining unigrams as patterns. The output of the process was a list of pattern locations and their corresponding identifiers.

3. Experiments

3.1. Data and evaluation

Evaluation of the system was performed on the Zerospeech-challenge data sets. The data consist of two different corpora: one of conversational speech in American English, the Buckeye corpus [32], and a corpus of Tsonga speech [33]. As defined by the challenge, a 10.5 h subset of the Buckeye corpus was used for training. A total of 12 unique talkers contributed English data; all speech were recorded during interview sessions with a head-mounted microphone in a seminar room. Tsonga data were recorded in the field using the WoeFzela mobile phone data collection app [33]; this dataset contained a total of 4.4 hours of speech from 24 different talkers. Both datasets were provided with evaluation intervals that specified the timestamps for speech by the talkers of interest and excluded periods of silence or overlapping speech from another talker [25].

3.2. Evaluation metrics

All evaluations were performed using the Zerospeech evaluation kit described in [34]; the reader is directed to the original paper for full technical details. The basic method in the kit is to represent each discovered pattern as a sequence of phonemes of which at least 50% or 30-ms are covered by the pattern. Two basic aspects of the learned patterns are then measured, 1) the normalized edit distance ("NED") between
all phoneme sequences belonging to the same pattern class (cluster), and 2) the proportion of the corpus covered by the learned patterns ("cov"). In addition, a more detailed “grouping” analysis is carried out by comparing the consistency of phoneme sequences within each class in terms of precision (how selective each class is to the most dominant phoneme-sequence in the class) and recall (how large a proportion of the same phoneme sequences in all data is covered by the given class), and their harmonic mean, F-score. In addition, evaluation is performed using standard NLP precision and recall measures at the word-level, i.e., how well word tokens and types are captured by the discovered classes. Finally, the accuracy of word segmentation is measured, describing how accurately the boundaries of discovered phoneme sequences correspond to the actual word boundaries. Note that the “matching”-measure of the toolkit was not included as the current system does not attempt pairwise matching of patterns.

3.3. Results

The results for all three segmentation algorithms and both languages can be seen in Table 1. Challenge baselines using the JHU system [5] with PLP-features are also shown.

The most prominent finding is that the syllabic approach leads to high word segmentation accuracy on both languages in comparison to the baseline system. In English, 75% of the hypothesized boundaries match a true word boundary with the accuracy of one phoneme while the found patterns still cover more than 40% of the speech data. This also results in significantly higher word token and type accuracies than those reported with the baseline system. In contrast, the baseline system is superior in the consistency of the phoneme sequences it is finding, but is also much more selective, covering only 16% of the English data and finding only 5% of the word boundaries. Manual listening to the syllabic patterns revealed that there are a number of very pure clusters containing repetitions of one word type or filler type, and a large number of more mixed clusters containing multiple different syllables and/or words. Pruning of clusters with largest acoustic distortion between tokens led to improvements in NED, but at the cost of notable decreases in recall measures.

As for the syllabification algorithms, it appears that the oscillator-based approach outperforms the other algorithms with a clear margin both in terms of segmentation accuracy and in terms of token/type accuracy on both languages.

Cross-linguistically, the token/type performance is much higher on English than on Tsonga while Tsonga-clusters are more pure on average. This stems from the higher rate of multisyllabic words in Tsonga. Since there is limited amount of data from each Tsonga talker (on average 11 min), the algorithm is not capable of finding these syllabic sequences in a reliable manner due to the inaccuracies at the clustering stage. In practice, no recurring 4-grams or higher order n-grams exist in the cluster sequences.

4. Discussion and conclusions

The current results show that the speech amplitude envelope contains strong cues for word segmentation in purely unsupervised settings, enabling syllabification and thereby word boundary discovery with a small number of a priori assumptions. It was also shown that a simple oscillator model performs well in the syllabification task, providing interesting parallels to the brain research on human speech perception.

An obvious drawback in using the syllable-segmentation is that the success in the later pattern matching stages is critically dependent on the consistency of the initial segment boundaries. At the temporal scale of syllables, any insertions or deletions in boundaries are destructive to the compatibility of the resulting feature representations unless there are additional mechanisms to handle this uncertainty. In addition, it appears that Euclidean distance-based clustering in the MFCC space is not sufficient for discriminating between syllable classes while still capturing majority of the same-class tokens. In the present system, this translates to a high coverage but also to a relatively high variety of acoustic contents in many of the clusters. In the future, this issue should be addressed by improving clustering at the syllable token level or by intelligent pruning of the initial clusters based on their contents. Utilization of information at multiple levels of representation could also be studied in order to refine the initial syllable classes (see, e.g., [35,36]).

As a final remark, the overall machine time for processing the 10.5 h English data was approximately 20 minutes, translating to 30x faster than real-time-processing with a non-optimized MATLAB implementation. This makes the syllabic approach a potential pre-processing step for more advanced pattern discovery and matching algorithms such as the previously reported methods, and is also suitable for on-line systems with limited computational resources.
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