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CHAPTER SEVEN
e
The Treatment of
Expectations in
Large Multicountry
Econometric
Models

INKE

John B. Taylor

Despite more than ten years of research and debate,
it is still difficult to cite a definitive judgment by the
economics profession on the question of how to treat
expectations in empirical macroeconomics. By the
late 1970s the rational expectations approach was
hailed by many as a macroecoromic revolution. The
rational expectations critique—as originally formu-
lated by Lucas (1976)—pointed out that conventional
methods of empirical policy evaluation could be
improved by replacing the conventional assumption
of backward-looking (adaptive) expectations with
the assumption of forward-looking, rational expec-
tations. Although clearly not welcomed by those
using conventional techniques, many researchers
began to develop and experiment with the new
rational expectations methods. The econometrics of
rational expectations became a field of research in
its own right.

Nevertheless, rational expectations models have
not replaced large-scale, conventional econometric
models, either in the profession at large or among
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the staffs of policymakers. Moreover, inrecent meth-
odological discussions of policy made with the as-
sistance of econometric models, the rational expec-
tations approach has come under attack. Sims (1982)
has argued, for example, that the rational expecta-
tions critique is a mere ‘‘cautionary footnote'’ and,
more recently (1985), citing Sargent (1984) and Coocley,
LeRoy, and Raymon (1984) as evidence, that there
isincreasing recognition that the critique is *‘logically
flawed.’” According to the published summary of the
discussion at the conference where Sims's paper was
given, ““many discussants agreed with Sims’s criti-
cism of the Lucas critique™ (General Discussion,™
Sims 1982, 162).

Recent methodological discussions of rational
expectations in policy evaluation, however, have
rarely addressed empirical rational expectations
modeis—either the structure of particular models or
their uses. The arguments against the approach have
been stated in abstract examples, and for this reason
it has been difficult to come to any firm, practical
conclusions. To be sure, until recently only small
empirical rational expectations models have been
available, and these models have been viewed as
simple prototypes for methodological and theoretical
experimentation—see, for example, Blanchard (1980),
Sargent (1976), or Taylor (1979a, 1979b, 1979¢).
These smaltl models are not on the scale of the large
conventional models that the rational expectations
school had criticized in the first place, and that large-
scale rational expectations models were not devel-
oped more quickly is frequently used as a point of
debate by critics of rational expectations. The opti-
mistic lower bound, given by Lucas (1977), of ‘“five,
but not twenty-five years'” until the compietion of
such a model seems to reinforce debate on this point.

The purpose of this paper is to discuss the treat-
ment of expectations in policy-oriented empirical
models with an emphasis on the use of rational
expectations in multicountry models. [ take a prac-
tical approach that emphasizes feasibility given ex-
isting econometric methods, numerical techniques,
and computers. The discussion centers on a large,
quarterly, rational expectations econometric model
that is currently being developed as part of my
ongeing research program on econometric policy
evaluation. Discussing expectations methods with
reference to a particular working rational expecta-
tions model has enormous expositional advantages.
This particular model has evolved from the smalier
econometric rational expectations models men-
tioned above, and it reflects some of my own theo-
retical and empirical views: the importance of a
staggered wage and price setting, with aggregate
demand determining output in the short run; the
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importance of highly mobile capital between coun-
tries; term-structure relations within efficient mar-
kets; and, of course, numerocus accounting identities,
The general ideas can be casily transtated into other
models or frameworks, however, and toward this
end I contrast the effects of anticipated and unantic-
ipated money supply increases in this model with
those in three other multicountry rational expecta-
tions models.

The model I focus on is a quarterly model, esti-
mated over the period of floating exchange rates from
the first quarter of 1971 through the last quarter of
1984, that describes economic fluctuations within
the United States and six other large industrial econ-
omies. It is an empirical version of a smaller, two-
country simulation model, described in Carlozzi and
Taylor (1985}, which was used to evaluate alternative
macroeconomic and exchange rate policy rules by
using deterministic and stochastic simulation. The
model is policy oriented in that it is designed to
evaluate the effects of alternative policies under an
empirically estimated set of parameters and an em-
pirically estimated distribution of the shocks to the
equations. Because expectations are so important in
exchange rate determination, a multicountry model
raises many more issues about expectations than do
closed-economy models. Moreover, it is natural and
perhaps more obviously relevant to speak of policy
rules—and rational expectations in relation to them—
in an international context; questions of international
policy reform are central in practical policy discus-
sions today and inherently involve changes in the
overall policy rule (for example, flexible versus man-
aged exchange rates). Like other large-scale econo-
metric models, this model is nonlinear, a property
that raises serious issues about its ability to handle
rational expectations.

To build and use such a model, one obviously
needs many approximations. Most of the parameters
in the modeis are estimated econometrically, but for
policy analysis these parameters are treated as fixed.
Agents whose expectations appear in the model are
assumed to share knowledge and use of the model in
forecasting the future. The model abstracts from
learning over time and from diverse expectations.
The equations describing aggregate demand, wage
adjustment, and price adjustment are aggregated
across many individual agents. and these equations
are at best approximations of the complex dynamic
decision rules that these agents follow.

Despite all these approximations, I maintain that
there is much to be learned about policy from using
a multicountry rational expectations econometric

model of this type. Such a model is useful (1) for
evaluating major macroeconomic and international
economic policy reforms—such as rules for ex-
change rate smoothing, prices, nominal GNP, and
cooperation (or lack of it) among countries; (2) for
calculating the effects of policy changes, anticipated
and unanticipated; (3) for examining counterfactual
alternatives to historical policy; and even (4) for
conducting the everyday policy analysis needed to
maintainor implement an existing policy rule. Iargue
that such a model has enormous advantages over
conventional models or reduced-form models in
helping us to evaluate policy. Although still quite
computer-intensive when they are stochastically
simulated or estimated with maximum-likelihood
techniques, rational expectations models are now
feasible to build and use. My informed guess is that
by 1990 such multicountry rational expectations
econometric models will be used for practical policy
analysis as extensively as conventional econometric
models of the United States are used today.

Feasibility and Usefulness of Rational
Expectations in Large Models

Expectations of future variables—prices, wages,
output, interest rates, exchange rates—are pervasive
in macroeconometric models. In the particular quar-
terly model discussed here, for example, about half
of the behavioral equations contain expectations of
future variables. (The equations of this model are
listed in the appendix to this chapter, table 7A-1, in
a compact form for easy scanning to see the impor-
tance of these expectations variables and the form
of the model. ) In principle even more equations, such
as the export and import demand equations, contain
expectations of future variables. The same is true of
many other models: the annual rational expectations
model described by Minford, Agenor, and Nowell
(1985), for example, has about the same percentage
of behavioral relations containing expectations vari-
ables.

it makes a great deal of difference, therefore, how
expectations are treated in macroeconomic models.
Aggregate demand, aggregate supply, and price ad-
justment all depend on expectations of the future.
Consumption and investment depend on real interest
rates and, thereby, on the expectations of prices in
the future. Long-term interest rates depend on ex-
pectations of future short-term interest rates and,
thereby, on expectations of future monetary and
fiscal policies. Interest rate differentials among coun-
tries depend on expected changes in exchange rates,
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thereby on expectations of future exchange rates.
Finally, current wages and prices depend on expec-
tations of future wages, prices, and demand condi-
tions. In the cases | have examined econometrically,
these expectations effects seem to be empirically
important as well.

In practice *‘rational expectations™ means that
the expectations variables that appear in a model are
assumed to be generated by the model itseif. This is
precisely the way in which Muth (1961) originally
defined the term twenty-five years ago in his classic
paper. It is a requirement of expectational consis-
tency. The term “‘model-consistent’” expectations
might capture the idea more vividly, but Muth's term
has now achieved such widespread usage that there
is little reason tointroduce a new one. Takenliterally,
rational expectations means that economic agents
who are described in the model know the model and
use it in forecasting. In using this assumption one
hopes that it works as a reasonable approximation
of a reality in which most people, of course, are
completely unaware of such a model but at least are
concerned enough with the future to pay attention to
economic forecasts, or to get at least a rough view of
macroeconomic events by reading the newspaper
and watching television, in which the accounts of
such events are in turn influenced by economists and
their moedels. In any case, during periods when the
structure of the economy or economic policy is
changing one would expect that this simplistic ver-
sion of rational expectations—in which people are
assumed to know the model—might prove inaccu-
rate.

Because of the consistency assumption that the
model forecasts are equal to the expectations terms
that appear in the model, the rational expectations
assumption presents a computational problem that
does not exist in reduced-form models or in conven-
tional structural modeis in which expectations are
assumed to be simple functions of past variables
(adaptive expectations).

For linear models the assumption of expectational
consistency is made operational either by computing
explicitly the saddle-point path or by factoring out
the expectations variables. Progress in solving linear
rational expectations models has been great in the
past few years, and the methods are relatively cheap
and casy to use. For discrete time applications,
Hansen and Sargent (1980, 1981) formulated a ra-
tional expectations model in lag-operator notation,
and showed how to factor symmetric polynomials in
the lag operator to obtain a solution. The polynomials
are symmetric when the model is derived explicitly
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from the optimization problem of a representative
agent. As discussed in this paper, such a symmetric
polynomial would not emerge from a linear version
of the model or from many other models. Dagli and
Taylor (1985) described an iterative algorithm to
factor nonsymmetric polynomials in the lag operator
and have had considerable success using it. Blan-
chardand Kahn (1980) showed how to solve ageneral
linear model by obtaining the roots directly, elimi-
nating the unstable roots, and thereby placing the
model on a saddle-paint path. A detailed discussion
of these various solution methods, along with an
analysis of the calculation of anticipated versus
unanticipated shocks and problems of uniqueness,
can be found in my recent survey paper (Taylor
1986). Because of the relative ease of using linear
models, most of the early small empirical models
mentioned in the introduction were either linear or
log-linear. The solution methods for linear models
are so casy and cheap compared with those for
nonlinear models thai researchers have a much
greater incentive to use linear models when the
rational expectations assumption is maintained.

Technigues for Solving Nonlinear Models

Any macroeconomic model that reflects elemen-
tary accounting identities and distinguishes between
real and nominal magnitudes, however, will be non-
linear. Solving nonlinear econometric models is con-
siderably more complicated than solving their linear
counterparts. Yet in the past few years great im-
provements in solution algorithms have reduced
computation time significantly, and current research
is likely to improve the methods even further. Two
techniques have been used most extensively thus
far: the multiple shooting method, described in Lip-
tonand others(1982), and the extrended-path method,
described in Fair and Taylor (1983). The muitiple
shooting technique treats the problem of solving a
rational expectations model as a two-point, bound-
ary-value problem in which final as well as initial
conditions are given. The final conditions are given
by the long-run stationary values of the model,
which, as an approximation, are obtained in infinite
time. The extended-path method does not require
thatthe final conditions be calculated separately from
the dynamic path, and it is similar to methods for
solving nonrationat simultaneous econometric
models. The extended-path approach has apparently
become the more convenient one for many users,
and I will concentrate on this technique here.

The extended-path method solves a nonlinear
rational expectations model through three types of
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iteration. Consider solving the model for one time
period. The first type of iteration takes as given the
path of expectations of the model's future variables,
starting from a set of initial guesses about those
expectations. For these initial estimates the model
is solved dynamically forward from the initial time
period using the Gauss-Siedel method as in any
conventional model. In principle the mode! will have
to be solved into the infinite future because expec-
tations of future variables depend on expectations of
the model in future periods, which depend on later
expectations, and so on. The process starts, how-
ever, with an arbitrary finite horizon for the path of
expectations variables.

The second type of iteration is performed on the
expectations variables. The solution of the model for
the endogenous expectations variables replaces the
initial estimates, and a whole new round of type-1
iterations takes place. The expectations variables
are then updated again, and the type-1 iterations take
place once more.

The third type of iteration is performed on the
horizon for the path of expectations. After type-2
iterations have converged, the path is extended, and
the whole process is repeated again until conver-
gence is reached. Alj this procedure is required just
to solve the model for one period. Because of these
three nested rounds of iteration, the method can be
quite expensive. In practice it is usually possible to
choose a horizon that is long enough for type-3
convergence of a wide range of policy experiments
within a given model. Then the type-3 convergence
test might be omitted and replaced by an occasional
check of the sensitivity of the solution to horizon
length. Although this sensitivity check should be
done with some care, great savings in computer time
are possible. The simulations with the multicountry
model discussed here (reported in the companion
volume), for example, were all done with the same
horizon length.

The computing requirements for the extended-
path algorithm for this multicountry model can be
described as follows. A pass through the model (one
type-| iteration) takes about a third of a second of
central processing unit (CPU) time on a VAX 780
computer. At least twenty-five periods of dynamic
simulation are necessary to ensure type-3 conver-
gence. Solving the model for one period for a given
set of expectations takes about 14 type-1 iterations,
or a total of 350 passes through the model for the 25
periods of each type-3 iteration. Convergence has
required about 33 type-2 iterations, for a total of
11,550 passes through the model. Total CPY time is

thus about one hour for a one-period solution. More
efficient computer coding and relatively small ad-
Jjustments in the algorithm can be expected to reduce
this time. Fisher, Holly, and Hughes-Hallet (1985)
have experimented with various ways to modify the
extended-path algorithm to improve speed of com-
putation. (These modifications were not used in the
preceding summary of computation times.) Hence,
although expensive, solving a nonlinear, large-scale
rational expectations model is clearly feasible. Note
that the VAX 780 is a relatively slow computer. A
larger mainframe computer would greatly reduce
computation time.

If initial conditions change the next period—as in
the case of a stochastic simulation in which new
shocks are drawn, or in an estimation problem in
which the observations are taken over time—then
this entire process must be repeated again in the next
period, and so on. If one is doing a deterministic
simulation, however, the solutions for the expecta-
tions variables will be equal to the solution of the
model in the later periods. Because these later solu-
tions will have been computed as part of the solution
algorithm, no new computations are necessary if the
horizon for the extended path is long enough.

Estimation and Goodness of Fit

Estimation of a nonlinear rational expectations
model can be done by using the limited-information
techniques developed by McCallum (1976), Hansen
(1982), and others. These estimates consider one
equation of the model at a time and are much like
two-stage, least-squares methods in that instrumen-
tal variables must be chosen judiciously. Most of the
equations of the model discussed here have been
estimated with a McCallum-Hansen estimator.

For assessing how well a model fits the data or for
testing the overall model, however, these limited
information methods are not entirely satisfactory
because the central assumption of a rational expec-
tations model is that the expectations variables are
generated by the model. Looking at the residuals
from single equations in which the expectations
variables have been proxied does not give a good
measure of fit. Similarly, dynamic simulations of the
model during the estimation period are not revealing
because so many of the variables in a rational expec-
tations model are endogenous: as in any time-series
model with no exogenous variables, the model will
drift from the actual sample data after eight or ten
periods. Ideally one would like to estimate the entire
model using maximum-likelihood techniques and
then use likelihood-ratio measures to judge the ade-




quacy of the model in describing the data. The
likelihood function would provide an ideal measure
of how well the model fits the data, compared with a
fully unconstrained modet, and would automatically
weigh the errors in each equation according to the
estimated covariance matrix. This approach has
already been used in small linear models in which
maximum-likelihood estimation is less costly. The
cross-cquation constraints imposed by rational ex-
pectations and the structure of the model are tested
against the unconstrained reduced form. It is impor-
tant to make sure that any structural model fits the
data in the sense that it delivers a value of the
likelihood function that is not significantly different
from that of an unconstrained reduced-form model
fit to the data. As described below, itis alsoimportant
to get a good estimate of the variance-covariance
matrix of the disturbances to each of the equations,
or at least a good estimate of the disturbances them-
selves, because these estimates are essential to the
evaluation of policy.

Two difficulties in using this approach for large
nonlinear models present themselves. First, esti-
mating a nonlinear rational expectations model using
maximum-liketihood methods is now very computer-
intensive. Maximum-likelihood estimation can be
performed using nonlinear iterative methods. For
these methods the likelihood function can be evalu-
ated by using the extended-path algorithm. Consider
again the example of the multicountry mode! that {
and my coworkers have been developing. As shown
above, solving the model for one period takes about
one hourona VAX 780. For a sample of fifty periods.
one evaluation of the likelihood function therefore
takes fifty hours on a VAX 780. An estimation
problem that required 100 function evaluations would
therefore take 5,000 hours—or over 200 full days of
CPU time—to complete on a VAX 780. Maximum-
likelihood estimation of a large rational expectations
model is thus a task for which supercomputing is
almost a necessity.

Second, goodness-of-fit tests based on fully un-
constrained reduced forms have an additional diffi-
culty that arises from the lack of degrees of freedom
in estimating an unconstrained model for a large
number of variables. In multicountry models this
problem is most severe because the number of vari-
ables can be huge. Estimating a fully unconstrained
vector autoregression is impossible for any large-
scale model because all the degrees of freedom are
exhausted.

What aiternatives exist? Ex ante forecasting would
clearly be useful, but this l1akes real time. Looking at
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the performance of the modet during selected sub-
samples is another possibility, but in principle one
should consider all subsamples. A more promising
approach would be to examine the behavior of a
subset of important variables—such as real output,
inflation, the exchange rate—over the entire sample
pertod. Through stochastic simulation the behavior
of these variables could be generated during the
sample period. Then one could test whether the
actual data had stochastic properties that were sig-
nificantly different from the generated data. By this
approach, degrees of freedom could be saved by
considering the smaller subset of variables. Another
approach would be to place othertypes of constraints
on the coefficients of the reduced form. Forexample,
one could assume that the coefficients on the lagged
terms have a smooth shape.

Econometric Policy Evaluation

There are at least four kinds of policy analysis
that can be performed with a model in which it is
assumed that expectations are rational. In this sec-
tion I review each in turn. All the methods of policy
analysis discussed below take the estimated param-
eters as given and certain.

One-Time Changes in Policy Instruments

Calculating the effects of “‘one-time’” changes in
policy instruments is now straightforward even in
large nonlinear rational expectations models. One
deterministic simulation suffices to calculate the
effects of each such change in the instruments; as
discussed above, this simulation requires about an
hour on a computer such as the VAX 780. A one-
time change in a policy variable simply means that
the level of the variable is changed relative to some
baseline path, and that subsequently no further
changes will occur. A 5 percent once-and-for-all
increase in the money supply in the curtent year is
an example of a one-time change in policy. One-time
changes are to be distinguished from changes in the
policy rule, or reaction function, by which the whole
contingency plan for policy is changed. Such one-
time changes in policy do occur in reality, but they
are rare. Hence in practice this type of policy eval-
uation is likely to be more useful for illustrating the
internal properties of a model than for evaluating
alternative policies.

ANTICIPATED OR UNANTICIPATED CHANGES. In any
dynamic macroeconomic model it is important to
distinguish between one-time policy changes that are
thought to be “‘permanent’’ (once and for all) and
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those that are seen to be temporary. In rational
expectations modelsitisalsoimportantto distinguish
between changes that are anticipated and those that
are unanticipated (' ‘shocks'’). For linear models this
distinction is elaborated in my recent technical sur-
vey (Taylor 1986). The distinction between unantic-
ipated and anticipated changes has no operational
significance in conventional medels with backward-
looking expectations schemes, but it is crucial for
understanding the properties of rational expectations
models. Perfectly anticipated one-time changes in
policy instruments are, of course, at least as rare in
reality as unanticipated one-time changes. An-
nounced and credible changes in policy—such as
enacted changes intax rates that will come into effect
in the future, or declines in the trend rate of money
growth—have not seemed to occuroften. (Inpractice
the problem of interpreting such simulations is that
they rely to great degree on the credibility of policy-
makers—that such an announced change in the di-
rection of policy will indeed take place. It is possible,
of course, 10 adjust the estimates to account for
varying degrees of belief that the policymakers will
follow the stated plan, but the rational expectations
calculation seems like a good place from which to
make such an adjustment.} Again, the main purpose
of this type of policy exercise may be to explore the
internal properties of a given rational expectations
model. Significant information about the properties
of a model and how it compares with other models
can be obtained from experimenting with the effects
of anticipated changes in policy instruments. In
comparing rational expectations models, anticipated
changes in the policy instruments should definitely
be added to unanticipated changes when making a
list of useful policy experiments.

Calculating the effects of anticipated policy
changes is now standard practice in small linear
macroeconomic models (Blanchard 1980, or Taylor
1979¢). The techniques for calculating the effects of
suchchanges in large nonlincar rational expectations
models require only small modifications of existing
solution techniques, such as the extended-path al-
gorithm. Suppose that the effect of an anticipated
increase in the money supply three years from now
is to be calculated. One simply solves the model
dynamically and deterministically, starting in the
current period with the money supply taken to be
exogenous and equal to the baseline values for the
nextthree years. Then the money supply isincreased
from the baseline, starting at the end of the third
year. This change is built into the exogenous time
series for the money supply. The extended-path

solution technique then implicitly assumes that peo-
ple know that this is the path of the money supply,
and that this information becomes known to them in
the current period when the simulation starts. Be-
cause this is a deterministic simulation, it is not
necessary to obtain separate rational expectations
solutions for each peniod, so that computation time
is again smali—about an hour on a VAX 780 for the
multicountry model discussed below.

The effects of one-lime changes in the policy
instruments—whether anticipated or upantici-
pated—are additive in a rational expectations model,
as in a “‘nonrational’’ expectations model, if the
model is linear. For example, in a linear rational
expectations model the combined effect of an in-
crease in the money supply and a decline in govern-
ment spending, both anticipated three years in ad-
vance, ¢an be evaluated by computing the effect of
each separately and then adding the effects together.
This additivity can easily be shown by using the
methods described in Taylor (1986). Of course for
nonlinear models this additivity does not hold ex-
actly, whether expectations are rational or not. It is
an open question whether the simulation results from
nonlinear rational expectations models are approxi-
mately additive, as the simulation results from many
*‘nonrational’’ expectations econometric models ap-
pear to be. The experience with the rational expec-
tations mode] discussed in this paper, however, does
indicate that it is nearly additive.

Comparison of Policy Rules

The kind of policy evaluation best suited to a
rational expectations model concerns the effect of
alternative policy rules. The approach outlined by
Lucas (1976} in his well-known critique of policy
evaluation in traditional econometric models sug-
gested this type of policy evaluation in rational
expectations models. At times the rational expecta-
tions approach to policy questions has been identified
with this type of policy evaluation, but rational
expectations models have many other uses, as em-
phasized here. Under this kind of policy evaluation,
one could calculate, for example, the guantitative
effects on the size of business cycle fluctuations of a
policy that fixes exchange rates and keeps the growth
rate of money in one country (such as the United
States) constant. Fixed exchange rates with an ac-
commodative U.S. monetary policy might also be
evaluated, orthe effects of a policy inwhich exchange
rates are left to float and each country follows an
accommodative policy. Exchange rates that fluc-
tuate within a *‘target zone,'’ but are not perfectly



fixed, might be another possibility for anaiysis. Of
course the operating performance of the economy
under ¢ach of these policies could be compared as
part of the process of looking for the best, or at least
a good, future policy.

Such policy analyses clearly would seem to be an
important quantitative part of the economic research
underlying current proposals for more stability in
exchange rates. Would such a policy work better
than one in which international conditions were
ignored in the sense that exchange rates were allowed
to fluctuate frecly, or better than one in which the
money supply reacted to the state of the economy?
When made specific, the policy question is whether
such reforms would improve macroeconomic per-
formance over the next few decades compared, say,
with the past two decades. The cost of reform—what
would happen during the year in which the policy
rule is being changed—while also an important ques-
tion, is one that can be logically separated from the
ionger-run issue.

How would one use arational expectations model
to answer such a question? There are two possibili-
ties. First, one could stochastically simulate an
econometric model under alternative monetary, fis-
cal, and exchange rate rules. The shocks for this
stochastic simulation would then be generated from
the estimated covariance matrix of the shocks to the
estimated equations during the sample period. This
stochastic simulation approach has been used in
small simulation models by Carlozzi and Taylor
(1985) and is logically equivalent to calculating the
steady-state distribution of the endogenous variables
analytically in linear models, as in Taylor (1979a or
1979c), for example. If such an exercise is viewed as
a means of obtaining a close approximation to the
stochastic steady-state distribution of a nonlinear
model, then many stochastic draws are necessary,
andthe evaluation could be quite computerintensive.

Second, an alternative approach would simply be
to use the actual disturbances from a given sampie
period. For example, to evaluate alternative mone-
tary policy rules for the next ten years, one could
simply use the shocks from the last ten years. If the
shocks in the sample period are uncorrelated, then it
is appropriate to assume that people do not forecast
these shocks in the simulation period. The perfor-
mance of the system around a baseline forecast for
the next ten years could then be examined for differ-
ent policy rules. For a quarterly model this would
entail solving the model for forty periods at least
twice—once to obtain the shocks, and again to
simulate the economy under a different policy with
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the same set of shocks. This would be less costly
than a stochastic simulation in that more than forty
draws would usually be necessary to approximate a
steady-state stochastic distribution. Moreover, the
empirical distribution of the estimated sample shocks
may give a more realistic picture of the type of shocks
than simply assuming that the shocks are normaily
distributed, as is typically done in a stochastic sim-
ulation exercise.

SIMS'S COUNTERCRITIQUE. Sims (1982) has argued
that such stochastic analysis of policy rules—the
same, essentially, as that suggested by Lucas (1976)—
is not relevant because changes in the policy rule are
rare and occur gradually anyway. Although slow to
emerge, such changes do indeed occur, and they are
frequently discussed by policymakers. Recently,
many conferences have been organized to discuss
such reforms of the international monetary system.
The U.S. Treasury is currently studying various
proposals. Clearly it is important to be able to give
as scientific an answer as possible to the question of
which type of reform would work best. Currently
there appear to be no econometric models that are
being used by the staifs of policymakers for this
purpose,

Getting such a reform through the policy process
is of course difficultand may take years. The situation
does not seem to be much different from tax reform,
where public finance economists calculate the effect
of various reforms by using quantitative estimates of
demand and supply elasticities. Tax reform does not
occur every day. Many changes in the tax code seem
to have evolved gradually. But the slow process does
not detract much from the value of getting the best
quantitative estimates of the effect of the reforms.
Reforms in macroeconomic policy or international
finance are similar to tax reform in this respect.

IS THIS ANY WAY TO DEAL WITH LUCAS'S CRI-
TIQUE? Others might question whether a ratiopal
expectations model such as the one discussed here
adequately deals with Lucas’s (1976} critique. In an
important sense it does. The reduced form of this
model, in which the endogenous variables are a
function solely of exogenous variables and past
¢ndogenous vanables (that is, the function excludes
expectations of future variables and current endog-
enous variables), cannot be computed analytically
because the model is nonlinear. Nevertheless, the
reduced form does depend on the parameters of the
policy rule, as does the reduced form of a linear
rational expectations model. Thus, when the policy
rule changes, the reduced form changes, but in a way
that uses the rational expectations solution method.
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If adaptive expectations had been used instead of
rational expectations, then this dependence of the
reduced form on the policy parameters would be
ignored, and one would commit the mistake in policy
evaluation pointed out by Lucas. By letting expec-
tations be rational, this type of nonlinear model deals
with Lucas’s critique in much the same way that |
and others have dealt with it in linear models (Tayior
1979a, for example). With respect to expectations,
therefore, this approach addresses Lucas's critique.

Still, one might take Lucas’s critique further and
argue that the behavioral equations of this model are
not structural. Consider, for example, the wage
equations of the modet listed in the appendix to the
chapter. These equations are assumed to be struc-
tural, but the coefficients might change if a change in
policy rule causes workers to index their contracts
by a greater or lesser amount. Perhaps more serious,
the parameters of what I call structural investment
equations might change. For the procedure outlined
here to work well, these changes have to be smail,
and that is the assumption that is being made. If one
thought such changes were likely to be large. then it
would be necessary to build these other changes into
the model. One might use the approach of Hansen
and Sargent (1980), which uses the optimization
probiem of a representative agent to handle these
additional changes in behavior. But even these more
elaborate approaches can in turn be subjected to
Lucas’s critique. One might say that the technology
is not policy invariant, for exampie.

Counterfactual Historical Analysis

It is possible to use a rational expectations model
to examine how the economy might have performed
over a given historical period if the policy rule had
been different from the actual policy then in effect.
Technically this can be done by simulating the model
with the actual estimated shock in the equations
during cach quarter of the historical period in ques-
tion. This type of policy evaluation was performed
in a linear model by Taylor {1979¢) for the period
from the first quarter of 1973 through the last quarter
of 1977, the period following the first oil shock. Given
the nonlinear solution techniques now available, this
type of calculation is not difficult for nonlinear
models.

There appears to be some controversy about
whether such a calculation is legitimate from a ra-
tional expectations viewpoint. For example, the
impression left by Lucas (1980} is that questions
about short periods orisolated shocks are not amen-
dable to serious scientific analysis of any kind. Cooley,

LeRoy, and Raymon (1984), for example, seem to
haveinterpreted Lucasin this way and argue strongly
against him. For the record, however, Lucas (1981)
limself is in general sympathy with the type of
simulation and calculation described here, so part of
the debate may be due 10 misinterpretation.

Everyday Policy Analysis to Maintain
a Policy Rule

One of the most complex questions in applied
policy analysis is how to go from calculations of what
is the best, or at least a goed, policy rule to actuaily
implementing and maintaining such arule in practice.
In his countercritique, Sims (1982) argued that such
implementation is a far better characterization of
policy ‘‘action’’ than choosing among rules. Adding
to the complexity is that many practical rules—such
as nominal GNP targeting—leave vague exactly how
the nule is to be implemented. Some analysts feel
that the Board of Governors of the Federal Reserve
System is currently operating according to a nominal
GNP rule. But such a rule clearly does not give
simple algebraic equations that telt the open market
desk what to do each week. Putting a GNP rule into
cffect is a difficult task for policymakers and their
staffs.

I would argue that rational expectations models
can contribute in important ways to making policy
rules work. The case can be illustrated through the
example of nominal GNP targeting. Suppose that the
Federal Open Market Committee (FOMC) of the
Federal Reserve System has actually decided that
nominal GNP targeting is what they want, and that,
although they do not announce the policy explicitly,
most analysts will realize what is going on and take
a “‘rational” view of the policy. The task of the
Federal Reserve staff is then to make recommenda-
tions to the FOMC about target paths for reserves
that have the best chance of hitting the nominal GNP
target as new information comes in. If expectations
about future interest rates, exchange rates, prices,
wages, and output are endogenous, then a rational
expectations model is likely to be of better assistance
to the Federal Reserve staff than a conventional
model or a reduced-form model that ignores these
expectations or treats them as exogenous or prede-
termined.

If rational expectations models are useful in such
an environment, as [ am arguing they are, then why
do they not appear to have been used in this way?
Put differently, is the lack of empirical analysis using
rational expectations at the Federal Reserve Board
and other government agencies evidence against the



view that the models are useful? For two reasons I
think the answer is no. First, the techniques for
reliably dealing with large-scale rational expecta-
tions models have only recently been developed.
The extended-path algorithm, for example, has only
received extensive testing in the past three years.
Second, the rational expectations approach has fre-
quently been associated with the view that monetary
poticy is ineffective, a controversial hypothesis that
actually has little to do with rational expectations
but more to do with the assumption of perfectly
flexible wages and prices that appears in some
models. For this reason, perhaps, policymakers have
not been enthusiastic about investing resources in
developing rational expectations models. Tobe sure,
in the early 1980s there was some experimentation
with incorporating rational expectations into models
at the Federal Reserve Board. Because of the sup-
posed controversial aspects of rational expectations,
it is possible that the motivation of the staff in this
area was less than enthusiastic. In the United King-
dom, by comparison, rational expectations analysis
has not been associated with as much controversy,
at least among econometric modelers. As a result
several large-scaie models with rational expectations
have been under development in the United King-
dom—the LIVERPOOL model and the London
Business School model among them.

Alternatives to Rational Expectations

The rational expectations approach probably does
not work well as an approximation during or shortly
after changes in the structure of the economy or in
economic policy. If there is great diversity of opinion
about the nature of economic models, then it is
unclear how close the method is as an approximation.
What alternatives are there in these cases? The
assumption of adaptive expectations is sometimes
used to describe the slow movement of expectations
when people are learming, and this is the primary
justification for including adaptive expectations in
most ‘‘nonrational”” expectations econometric
models that are used today. Although it is reasonable
to assume adaptive expectations after a change in
policy or structure, these models have adaptive
expectations built in for all time periods, whether a
policy change has taken place or not. A better
approach in principle would be 10 model the learning
more formally. In Taylor (1975}, for example, it was
assumed that people followed a Bayesian process in
learning about the target rate of monetary growth.
The equation relating expectations of inflation to
actual inflation had the adaptive expectations form
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in that model, but the coefficient of adaptive expec-
tations was not a constant, as in the typical adaptive
expectations assumption. Unfortunately, it has proved
very difficult to model learning in analytical frame-
works that are at all complicated. Usually research-
ers focus on only one or a few parameters of a small
linear model. Given available techniques it is still
difficult to model learning in a large nonlinear struc-
tural econometric model, and this is clearly a useful
area of research. For the model discussed here, one
might assume that individuals are learning about the
intercepts of the equations of the model through use
of Bayesian updating formulas. Because of the non-
linearitics, however, the updating formulas would
not have the simple form derived, for example, in
Taylot (1975), and computations time would be greatly
increased.

Dealing with diverse expectations is also difficult,
although recent research by Rudin (1986), using the
methods of Townsend (1983), has indicated some
possible ways to proceed with estimation and policy
analysis in small linear modeis. In this research
individuals are modeled as having different views
about parameters of the model. These parameters
are also changing, so that opinions never converge.
In other words, in the stochastic equilibrium of the
model people have diverse expectations, and this
changes the dynamics of the reduced form of the
model. This research is promising and may eventu-
ally generate a significant improvement over the
simple assumption of rational expectations in large
nonlinear models.

Comparison of Unanticipated and
Anticipated Policies

To illustrate the previous discussion of policy
evaluation, in this section I show how the rational
expectations modet described in the appendix can
be solved to give the effects of anticipated and
unanticipated policy changes—the first type of policy
evaluationdiscussed in the preceding section. I focus
on monetary policy shocks and compare this model
to three other multicountry rational expectations
models that have been compared as part of this
conference—the LIVERPOOL model, the Mc-
Kibbin-Sachs (MSG) model, and the MINIMOD
model developed at the Intermational Monetary
Fund.

To simulate the effects of an unanticipated in-
crease in the money supply, [ take money and
government spending in each country as exogenous.
The model consisting of the equations listed in the
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Table 7-1. Effects of a 4 Percent, One-Time Incresse in the U.S. Money Supply in the Tayior Multicountry

Rational Expeciations Model
Percent change from bascline unless otherwise noted
United Stares Japan ROECD
Year n Pe RS fo Y P RS E Y P RS E
Increase unanticipated
1985 0.83 0.23 -0.6] -4.1 0.01 -0.00 —0.01 4.4 0.04 0.02 0.02 4.2
1986 0.50 0.85 ~0.50 -3.4 -0.08 -0.08 -0.02 37 -0.06 -0.10 -0.04 3.6
1987 0.45 1.42 ~0.34 -3.1 -0.21 ~0.22 -0.05 33 =-0.11 -0.23 ~0.07 3.2
1988 0.33 1.83 -0.31 -9 -0.3 -0.41 -0.07 kR -0.13 -0.36 -0.10 30
1989 0.19 2.11 -0.% -2.7 -0.31 -0.61 -0.08 2.8 ~-0.12 ~0.46 ~0.10 28
1990 0.13 2.27 -0.29 -2.5 -0.2¢ -0.76 -0.08 2.6 -0.07 -0.52 -0.09 2.6
Increase aniicipated three years in advence
1985 0.32 0.12 0.12 -5 -0.01 -0.01 ~0.01 2.7 0.00 -0.02 0.00 25
1986 0.37 0.50 0.24 -2.7 -0.07 -0.07 -0.02 2.8 -0.04 -0.08 -0.02 2.7
1987 0.46 0.99 0.36 -3.0 -0.16 -0.18 -0.03 32 -0.08 -0.17 -0.08 31
1988 0.45 1.48 —0.44 -32 -0.23 -0.34 -0.05 34 -0.10 -0.29 -0.07 33
1989 0.26 1.85 -0.39 -2.8 -0.27 -0.51 -0.07 19 -0.12 ~0.40 -0.10 2.9
1990 0.18 2.08 -0.35§ -2.6 -0.25 -0.67 -0.07 2.7 -0.09 -0.48 -0.09 .6
Source: Author's sinulations, :
&. Output.
b. Qutput defisor
c Pemmwudnnuﬁou huhusimurm:mrenme
Ange rate, m ighted units of foreign exchange per unit of domestic currency.

appendix can then be soived in each period for the
endogenous variables. The solution is performed
numerically, using the extended-path algorithm as
discussed in the first section of the chapter. Each
such simulation takes about an hour on a VAX 780.
For these simulations the time horizon for the type-
3 iterations was taken to be forty-five quarters be-
yond the first quarter. Because the model is simulated
dynamically for twenty periods, this horizon leaves
about 25 periods beyond the Jast sample point.

In the top panel of table 7-1 is shown the effect on
a smail sclected group of U.S., Japanese, and non-
U.S. QECD variables of a one-time unanticipated
increase in the U.S. money supply of 4 percent,
phased in gradually over four quarters starting in the
first quarter of 1985, The other countrics are assumed
nottoalter their money supplics at all, in effect letting
exchange rates fluctuate freely. Note that this is a
level shift in the money supply of 4 percent relative
to the baseline. The behavior of real output ¥, the
output deflator P, the short-term nominal interest
rate RS, and the exchange rate E is shown. The
exchange rate is reported in output-weighted units
of foreign exchange per U.S. dollar. All the data are
reported in percentage deviations from a baseline
path except the short-term interest rate, which is
reported in percentage-point deviations from the
baseline path. The results are aggregated over four
quarters for each year to allow comparison with
annual models.

The bottom pane! of table 7-1 reports the resuits
for an anticipated 4 percent increase in the U.S.

money supply with the same phase-in starting in 1988
rather than in 1985. The increase is assumed 10 be
known from the first quarter of 1985, three years in
advance. The computations were done by setting the
€Xogenous increase in money to begin in 1988 but
solving the mode! starting in 1985. The extended-
path algorithm thereby lets the increase in money
enter people’s information sets m 1985, Again, the
other countries are assumed to keep their money
supplies and government spending unchanged.
Asisclearfromtable7-1, thereis agreat difference
between the anticipated increase and the unantici-

pated increase in money (top panel of the table). In

the case of the unanticipated increase, U.S. real
output expands by almost | percent and then returns
gradually to normal as prices adjust. The dollar
exchange rate depreciates and then begins to appre-
ciate in typical Dombusch overshooting fashion. In
this case output in all the other countries declines
{afterthe first year). Except fora small positive effect
at impact, an expansionary U.S. monetary policy
will depress output abroad for a while. The decline
is larger in Japan than in the other countries.

Note that real interest rates fall by more than
nominal rates because of the increase inthe expected
rate of inflation. This feature of this type of model
was noted by Carlozzi and Taylor (1985). It occurs
because wages and prices are sticky: wages and
prices can adjust in the long run but not in the short
run. Under rational expectations investors realize
this feature and therefore expect a period of inflation
after the increase in the money supply. Nominal
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Table 7-2. Effects of a 4 Percent, One-Time Increase in the U.S. Money Supply in the Liverpool

M Rationsi Expectations Model
Percent change from baseling unieas otherwise nosed
Unired States Japaen ROECD
Year n » - RS F ol Y P RS E ¥ P RS E
Increase unanticipated
1985 0.60 1.8 0.40 -22 0.00 -0.260 -0.20 2.4 0.10 -0.10 -0.10 2.4
1986 Q.10 3.7 -0.30 -39 0.00 -0.10 -0.10 43 0.00 0.00 -0.10 4.2
1997 -0.10 39 -0.10 -4.0 0.00 0.00 0.00 4.3 0.00 0.00 -0.00 4.2
1988 -0.20 4.1 -0.10 —4.1 0.00 0.00 0.00 44 0.00 0.10 -0.00 4.5
1989 -0.20 44 ~0.00 -4.3 0.00 0.00 0.00 4.6 0.00 o.10 ~0.00 4.5
1990 ~0.20 4.5 -0.00 ~4.4 0.00 0.00 -0.00 4.6 0.00 010 ~0.00 4.6
Increase anticipated three years in advance

1985 0.02 0.3! ~0.15 -0.68 0.01 -0.19 -0.02 0.76 0.01 -0.13 -0.01 0.55
1986 ~0.04 0.58 -0.20 -1.0 0.03 -0.26 ~0.06 1.1 0.00 ~0.10 -0.05 0.96
1987 -0.08 0.80 0.51 -1.3 0.04 ~0.32 -0.09 1.3 0.02 -0.23 -0.08 1.2
1988 -0.10 2.8 0.43 =31 0.06 -0.39 -0.18 34 0.03 -0.22 -0.t6 32
1989 -0.11 4.5 -0.31 -4.7 0.07 -0.43 -0.2] 5.2 0.03 ~0.18 -0.22 49
1990 -0.10 4.3 -0.26 -4.4 0907 -0.44 -0.18 4.9 0.03 -0.16 -0.20 4.6

Source: Daia provided by Patrick Minford.
a-d. As defined ia notes to table 7-1.

interest rates do not fully adjust to keep the real
interest rate constant because wages and prices are
sticky and real demand increases. Hence changes in
the nominal interest rate are not a good sign of the
effects of monetary policy in this model. Put another
way, the slope of the LM curve measured by looking
at the money demand equations is not particularly
flat. In contrast, the LM curve traced by looking at
the paths of the nominal interest rate and output will
look very flat.

An anticipated increase in the U.S. money supply
causes U.S. output and prices to rise as soon as the
increase is anticipated. Note that the rise is much
less than in the case of an unanticipated increase in
the money supply. Anticipated money increases are
less powerful than unanticipated money increases.
This is a property unique to rational expectations
models. Note also that anticipated money increases
are not neutral (so long as they are not anticipated
infinitely far in the future). The effect of anticipated
U.S. money increases in other countries is smaller
than in the case of unanticipated increases, but the
difference is not so marked.

Table 7-2 shows the results of exactly the same
simulation for the LIVERPOOL model described by
Minford, Agenor, and Nowell (1985). The LIVER-
POOL model is an annual model, so comparison
with the above quarterly model is difficult, despite
aggregation of the quarterly data in tabie 7-3. In the
annual model the unanticipated increase in money is
a surprise for a full year: in a quarteriy model the
unanticipated increase is a surprise for only one
quarter.

Inany case the results of the two models are quite

different. In the case of unanticipated increases in
U.S. money, the LIVERPOOL model indicates that
U.S. output expands by about 0.5 percent in the first
period and then by a negligible amount. In the case
of the unanticipated increase in the money supply,
output in the other countries hardly changes at all,
The price level increases almost completely to its
new equilibrium level after the first year.

In the case of anticipated increases in money
there is only a negligible effect. In essence, antici-
pated increases in the money supply are neutral in
this model. The price level jumps in the year that the
increase in the money supply is announced, with no
noticeable effect on output. This is a feature of new
classical models that distinguishes them from stag-
gered wage and price modets with rational expecta-
tions.

Tables 7-3 and 7-4 show the results of the same
anticipated and unanticipated money supply in-
creases in the linearized version of the MSG model
and in the MINIMOD model. Japan is not shown in
tables 7-2-7-4 because the MINIMOD model does
not have separate equations for Japan. Both of these
models assume that prices or wages (or both) are
sticky, but neither model is fit directly to the data.
The parameters of the MSG model are calibrated to
correspond to annual time periods. The MINIMOD
model is a two-country aggregate (over variables and
across countries) of a quarterly multicountry model.
(Note that the unanticipated increases are not com-
parable with the simulation results reported in the
supplemental volume of this conference proceed-
ings. The MINIMOD model uses a tighter type-3
convergence criterion than in the conference pro-
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Table 7-3. Effects of a 4 Percent, One-Time Increase in the U.S. Money Supply in the MSG Rational

Model
United Siates Japan ROECD
Year r Fo RS+ B Y P RS E Y I4 RS E
Increase unanticipated
1985 2.6 0.4 ~6.7 -70 -0.9 -03 -0.8 n.a. ~Li -0.4 ~-0.9 n.a
1986 0.5 1.4 -0.7 -1.2 0.4 -0.6 -1.2 n.a. 0.6 =08 ~1.3 n.a
1987 0.5 23 -0.9 -2.0 6.3 ~-0.6 -0.5 n.a. 0.3 -0.7 -0.5 n.a
1988 0.2 3.0 -0.2 -1.7 0.4 -0.5 -0.3 n.a. 0.5 -0.6 -0.3 n.a
1989 0.0 3.7 0.3 -1.9 0.3 -0.3 0.} na. 0.4 -0.4 0.1 n.a.
1990 -0.2 43 0.7 -2.1 0.3 0.0 0.4 n.a, 0.3 -0.1 0.4 n.a.
Increase anticipated three years in advance
1985 0.3 0.1 0.2 -20 -0.2 -0.1 -0.2 n.a. -0.3 -0.1 -0.2 n.a,
1986 0.2 0.3 0.7 -24 -0.1 -0.3 -0.5 n.a. =01 -0.3 -0.5 n.a.
1987 0.3 0.6 1.1 -37 -0.1 -0.5 -0.7 n.a. -0.1 -0.5 -0.7 n.a.
1988 20 14 -57 -5.7 -0.3 -0.8 -l n.a. =04 -08 =13 n.a.
1989 02 L9 =-0.5 -1.3 0.3 ~-0.9 -1.0 n.a. 0.7 -0.9 -1.1 n.a.
1990 0.3 2.4 -0.7 -1 0.3 -0.8 -0.5 n.a. 0.4 -0.7 -04 n.a.

Source: Duis provided by Warick McKibbin.
a-d. As defined i notes to table 7-1.

Table 7-4. Effects of a 4 Percent, One-Time
Increase im the U.S. Money Supply in the
MINIMOD Two-Country Rational Expectations
Model, Excluding Japan
Percent change from baseline uniless otherwise nosed

United States ROECD

Year » P RS B oY P RS E
Increase unanticipated
1985 082 013 -039 -84 005 002 -023 84
1986 14 058 -i2 =77 -0.16 0.10 -0.10 7.7
1987 L3 1.1 -0.79 -66 -037 022 -008 6.6
1988 0.94 L7 =071 -59 -0.34 037 -0.06 59
1989 064 2.2 -0.63 —52 -0.67 048 -0.04 52
1990 036 2.5 -0.62 —~46 ~0.78 057 —062 4.6
Increase anticipated three years in advance
1985 004 003 038 -3.7 008 -000 -0.10 37
1986 038 022 081 -44 017 -001 -003 4.4
987 0.72 0463 1.5 -54 025 -005 004 54
1988 1.1 1.3 -0.64 -64 020 -007 -0.04 64
1989 089 20 -0.60 -54 —-0.00 -0.00 -0.00 8.4
1990 0.46 2.6 -045 -47 -0.32 011 003 47

Source: Duta provided by Paul R. Masson.
a-d. As defined in notes 1o table 7-1.

ceedings, and the MSG results are from a linearized
version of the nonlinear model used for the confer-
ence proceedings.) The results from the tinear MSG
model were provided by Warwick McKibbin.

Note that with both of these models there is a
large difference between the effects of anticipated
and unanticipated increases in the money supply.
The effect on output is smaller when the increase is
anticipated because the advance notice of the money
shock increases prices and wages before the shock
takes place. This is a common feature of all rational
expectations models and is what makes the policy
implications of these models so different from **non-
rational’’ expectations models. The difference also

holds for government spending simulations (not
shown here). For unanticipated changes in policy,
the differences between rational expectations models
and more traditional modetls are not so marked.

Conclusions

The aim of this paper has been to discuss the
treatment of expectations in policy-oriented empiri-
cal multicountry models. I have argued that the most
promising way to treat expectations, at least within
the context of structural models, is to try the rational
expectations approach. This view is based largely on
my own experience with a new multicountry econo-
metric model, and I feel that the discussion of the
solution and estimation of the model in this chapter,
although in a preliminary form, and the simulation
results are convincing evidence.

The rational expectations approach is not without
its own drawbacks, which include the implicit as-
sumption of common knowledge of the model and
the policies that are being followed by each country,
as well as the omission of a formal leamning mecha-
nism. But computational complexity is no longer a
serious drawback of the rational expectations ap-
proach. Except for computing futl-information, max-
imum-likelihood estimates, the computation time
required to accommodate rational expectations in a
large multicountry model, even when half of the
equations have future expectations terms, is not at
all prohibitive. Because existing large conventional
econometric models are rarely if ever estimated with
full-information methods anyway, this exception is
irrelevant for many users.
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Four of the twelve multicountry models examined
at this conference are rational expectations models.
Given that the methods (such as the extended-path
algorithm) for estimating and solving large rational
expectations models such as these have been fully
developed and tested only in the past two or three
years, a third of the total representation seems like a
large proportion for rational expectations models.
Although some of the rational expectations modeis
in the group are pure simulation models not intended
to serve as econometric models with estimated pa-
rameters and error variances, this large fraction
indicates that the rational expectations approach
might have more use in practical econometric policy
evaluation in the years ahead.

Appendix: A Multicountry,
Econometric Rational Expectations
Model

In this appendix 1 briefly describe the quarterly
econometric model used to illustrate many of the
points made in the main text of the chapter. Although
the number of equations in the modet is fairly large,
it is possible to list them in a compact way that aids
intuitive understanding of how the model works. By
scanning through the equations in table 7A-1, one
can assess such things as how structural the modei
is, how nonlinear it is, how important are expecta-
tions, how the model is solved using the extended-
path algorithm, and other issues discussed in the
text. The variables are defined in table 7A-2. Note
that an **L"’ before a symbol indicates the logarithm
of that variable,

The modelis based onquarterly datafrom national
income accounts. In addition to the United States,
quarterly models were estimated for Canada, France,
Italy, Germany, Japan, and the United Kingdom. If
there is no numerical suffix to a vaniable, the variable
refers to the United States; a number suffixed to a
variable refers to one of the other countries: Canada,
1; France, 2; Germany, 3: Italy, 4; Japan, 5; and the
United Kingdom, 6. The estimation period is from
the first quarter of 1971 through the last quarter of
1984, covering the period of floating exchange rates.
Note in interpreting table 7A-] that the units of the
variables differ greatly across countries because of
different currency units and different base years for
computing real magnitudes. In the reports of the
simulation resuits [ have translated to a common
base year and currency.

In this model aggregate demand determines out-
put in the short run because the aggregate wage and
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price level is in essence predetermined in each
quarter—only a fraction of the workers adjust their
wages cach quarter. Aggregate demand is buiit up
from disaggregated spending decisions—consump-
tion, investment. government, and net export. The
important price variables in these demand equations
are the real long-term interest rate RRL (rational
expectations of future inflation are a factor here) and
the relative price of domestic goods to foreign goods
(the exchange rate is a factor here).

Income and the real rate of interest are the two
factors assumed to affect consumption. The real
interest rate is defined as the nominal long-term rate
on bonds (RL) less the expected rate of inflation over
a period of four quarters. This type of equation was
estimated for consumer durables, and, with the cap-
ital term omitted, for services and nondurables for
the United States. For Canada, Japan, France, and
the United Kingdom a similar group of three equa-
tions was estimated. For Germany and Italy only
total aggregate consumption was estimated. Hence
a total of seventeen consumption equations appear
in the model. Hansen's estimator was used to esti-
mate the equations with the real rate of interest.
Strong negative effects from the real interest rate
were estimated for durables in the United States,
Canada, and Japan and for total consumption in
Germany. (For the United States, disposable income
appears in the consumption equation; currently the
income side of the model is not complete—instead,
a simpie auxiliary equation relating real GNP to real
disposabie income was used.)

The investment equations include cutput lagged
one and two periods (“‘accelerator’’ effects) and the
real rate of interest (long-term) as previously defined.
This general form of the equation was estimated for
equipment, nonresidential structures, residential
structures, and inventory investment in the United
States as well as in Canada, France, and the United
Kingdom. Total fixed investment equations were
estimated for Germany, Italy, and Japan. No inven-
tory equation was estimated for Italy because of data
limitations. With the exception of equipment invest-
ment in France, the real interest rate had a strong
negative effect on investment for every country and
every type of investment, including inventory in-
vestment. The accelerator terms relating to output
were also strong. The lagged output terms in general
had opposite signs of about the same magnitude.

In the current version of the model, government
spending is exogenous, so that the remaining com-
ponent of aggregate demand in the model is net
exports. The import and export equations include
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Table 7A-1. Equations of the Model*
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Egqua- Coef- Equa- Coef- Equa- €oef-
tion LHS Sicient RHS tion LHS ficient RHS tion LHS ficient RHS
Short- and long-term interest rates® and exchange rute parity
! RS -0.23 CNST 6 RSS 0.770 CNST 12 LES 1.000 LES(+1}
-0.7T0 LM -0.766  LMS 0.250 RSS
0.570  LMi(-1) 0.696 LMS(-1) -0.2% RS
0770 LP 0.766 LPS
-0.570 LA-1) -0.69% LPS-1) 13 LE6 1.000 LE6&(+1)
0.194 LY 0.004 LYS 0.250 RS56
-0.250 RS
2 RSI -0.757 CNST T RS6 -1.217  CNST
-0.309 M1 -0.568 LMé6 14 RL 0.100 RS
0.447 LMI(-D 0444 LMS-1) 0.900 RL(+1)
0509 LPI 0.568 LPe
-0.447 LPI{-1) -0.444  LPS-1) 15 RL1 0.100 /51
0207 LYl 0322 Lys 0.900 RLI{+ 1)
3 RS2 0.359 CNST 8 LEI 1000 LEI4+1) i6 RL2 0.100 RS2
-0.677 LM2 0.250 RSl 0.900 RLX +1)
0.182 LM2-1) -0.250 RS
0.6T77 LP2 17 RL3 0.100 RS3
-0.182 LPX-1) 9 LE? 1.000  LE2+1) 0.900 RLY+1)
03% LY 0250 RS2
—-0.250 RS 18 RL4 0.100 RS4
4 RS3 -2202 ONST 0.900 RL4A(+1)
-0.654 LM3 10 LE3 £.000 LEXM+1)
0.188 LM¥N-1) 0.250 RS3 19 RLS 0.100 RSS
0654 LM -0.250 RS 0.900 RLS(+ 1}
-0.188 LPX-1)
0666 L1 Il LE4 1.000  LEA(+1) 20 RLe 0.100 RS6
025 RS54 0.900 RL&+1)
5 RS4 -2.518 CNST -02%0 RS
-0.569 LM+
0.399 LM4-1)
0.569 LP4
~0.399 LP4(-1)
0394 LY4
Consumption demand equations*
it CD -145.173 CNST 27 Ch? -4.866 CNST 33 CNS 4,54%.568 CNST
0486 YD 0.826 CDU-1} 0.818 CNS(—~1)
~0.338  KNCD(-1) 0015 12 0.021 ¥s
-72656 RRLC
28 CN2 25512 CNST 34 (C55 355.022 CNST
22 CN 0282 CNST 0.620 CNA-1) 0.733 CS5(—-1)
1.004  CN(-1) 0102 12 0.068 Ys
0.000 YD
29 Cs2 —-6.666 CNST 35 Che —-1.479 CNST
23 C§ 1.937 CNST 0927 CS5A-D 0.783 CDo(-1)
0995 CS(-1 0025 Y2 0.019 Y6
0.003 ¥D
0 3 3378 CNST 36 CNé& 8.140 CNST
4 CD1 -2.524 CNST 0.751 CY-1) 0.683 CNS(— 1)
0508 CDU-D 0.143 13 0.064 s
0074 Y1 -84.390 RRLC3
-3.573 RRLCI 37 CS6 -0.534 CNST
31 C4 858.480 CNST 0.971 CD6( - 1)
25 CNI 1.801 CNST 0919 CH-1) 0.009 Y6
0928 CNI(~1) 0.043 Y4
0.006 T
—-0.641 RRLCI 32 CDS -1,20974) ONST
0.507 CDS(-D)
2% CS1 0469 CNST 0.024 Y5
0960 CSIt-1) ~2.359.463 RRLCS
0.007 Y1
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Table TA-1 (continued)
Equa- Coef- Equa- Coef- Equa- Coef-
tion LHS ficiemt RHS tion LHS ficient RHS tion LHS ficient RHS
U.5. invesiment demand
38 INE —41.742 CNST LI/ -13.486 CNST 44 IR\ 1341  CNST
0.578 INE(-1) 0.267 n-n 1019 IR -1N)
0.120 H-1) -0.25] n-2) -0.414 [RIK-2}
-0.057 n-2) -213.851 RRL 0.074 i-n
-45648 RRL -0.066 Yi(-2)
42 INEI ~1.187 CNST -3.615 RRLI
39 INS ~3.54] CNST 0.817 INEN-D)
0953 INS(-1) 0.054 YK~ 45 In -1.774 CNST
0038 W-1) -0.027 YH-2) 0.484  [)(-1)
-00 H-2) -4.54)  RRLI 0445  YU-1)
-7471 RRL -0.430 Yl(-2)
43 INSt -1.183  CNST -11.749 RRL1
40 IR 43.159 CNST 0982 INSH-1)
v 0.289 NH-~1) 0.042 ¥Yi(—~1)
-0.282 R-2 -5762 RRLI
-163.47% RRL
Non-U.S. investment demand
46 INEY -6.962 CNST 1 In -66.486 CNST 56 INES -2.2N CNST
0762 INEXN-1) 0091 1I-1 0.354 INEG—- 1)
0128 Y2-1) -1.132.849 RRL} ‘0062 Y&-1)
-0.098 Y2~ -6.865 RRL6
52 IF4 835.585 CNST
47 INS2 15.827 CNST 0859 IFH{-1) 57 INS6 8.599 CNST
0.762 INS2-1) 0014 YA ~-1) 0.425 INSG(-1)
-9.552 RRL2 -1,575.515  RRL+4 0023 Y&~
-0.023 ¥Y&(-2)
48 IR2 9940 CNST 53 INS  -3.401.79% CNST -12.709 RRL&
0845 [RX-1) 0.800 INS-1)
0.013 Ya-1 0.034 YS{-1 58 IR6 2322  CNST
-0.013 ra-2 0.023 YS(-2) 0.738  IR&-1)
-26.967 RRL2 ~13.900.496 RRLS 0.015 Yel -1}
—-0.015 Ye(—2)
49 In 1.213  CNST 54 IRS 2,192,522 CNST -4.181 RRL6
0.690 HA-D1 0.776 IRS(-1)
0.38 YX -1} 0.153 S(=-1 59 II6 0.102 CNST
-0.386 Y2-2 -0.153  ¥§-2 0.530 He(-1)
-5063 RRL2 ~305.174 RRL3S 0.206 YS(-1)
-0.206 Y6(-2)
50 IF3 7.365 CNST 55 NS 281.755 CNSF¥ —-10.242 RRLS
0752 IF3(-1) 0300 I%-D1
0058 TYX-1D) 0.006 ¥s-1)
-329.282 RRL3 -9.352.189 RRLS
Export and import demand equations
&0 LEX -2783 CNST 63 LEX3 -2.19% CNST 66 LEX6 ~3.434 CNST
0.688 LEX(-1) 0465 LEXM-1) 0292 LEX&-1)
~0.1839 LPEX -0.59 LPEX3 -0.260 LPEX6
0.189 LPIM 0.599 LPIM) 0.260 LPIMG
0.553 LYw 0693 L¥W3 0802 Lywe
61 LEXI ~4.006 CNST 64 LEXS -2.07% CNST 67 LIM ~7.232 CNST
0.535 LEXXk-1) 0.626 LEX4 -1} 0.432 LIM(-1)
-0.36% LPEX] -0.058 LPEX4 0.381 LPEX
0.38% LPIM) 0.058 LPIM4 -0.381 LPIM
0.731 LYwl 0.764 LYW4 1370 LY
62 LEX2 ~549% CNST 65 LEXS -0.501 CNST 68 LiMl -1.3%0 CNST
0.449 LEX2-1) 0837 LEXX-1) 0.525 LUIMI-D)
-0.382 LPEX2 ~0.154 LPEXS 0.133 LPEX!
0.382 LPIM2 0.154 LPIMS -0.133  LPIM]
1.109 LYW2 0.323 LYWS 0.625 LN
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Table TA-1 (continsed)

Equa- Coef- Equa- Coef- Equa- Coef-
tion LHS ficient RHS tion LHS Sficient RHS tion LHS Sficient RHS
6 LiM2 -31.765 CNST 71 LiM4 -13.35% CONST 73 LIM6 -1.815 CNST
065 LiMX-D 0161 LIM4-1) 0.630 LIM6(-1)
0.225 LPFEX2 0.564 LPEX4 0016 LPEXS
~-0.225 LPIM? —0.564 LPIM4 -0.016 LPIM6
0.811 LR 1912 LYs 0.610 LY6
70 LIMD -3.637 CNST T2 LIMS —~3.586 CNST
0.359 LIM¥-D 0.889 LIMS(-1)
0420 LPEX3 0.159 LPEXS
-0.223 LPIM3 -0.1%9  LPIMS
1.033 LD 0M8 LYS

Income identities

4 Y 1 =CD ™ 1 1 =} 79 ¥ 1 =CDS
1 +CN 1 +IF3 1 +CNS
1 +CS§ 1 +I3 I +CS5
1 +INE 1 +G3 1 +IRS
1 +INS 1 +EX3 1 +INS
I +IR -1 -IM3 1 +II5
I+l 1 +G5
I +G 78 Y4 | =C& 1 +EXS
i +EX 1 +1F4 -1 —IM5
| ~IM 1 +14
] + G4 3 Y6 1 =06
75 1 1 =CD1 1 +EX4 1 +CN6
1 +CN2 -1 -IMs 1 +C56
1 +CSt t +INE6
1  +INE1 I +INS6
1 +INSI 1 +IR6S
1 +IR1 1 + 116
] + 1 1 -G6
] +0Gt 1 +EX6
1 +EX1 -1 —-IM6
-1 —-iMl
76 Y2 1 =CD2
1 +CN2
1 +C82
1 +INE2
1 +INS2
1 +IR}
1 +In
1 +G2
1 +EX2
-1  -iM2
Contract wage equations$
81 LX 0.125 LW 82 LX) 0.125 Lwl 8) LX2 0.125 LW2
0.125 LW(+1) G125 LWH+D 0.125 LW2(+1)
0.125 LW(+2) 0425 LWl(+2) 0.125 LW2(+2)
0125 LW(+3) 0.125 LW+ 0.125 LW2(+3)
0.125 LP 0.125 LP1 0125 LP2
0125 LA+ 0125 LPK+D) 0.125 LPX+D)
0.125 LP+2) 0125 LPH+D) 0128 LPU+2)
0025 LP+D 0.125 LPI(+}) 0.125 LPA+D)
0250 YGAP 0.25¢  YGAPI 0.25¢ YGAP?
0.250 YGAP(+1) 0.250 YGAPI{+1) 025 YGAFPX+1)
0.250 YGAP(+D) 0.250 YGAPU+D] 0250 FYGAPX+2)

0.250 YGAP(+3) 0.250 YGAFPI(+Y) 0.250 YGAP2(+3)
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Table 7A-1 (continsed)
Equa- Coef- Equa- Coef- Equa- Coef-
tion LHS Sicient RHS tion LHS ficient RHS tion LHS ficient RHS
84 1LX3 0125 Lw3 86 LX§ 0.125 LwWS 87 LXs 0.12% LWe
0.125 LWxX+1) 0.12% LWS(+1) 0.125 LWws(+1)
0.128 LWx+2) 0.128 LWS{+2) 0.125 LWwWa(+2)
0,123 LWi+3) 0.125 LWS +3) 0125 LWe(+3
0,125 LM 0.125 LPS 0.125 LPS
0.125 LPY+D 0.125 LPS(+ 1} 0425 LPS(+D)
0.125 [PU+D) 0.125 LPS(+2D) 0125 LPS(+2)
0125 LPU+D) 0.12% LPS+3) 0425 LPS(+3)
0250 YGAPM 0.2%0 YGAPS 0.250 YGAPS
0250 YGAPM+D) 0.250 YGAPY +1) 0250 YGAPS+1)
0.250 YGAPH +D) 0.250 YGAPS(+2)} 0250  YGAPS(+12)
0.250 YGAPH+Y) 0.250 YGAPS(+3) 0250 YGAPS(+))
8% LX4 0,125 Lws
0,128 Lwa+D
0.125 Lwa+d
0.125 LW4+¥
0.125 LP4
0.125 LP&+1)
0.125 LPH+2)
0125 LPU+3)
0.250 YGAPa
0.250 YGAPA(+1)
0.250 YGAPA+D)
0250 YGAPM+Y)
Average wage and domestic price equations
9 LW 0250 LX 97 LP 0.012 CNST 103 LP6 0.038 CNST
0280 LX(-I) 0.883 LA-1 07927 LP&-1)
0.230  LX(-2) 0.092 LW 0.168 LWs
0.2%0 LX(-3 0.024 LPIM 0.039 LPIME
-0.0003 T -0.0007 T ¢
91 Lwt 0.250 LXx1
0.250 LXI(-)) 9% LPI 0.022 CNST 104 LPIM 0346 CNST
0.250 LXI(-2) 0.87% LPI(-1) 0.854 LPIM(~ 1)
0.250 LXH-3) 0.036 Lwi 0.145 LFP
0.088 LPIM!
972 Lw2 0.250 LXx2 -0.0004 T 105 LPiMI1 0.219 CNST
0.25 LXX-1) 0.881 LPIMI(-1)
0250 LXX-2) 9 LP? 0.012 CNST 0.118 LFPI
0.250 LXU-2) 0.354 LPU-1)
0.112 LW2 106 LPIM2 0.025 CNST
91 LW3 0250 LX3 0.033 LPIM2 0.941 LPIM2( - 1)
0250 LX¥-1) -00012 T 0.058 LFP2
0250 LX¥-2)
0250 LXXY-% 100 LP 0.026 CNST 107  LPIM3 0.012 CNST
0.883 LPU-1) 0.940 LPIMY - 1)
94 Lw4 0.250 LXx4 0.09% Lw2 0060 LFP3
0.250 LX4(-1) 0.025 LPIM2
0250 LX&~2) -0.0006 T 108 LPIM4 0397 CNST
0.250 Lx&-3) 0.503 LPIM& - 1)
01 LpPs 0.015 CNST 0.09% LFPs
95 LWS 0.250 LXS 0.873 LP4-1)
0.2% LXN-1} 0.073 LW4 109  LPIMS ~-0.468 CNST
0.250 LXS-2 0.053 LPIM4 0908 LPIMS -1}
0.250 LXS%-3 -0,0007 T 0.091 LFPS
9% LW 025 LXeé 102 LPS 0.045 CNST 110 LPIME 0.320 CNST
0.250 LX&(-1) 0.914 LPsc-1) 0.816 LPIM&(-1)
0.230 LX&-2} 0.069 Lws 0.183 LFPS
0.250 LXS(-3) 0.015 LPIMS
-0001}) T il LPEX 0.081 CNST
1.103 LP
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Table TA-1 (continued)

Equa- Coef- Equa- Coef- Equa- Coef-

tion LHS Sicient RHS rion LHS ficiens RHS tion LHS ficiens RHS

112 LPEXI 0.052 CNST 114 LPEX] -0.020 CNST li6 LPEXS -0.091 CNST
1.074 LPI 1.044 Lr 0.563 Lps

113 LPEX2 -0.034 CNST i15 LPEX4 0.026 CNST 1i7 LPEX6 0.023 CNST
1.952 LPr? 0.978 LP4 0.983 LPs

Solm National income accounts and suthor's calculations.

*“LHS" denotes lefl-lnnd-ude variables, -nd ltl-ls denoles right-hand-side vanables: for the latter. the number of lags ( - ) or leads (+) is indicated

m... by An L™ g & variable |

suffined to a variable indicares ihe country—other than the [Inited Siates (which

takes muﬂx)—ml’mdm(l Canndn 2, France: ). Gcrmany 4, luly 5. Japan: 6. Umted Kingdom), CNST denotes a constant. Definitions of the variables

appear in table 7A-2.

b. Real iong-termo interest rate definitions:
RRL =RL -LA+4) +LP

RRL] = RL]1 - LPI(+4) + LPI
RRLY = RLY - LPA+4) + LP2
RRL) = RLY - LPM +#&) + LP3
RRLA = RLA - LP4+4) + LP4
RRLS = RLS - LPS(+4) + LPS
RRLG = RLE - LPG(+4) + L.PS
RRLC = SCALE*RRL

RRLCI = SCALEI*RAL]

RRLC3 = SCALEY*RRL}

RRLCS = SCALES*RRLS

SCALE = Expooential trend.

¢. U.S. durable stock and disposable income equation: KNCD = KNCD (= 1) + {CDid} — DCDX - 1) every fourth quarier. DCD = KNCD*0.0515. with

DCD = DCDI{ -1} for other quarters; YD = —60 + 0.741*Y.
d. Definitions of YGAP:
YGAP® =LY — 7.034 + 0.00657*T
FGAPY = LY - 4.595 + 0.0060°T
YGAPI = LY2 — 6747 + 0.0065*T
YGAP) = LY} - 6.906 + 0.0052*T
YGAP4 = LY4 - 11.08 + 0.0059°T
YGAPS = LYS — 11.72 + 0.0508*T
YGAPG = LY6 - 5301 + 0.0036°T.

the price of imports and the price of exports. Do-
mestic output is included in the import equations for
each country, and a trade-weighted average of for-
eignoutputsis inciuded inthe export equation. These
two equations were estimated in logarithmic form
for each country, with the coefficients of import price
and export price constrained to be equal but with
opposite signs. For each equation, an increase in the
relative price of exports to imports increases import
demand and lowers export demand. These equations
are dynamic in that lagged dependent variables are
included in the estimated equations.

Wages in the mode! are determined according to
the staggered contractapproach used in Taylor {1979¢).
That is, wages are assumed to be bid up relative to
expected future wages and prices if aggregate de-
mand (as measured by actual output) is above poten-
tial output. Potential output is assumed to grow at a
constant rate. In this version of the model there is no
effecton potential output fromincreasesinthe capital
stock. In addition, all countries are assumed to have
afour-quarter wage setting with no synchronization.
This simplifying assumption will be relaxed in future
work. The parameters of the wage equation are not
estimated separately for each country but are simply

taken as representative values from previous re-
search. Prices are set according to a markup over
wages and import prices, with an allowance for trend
increases in productivity. The equations are esti-
mated for all seven countries, with allowance for
slow adjustment so that margins fall in the short run
after an increase in wages or import prices. Eventu-
ally the full wage and import price increase is passed
through. The coefficient on wages is about 3.5 times
as large as the coefficient on import prices for the
United States. With the exception of Canada, the
coefficient on wages is larger than the coefficient on
impor prices.

For each of the seven countries import prices are
assumed to relate directly to an average of prices in
the rest of the world. converted into domestic cur-
rency units by using the exchange rate between each
country. The effect of exchange rates on domestic
prices occurs through this channel in that domestic
prices are affected by import prices as described
above. Export prices are assumed to move with a
geometric lag in response to domestic prices.

Long- and shori-term interest rate and exchange
rate equations for the different countries are shown
in the first part of table TA-1. Standard partial-



Table 7A-2. Definitions of Variables
Variable Definition

Financial variables
RS Short-terme interest rate
RL Long-term interest rate -
RRL Real long-term interest rate
RRLC  Exponential trend times real long-term interest rate
E) Exchange rate {dollars per unit of foreign exchange);

i=1,2,...6
M Mooey supply (M1 definition)

Real GNP and its spending components
| 4 Real GNP (or GDP)
C Total coasumption

cD Consumption of durable goods

INS Investment in nonresidential structures
INE Investment in nonresidential equipment

IR Residential investment
i Inventory investment
IF Fixed investment

EX Exports in national income accounts
M Imports in national income accounts

G Government purchases of goods and services
Wages and prices

X Unobservable “‘contract’ wage

w Average wage

I 4 GNP (or GDP) deflator

PIM Import price deflator

PEX Export price deflator

Proportional gap between real GNP and potential GNP

PW Trade-weighted average foreign price

EW Trade-weighted average exchange rate

FpP Trade-weighted foreign price level in domestic
cutrency units

Yw Trade-weighted average of foreign outputs

T Time term

a. Billions of jocal currency units; base year vanes,

adjustment, money demand equations were esti-
mated for each country and inverted to give an
equation for the short-term interest rate RS. The
money supply is exogenous in the current version of
the model. The short-term interest rates are then
used to determine long-term rates through forward-
looking term-structure equations as shown in table
7TA-1. These equations have not yet been estimated.
The coefficient of future short-term rates is assumed
to decline geometrically at the same rate in all coun-
tries. Finally, the exchange rate E is related to the
differentiai between interest rates in each country.

In table 7A-1 the equations are listed in the order
in which they are solved in the Gauss-Siedel itera-
tions. The interest rates and exchange rates are
determined first, followed by the components of
aggregate demand—-consumption, investment. and
net exports. Next, the equations for wages and prices
in each country are solved. The world weighted
averages of prices and output (not shown here) are
solved last.

JOHN B. TAYLOR {79
Comment by Bennett T. McCallum

John Taylor's paper is, as anyone who knows him
would anticipate, well thought out and cleariy pre-
sented. The model that it develops is a relatively
small one that is unusuaily clean and comprehensible
in its specification. In terms of its properties, the
simulation results reported by Bert Hickman (see
chapter 5) evidently include no cases in which the
responses seem implausible or are outliers relative
to those of the other models. This encouraging per-
formance is a consequence not only of Taylor's skill
but afso of his basic approach—that is, to use a
relatively small model that is firmly grounded in
sound theoretical ideas. As it happens, [ have in the
past argued that the precise way in which money
wages are set, in the most idiosyncratic and crucial
equation of Taylor’s model (see the appendix to his
paper), has some undesirable theoretical properties
{McCallum 1982). In comparison withits counterpart
in other working macroeconometric models, how-
ever, even this feature looks rather good.

The main purpose of Taylor's paper is to focus on
the role of expectations and especially the use of the
rational expectations hypothesis in macroecono-
metric modeling. In this regard, his work clearly
demonstrates that it is feasible to incorporate rational
expectations in 2 moderately large model. I have no
major disagreements with his discussion, but my
emphasis wouid be different in several ways. These
will be discussed in what follows.

First, it is quite useful in discussing rational
expectations econometrics to keep in mind the dis-
tinction between the two activities of estimation and
simulation. Usually researchers will adopt rational
expectations either in both of these activities or in
neither. But it is logically possible for someone to
estimate a model using some other expectational
hypothesis and then to simulate it using rational
expectations. (In fact, it is even possible to go the
other way, though such an approach does not seem
sensible.) This assertion might appear to contradict
the argument that it is not possible to ‘‘patch up”
econemetric models by putting in rational expecta-
tions after the fact. But what adherents of that
argument actually have in mind is not, [ believe, a
denial of my proposition as a matter of logic, but
rather a judgment that in practice most models that
have been estimated without rational expectations
have had specifications in which distributed-lag ex-

I am indebted to Dale Henderson for useful comments and to
the National Science Foundation for financial support.
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pectational proxies are not clearly distinguished from
distributed lags that enter for other reasons (for
exampie, adjustment costs). That distinction is, of
course, crucial. Unless it is observed, the econo-
metrician will muddle together structural parameters
and the coefficients of agents’ forecasting formulas—
with consequences that can be highly undesirable.
Explicitness with regard to expectational variables
is necessary for useful simulations of models that
assume rational expectations.

My reason for emphasizing the distinction be-
tween estimation and simulation is that the basic
* rationale for using rational expectations is different
in these two activities. Specifically, at the estimation
stage one wants to use the rational expectations
assumptionifagents haveinfact formed expectations
during the sample period in a manner that approxi-
mates the substantive condition implied by this as-
sumption—namely, that expectational errors are un-
correjated with variables known to agents at the time
they formed their expectations. When conducting
simulations, by contrast, one wants to use the ra-
tionai expectations assumption if the policy experi-
ment that the simulation depicts is one that would be
likely to bring about a significant change in the time-
series properties of the model’s variables (a change,
that is, relative to the sample period). The point, of
course, is that such changes will tend to induce
purposeful agents to change their expectational rules
of thumb—that is, the coefficientsin their forecasting
formulas. Because of this basic difference in ratio-
nale, it seems entirely possible that a careful re-
searcher might want to use rational expectations in
policy simulations even if he believes that rational
expectations would provide a bad description of
actual expectational behavior during the utilized
sample period.

Second, I find Taylor’s discussion of four main
types of simulation exercises to be quite useful. It
was the second of these, termed ‘‘comparison of
policy rules,” that Lucas (1976} had in mind in his
famous “‘critique™ and that was implicit in my fore-
going comments. [ am pleased that Taylor has not
adopted the currently fashionable stance of deni-
grating that type of analysis on the grounds that, in
actuality, one rarely sees clean-cut and long-lasting
changesin policy rules—that is, regime changes. The
claim about actuality in this critique of Lucas's
critique is correct, of course, but it simply does not
follow that this type of analysis is therefore unim-
portant. Developing knowledge of how an econo-
my’s operating characteristics would differ, on av-
erage, under different policy rutes or institutional

settings is what economics is primarily about and has
been since the time of Ricardo. Lucas (1980) has
argued to this effect on the basis of comparative
advantage: this type of analysis is what professional
economists can do better than others. Taylor's ex-
ampie of alternative exchange rate regimes makes
the point nicely.

Third, Hickman (see chapter 5) and others have
mentioned that simulations involving a one-time
change in a policy instrument—the first of the four
types of simulation listed by Taylor—should be
regarded as useful mainiy in describing the internal
properties of the model at hand, as Taylor himself
cautions. That is, the responses should not be con-
strued as indicating reactions to policy, when the
policy changes are unanticipated, because a policy-
maker cannot generate surprises at will. [ quite agree
with this view but would suggest (as Taylor seems
to} that it also applies to the one-time changes that
Taylor describes as “‘anticipated.’’ At the time that
future changes are announced, they come as totally
unanticipated surprises (according to the simulation
procedure). But anyone sympathetic to the basic
idea of rational expectations should doubt the pos-
sibility that policymakers can systematically gener-
ate surprises cven at the announcement stage.

My fourth point concerns *‘counterfactual histor-
ical analysis,"" the third type of simulation on Tay-
lor’s list. Although such exercises have considerable
psychological appeal, from alogical perspective they
would seem to amount to a limited type of policy-
rule comparison. This item, in other words, seems
to be a subset of Taylor's second type.

Finally, I should add a few words regarding esti-
mation. As Taylor says, he estimated his model one
equation at a time by means of an instrumental-
variable procedure. His reason for doing so was that
a full-information, maximum-likelihood procedure,
which he would have preferred, remains computa-
tionally infeasible. Now this is certainly a defensible
point of view, but it can be argued that the instru-
mental-variable approach has other advantages be-
sides computational simplicity. One is the generic
advantage of using ‘‘limited-information’ esti-
mators, namely, that they tend to ‘‘quarantine the
cffects of specification error’* (Fisher 1970, 8). A
second, more germane to the present discussion,
supposes that a researcher wants to weaken the
rational expectations assumption as applied to the
sample period. In this case the researcher can assume
that expectational errors are orthogonal to only a
subset of the model's variables, with the subset
possibly different for expectations of different vari-

——



ables, and then readily proceed with the instrumen-
tal-variable method. Thus the single-equation, in-
strumental-variable approach facilitates the use of
assumptions positing various forms of “‘partial ra-
tionality."’

There is, however, a desirable feature not pos-
sessed by instrumental-variable estimators that needs
to be mentioned. What | have in mind is the notion
that instrumental-variable estimation of rational ex-
pectations models does not require the absence of
regime changes during the sample period. The idea
isthat, as long as expectational errors are orthogonal
to the instruments, instrumental-variable estimators
should be consistent even if there is a regime change
that is not recognized. But the usual proof of con-
sistency and the derivationof large-sample inference
formulas both involve matrices of moments such as
T-'2'u and T-'Z'x, where X, Z, and u refer to
variables, instruments, and composite disturbances
(inclusive of expectational errors), respectively, with
T the sample size. Moreover, if a change in policy
regime occurs, it would be remarkable if there were
no change in the population counterparts of these
moments. Consequently, uniess that change is some-
how accounted for, the sample moments will not be
related to fixed population counterparts in the man-
ner presumed by the standard analysis. Thus the
instrumental-variable procedure will break down,
certainly with respect to computed standard errors.
The instrumental-variable procedure is not worse in
this regard than the full-information, maximum-like-
lihood technique, but both apparently require cither
one regime throughout the sample or a model speci-
fication that takes explicit account of any regime
change that takes place.

The foregoing summarizes my principal thoughts
regarding Taylor’s paper and the use of rational
expectations in large multicountry econometric
models. I should add one last point in closing: a
recommendation that Taylor’s paper be carefully
read and studied.
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