HRP 261 SAS LAB EIGHT, March 9, 2012

Lab Eight: implementing the bootstrap and 10-fold CV in SAS

Lab Objectives

After today’s lab you should be able to:

1. Write a MACRO to obtain bootstrap standard errors. 

2. Write code to perform 10-fold cross-validation.

 LAB EXERCISE STEPS:

Follow along with the computer in front…

1. Download the LAB 6 DATA chd as well as LAB 8 SAS dataset kyphosis from the class website (they are already in SAS format!).

www.stanford.edu/~kcobb/courses/hrp261 (right click(save to desktop

2. Use  point-and-click features to create a permanent library that points to the desktop (where the datasets are sitting):

a. New Library.

b. Browse to find your desktop.

c. Name the library lab8.

d. Hit OK to exit and save.

3. Use your server list to find the lab8 library and verify that you have two SAS datasets in there: chd and kyphosis.

4. Use the point-and-click features to check the variables in the dataset chd:
a. Describe(distribution sbp.
b. Repeat for the other variables.

c. What things do you notice?

d. What’s your sample size? How many men have chd?

e. What variables are correlated with chd?

5. Repeat for the dataset kyphosis.
6. Turning our attention to the kyphosis data, run a logistic regression with all three predictors:

proc logistic data=lab8.kyphosis;

model kyphosis (event="1") =  age number start /risklimits;

run;

  


Analysis of Maximum Likelihood Estimates

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1     -1.2136      1.2342        0.9669        0.3254

              Age           1     0.00598     0.00552        1.1737        0.2786

              Number        1      0.2982      0.1779        2.8096        0.0937

              Start         1     -0.1982      0.0657        9.0929        0.0026

                                      Odds Ratio Estimates

                                        Point          95% Wald

                           Effect    Estimate      Confidence Limits

                           Age          1.006       0.995       1.017

                           Number       1.347       0.951       1.909

                           Start        0.820       0.721       0.933

How good are our asymptotic estimates of standard error?

BOOTSTRAP

7.  The first step of the bootstrap is sampling with replacement. Fortunately, SAS has a PROC that will do this for you, PROC SURVEYSELECT. 

**You can thank Ray Balise for suggesting this procedure, rather than the more tricky code I originally had in mind!





proc surveyselect  data=lab8.kyphosis method=urs n=83 rep=100 out=boot;

run;


8. Use interactive data analysis to open up the dataset work.boot. Notice the two new variables:

Replicate: Identifies each sample; here 100 samples have been drawn. 

NumberHits: How many times the observation was drawn in a particular sample.

***You must include this count variable (NumberHits) in all subsequent procedures!!

9. Now, take your 100 samples and run logistic regression on each sample. Output the resulting parameter estimates into a new dataset called ‘estimates.’

proc logistic data=boot outtest=estimates;

model kyphosis (event="1")= age number start;

freq numberhits;

by replicate;

run;

10. Use interactive data analysis to open up the dataset work.estimates. It should contain 100 observations, corresponding to 100 logistic regression models (each with 4 parameter estimates) run on the 100 samples.
In the interactive data analysis screen, find the variables that contains the estimates for intercept, age, start, and number. View each of their distributions: 

select variable(Analyze(Distribution(Y)

11. Calculate the standard deviation of the parameter estimates (=standard error) using PROC MEANS:

proc means data=estimates n mean std ;

var intercept age number start;

title 'bootstrap results';

run;

                                      The MEANS Procedure

           Variable     Label                      N            Mean         Std Dev
           ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

           Intercept    Intercept: Kyphosis=0    100      -1.3046222       1.9286661
           Age          Age                      100       0.0078354       0.0060302
           Number       Number                   100       0.3266103       0.2987372
           Start        Start                    100      -0.2268540       0.1044245
       ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ


COMPARE TO ASYMPTOTIC STANDARD ERRORS: 

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1     -1.2136      1.2342        0.9669        0.3254

              Age           1     0.00598     0.00552        1.1737        0.2786

              Number        1      0.2982      0.1779        2.8096        0.0937

              Start         1     -0.1982      0.0657        9.0929        0.0026

What is the bootstrap 95% confidence interval for age?

Use the interactive data analysis features:
a. From the menu select: Solutions(Analysis(Interactive Data Analysis
b. Double click to open: library “work”, dataset “estimates”

c. Highlight “age” variable from the menu select: Analyze(Distribution(Y)
d. Select Tables(Frequency Counts
Find the upper and lower confidence limits (values where area to the left is 2.5% and area to the right is 2.5%).

e. 12. Turn this code into a bootstrap MACRO by making the following changes to your code (changes are underlined):

%macro bootstrap (Nsamples);

proc surveyselect  data=lab8.kyphosis method=urs n=83 rep=&nsamples. out=boot;

run;

proc logistic data=boot outtest=estimates;

model kyphosis (event="1")= age number start;

freq numberhits;

by replicate;

run;

proc means data=estimates n mean std ;

var intercept age number start;

title 'bootstrap results';

run;

%mend;

13.  Then call the macro for 500 samples (will take a moment for SAS to finish this!):

%bootstrap(500);

14. Next try the bootstrap on the CHD data:

First, run a logistic regression on the CHD data (imagine this is our final model, that we have already selected):

proc logistic data = lab8.chd ; 

model chd (event = "1") = typea tobacco ldl famhist age;

run;
                           Analysis of Maximum Likelihood Estimates

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1     -6.4464      0.9209       49.0051        <.0001

              typea         1      0.0371      0.0122        9.3058        0.0023

              tobacco       1      0.0804      0.0259        9.6456        0.0019

              ldl           1      0.1620      0.0550        8.6846        0.0032

              famhist       1      0.9082      0.2258       16.1827        <.0001

              age           1      0.0505      0.0102       24.4446        <.0001
Then, cut and paste the bootstrap MACRO, and make the following changes: Changes are underlined.

%macro bootstrap (Nsamples);
proc surveyselect  data=lab8.chd method=urs n=462 rep=&nsamples. out=boot;

run;

proc logistic data=boot outtest=estimates;

model chd (event="1")= typea tobacco ldl famhist age;

freq numberhits;

by replicate;

run;

proc means data=estimates n mean std ;

var intercept typea tobacco ldl famhist age;

title 'bootstrap results';

run;

%mend;

%bootstrap(500);

           The MEANS Procedure

              Variable     Label                 N            Mean         Std Dev

              ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

              Intercept    Intercept: chd=0    500      -6.5231064       0.9074011
              typea        typea               500       0.0375118       0.0123670
              tobacco      tobacco             500       0.0814139       0.0249618
              ldl          ldl                 500       0.1663655       0.0580372
              famhist      famhist             500       0.9172438       0.2304532

              age          age                 500       0.0509151       0.0097072

              ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

10-Fold Cross Validation 

15. Returning to our kyphosis data, let’s fit a deliberately “overfit” a model; stuff all possible predictors in the model:

proc logistic data=lab8.kyphosis;

model kyphosis (event="1") =  age number start age*age

age*start age*number number*start number*number start*start

age*number*start/risklimits;

run;
      The LOGISTIC Procedure

                            Analysis of Maximum Likelihood Estimates

                                                 Standard          Wald

           Parameter           DF    Estimate       Error    Chi-Square    Pr > ChiSq

           Intercept            1    -36.3090     14.7737        6.0402        0.0140

           Age                  1      0.3458      0.1434        5.8116        0.0159

           Number               1      6.2013      2.7381        5.1293        0.0235

           Start                1      2.2513      1.3741        2.6844        0.1013

           Age*Age              1    -0.00078    0.000437        3.2109        0.0732

           Age*Start            1     -0.0118      0.0106        1.2390        0.2657

           Age*Number           1     -0.0341      0.0178        3.6764        0.0552

           Number*Start         1     -0.3279      0.2401        1.8657        0.1720

           Number*Number        1     -0.1180      0.1158        1.0373        0.3085

           Start*Start          1     -0.0500      0.0254        3.8798        0.0489

           Age*Number*Start     1     0.00217     0.00199        1.1819        0.2770

         Association of Predicted Probabilities and Observed Responses

                       Percent Concordant     95.1    Somers' D    0.903

                       Percent Discordant      4.8    Gamma        0.904

                       Percent Tied            0.1    Tau-a        0.311

                       Pairs                  1170    c            0.952


We could draw the ROC curve and calculate the area under the curve (see lab 2). 

For simplicity, let’s just calculate a single specificity and sensitivity value, using a predicted probability of 0.50 as the cut-off: 

proc format;

value yn
0="0 No"
1="  1 Yes";

run;
proc logistic data = lab8.kyphosis ; 

model kyphosis (event="1") =  age number start age*age

age*start age*number number*start number*number start*start

age*number*start;

output out=out p=p_1;

run;

data validation;


set out;


if P_1 > .50 then guessYes = 1;


else guessYes = 0;

run;

proc freq data = validation order = formatted;


format kyphosis guessyes yn.;


tables kyphosis * guessYes / nocol nopercent;

run;
                                 Table of Kyphosis by guessYes

                              Kyphosis(Kyphosis)

                                        guessYes

                              Frequency‚

                              Row Pct  ‚  1 Yes ‚0 No    ‚  Total

                              ƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                                1 Yes  ‚     13 ‚      5 ‚     18

                                       ‚  72.22 ‚  27.78 ‚

                              ƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                              0 No     ‚      4 ‚     61 ‚     65

                                       ‚   6.15 ‚  93.85 ‚

                              ƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                              Total          17       66       83

Using a cut-off of a predicted probability of .50, how well does our model discriminate?

Sensitivity: 13/18 = .72

Specificity: 61/65 = .94

But, this may be an overestimate of how well the model would discriminate if applied to a new sample! 

To get around this problem, investigators will sometimes put aside a fraction of their data as a “test dataset,” and fit the model only with their remaining data (the “training dataset”). But you need a lot of data for this (and who has data to spare?)

An alternative strategy is k-fold cross validation (here we will do 10-fold cross validation).

Here’s the idea:

* Randomly divide your data into tenths. 

* Hold aside the first tenth of the data as a test dataset; fit a logistic model using the remaining 9/10 (the training dataset). 

* Calculate the predicted probability of kyphosis for each test observation based on this model.

*Repeat this 9 more times (so that each tenth of the dataset becomes the test dataset exactly once). 

*Now, you have a predicted probability for each observation from a model that was not based on that observation.

SAS CODE IS COURTESY OF RAY BALISE! 
/*STEP 1: Randomly partition the dataset into 10 parts**/
/*First, assign a random number to each observation*/
data kyphosis;


set lab8.kyphosis;


theRandom = ranuni(86);

run;

/*Then, divide the dataset into 10 groups based on the random number*/
proc rank data=kyphosis out = kRanked groups = 10;


var theRandom;

run;


/*STEP 2: Repeat the following 10 times: 

i. Fit a logistic regression model on 9/10 of your data (the training dataset) and hold aside the other 1/10 as the test dataset. 

ii. Use the fitted model to calculate the predicted probability of kyphosis=1 for each observation in the test dataset. 
iii. Store these predicted probabilities in a new dataset, “predicted”.*/
proc datasets library = work nodetails nolist;


delete predicted;

run;

quit;

/*The MACRO*/
%macro runit;


%do x = 0 %to 9; 


proc logistic data = kRanked  outmodel = model&x.;


model kyphosis (event="1") =  age number start age*age

age*start age*number number*start number*number start*start

age*number*start;


where theRandom ne &x; 

run;

data test&x.; 


set kRanked;


where theRandom = &x;  

run;

proc logistic inmodel = model&x.; 


score data= test&x. out = predicted&x.; 

run;

proc append base = predicted data = predicted&x.; 

run;
%end;

%mend runit;

%runit;


/*STEP 3: now, use the predicted probabilities from the test datasets to see how well your model performs*/
data validation;


set predicted;


if P_1 > .50 then guessYes = 1;


else guessYes = 0;

run;

proc freq data = validation order = formatted;


format kyphosis guessyes yn.;


tables kyphosis * guessYes /nopercent nocol;

run;
   Table of Kyphosis by guessYes

                              Kyphosis(Kyphosis)

                                        guessYes

                              Frequency‚

                              Row Pct  ‚  1 Yes ‚0 No    ‚  Total

                              ƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                                1 Yes  ‚     10 ‚      8 ‚     18

                                       ‚  55.56 ‚  44.44 ‚

                              ƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                              0 No     ‚      6 ‚     59 ‚     65

                                       ‚   9.23 ‚  90.77 ‚

                              ƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                              Total          16       67       83

Sensitivity: 10/18 = .56
Specificity: 59/83 = .91
Some change; suggests some over-fitting in our original model.

Later, you might try to repeat this for the chd data on your own… 

Ranuni is a SAS function that generates a random uniform variable (equal probabilities of any number between 0 and 1). 


86 is just a seed for the random number generator.





Open the dataset kRanked to verify that each observation is ranked 0 to 9 (10 even groups).











Stands for Unrestricted Random Sampling, which gives every observation 1/n probability of being selected, with replacement.





Output the samples into a new dataset, which I’m calling work.boot.





Keep adding the predicted values to a single dataset ‘predicted.’ 





Put the omitted data into the test dataset, called test0 (when x=0), test1 (when x=1), etc.





Apply the logistic model to the test dataset and put the predicted probabilities into a dataset predicted0, predicted1, etc.





Work.out contains the predicted probabilities for each observation, based on the fitted model. 


P_1 stores predicted probability of kyphosis=1





Omit 1/10 of the data (eg, when x=0, omit the observations where theRandom=0).











Fit the logistic model on 9/10 of the data, and output the model into the dataset model0 (when x=0), model1 (when x=1), etc.





You will get slightly different values if you used a different random number seed.











Rep is the number of samples (replicates) to draw. Make this a large enough number.  





Bootstrap estimates are higher.





asks SAS to repeat the steps 10 times








N= size of the dataset and the size of the samples to be drawn. 








Leave a space in the beginning of the yes format, so that Yes will come first in the2x2 table.





Since we will later be appending observations onto the dataset ‘predicted’, we want to make sure that there is not already a dataset called predicted. 








If the predicted probability is more than 0.50, call that a positive test for kyphosis.


Otherwise, call it a negative test. 





Don’t forget to count each observation the appropriate number of times!!


the freq statement tells SAS to count the observation that many times  (the weight statement also works)








The by variable tells SAS to run a separate logistic regression for each value of replicate (for each sample).





If the outcome is binary, this “c” statistic is simply the area under (AUC) the ROC curve!





Here, it’s telling us we have an AUC of 95%, which is an excellent AUC.





Note that here, where we have large n (n=462), the bootstrap standard errors are nearly the same as the MLE standard errors. 





Use interactive data analysis to see all the datasets that have been created in your work library:


kRanked


model0-model9 


test0-test9


predicted0-predicted9


predicted
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