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A B S T R A C T

We study the role of person- and place-specific factors in explaining geographic variation in emergency department utilization using detailed data on 150,000 patients who moved regions within Israel. We document that about half of the destination-origin differences in the average emergency department utilization rate across districts translates to the change (up or down) in movers’ propensity to visit the emergency department. In contrast, we find no change in the probability of having a hospital admission through the emergency department. Similar results are obtained in a complementary event study, which uses hospital entry as a source of variation. The results from both approaches suggest that supply-side variation in emergency department access affects only the less severe cases—for which close substitutes likely exist—and that variation across emergency physicians in their propensity to admit patients is not explained by place-specific factors, such as differences in incentives, capacity, or diagnostic quality.
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1. Introduction

Admitting a patient to the hospital from the emergency department (ED) is one of the more expensive routine healthcare decisions (Sabbatini et al., 2014). It directly influences the probability of hospital stays, which account for a large share of total healthcare spending.

Both ED utilization and admissions through the ED exhibit large variation over time and across space, and the sources of that variation remain unclear. To better understand this variation, it is important to acknowledge the interrelated nature of patients’ decisions to visit the ED and emergency physicians’ decisions as to which ED patients to admit. Either of these margins may exhibit regional variation. The decision to visit the ED for urgent care may be influenced by place-specific factors, such as distance to the nearest ED and the presence of nearby urgent care centers and retail clinics (Alexander et al., 2019; Allen et al., 2019). The decision to admit patients from the ED may be influenced by place-specific factors, such as the distribution of cases arriving at the ED, hospital diagnostic quality, capacity, and incentives for filling unoccupied beds. Both decisions may also be driven by patient-specific factors, such as preferences for walk-in care over scheduled care and population morbidity that affects the need for urgent and emergent care. Patient-specific factors generally correspond to what we think of as “demand” and place-specific factors to what we think of as “supply.”

In this paper, we analyze the relative importance of supply- and demand-side factors in driving ED use and ED
admission decisions. Separating demand and supply factors is an important first step for both understanding the nature of the variation in such use and for assessing the need for and potential impact of policies aimed at changing the variation.

To implement this exercise, we study the response to changes in ED access using two complementary empirical approaches. Our primary approach uses the variation in ED utilization across space. To separate the variation in ED utilization that is due to place-specific factors from variation due to patient-specific factors, we use within-patient variation in ED utilization as patients move, arguably for non-healthcare reasons, across regions that vary in their access to EDs.\(^1\) In a secondary approach, we use an event-study design, which takes advantage of the entry of a new hospital (and thus a new ED) into a large market, thus increasing ED access sharply over time.

We implement our empirical strategy using detailed and comprehensive longitudinal medical data from about half of the Israeli population. The data come from Clalit Health Services, the largest of four Health Maintenance Organizations (HMOs) in Israel that provide universal, standardized, tax-funded health insurance to all residents. We study migration across Israel’s nine districts, which are geographic units comparable to US counties, with an average population of about one million residents per district and a fairly wide range of annual ED use rates (the share of covered individuals who visit the ED in a given year), ranging from 20% to over 30%. ED visits account directly for 3% of all healthcare spending, and indirectly, as a portal for unplanned admission, for more than a quarter of total spending. Our main sample consists of all 150,000 adult beneficiaries (aged 25 and older) who moved across districts between 2011 and 2017.

The use of the Israeli setting is quite attractive for this purpose. While health insurance coverage broadly resembles that of Medicare in the United States, annual churn rates are lower than 1%, so we can track the entire enrollee population over many years, with minimal attrition. Moreover, Clalit provides uniform coverage and fairly homogeneous clinics across the country, so health insurance coverage does not change when patients move, and unobservable provider characteristics are less likely to drive the nature of variation across districts. Finally, movers in our sample are relatively young, thus mitigating concerns that may arise with an older population (e.g., Medicare) that moves might be driven by changes in health status.

Moving across districts is disruptive and likely affects short-run patterns of healthcare utilization. For this reason, as is now standard in the literature, our primary empirical strategy does not compare movers to non-movers but instead relies on estimating the extent to which the change in movers’ ED use around the time of a move correlates with the destination-origin difference in ED use. Intuitively, if all ED use is driven by place-specific factors, we expect it to be perfectly correlated with this difference. Conversely, if it is entirely driven by individual demand, we expect this correlation to be zero. Because we observe both moves from high to low ED-use areas and vice versa, we can separately and flexibly control for trends in ED utilization that are common to all movers and thus account for any disruption associated with the move itself.

Our main results reveal that the destination district’s ED use rate has an important impact on the change in ED utilization of the mover. After moving to a district with an annual ED use rate that is one percentage point higher (lower) than the origin district, movers are about half a percentage point more (less) likely to visit the ED per year. Remarkably, all of the correlation between an individual ED use rate and the origin-destination difference in average ED use rates is concentrated in ED visits that did not result in admission to the hospital. In contrast, for visits that resulted in an admission, we find no correlation between individual rates and the destination-origin difference in ED utilization rate.

Taken together, the results suggest that at least half of the geographic variation in ED use is attributable to supply-side factors, but that such factors influence only cases that are discharged home, which are likely less severe. Conversely, the entire variation in ED visits that result in a subsequent hospital admission is attributable to demand-side factors. Using data on non-ED healthcare utilization, we present additional evidence consistent with the fact that these incremental low-severity ED visits are associated with a reduction in the utilization of other, presumably substitutable healthcare services.

We exploit the fact that in the Israeli context we observe comprehensive data on the affiliation of patients and providers, as well as detailed data on patients, to document that distance from the patient’s “home clinic” to the nearest hospital and the propensity of primary care providers to refer patients to the ED are important channels that drive our main results. Both channels change upon a move, and (as we show) impact mainly outpatient ED use: patients living (or moving) closer to a hospital, or those with (or switching to) a high-propensity-to-refer physician are more likely to visit the ED, but not more likely to be admitted from the ED.

In a complementary approach, we exploit a distinctly different, albeit imperfect source of variation in ED access: the impact on ED use and admissions that results from the opening of a new general hospital in a previously underserved city. Like patient migration, hospital entry also leads to a sharp change in supply-side factors because it significantly reduces the distance and travel time to the nearest ED for the “treated” population of nearby residents (while also improving access to other inpatient services). We use a difference-in-differences framework to account for potential time trends by comparing outcomes of the treated population against outcomes of “untreated” patients residing in similar cities that did not experience a change in ED availability. Conforming with our earlier results, we find that an ED opening that occurs when a general hospital enters a local market results in a sharp increase in the monthly probability of an ED visit of nearby residents compared to residents of comparable cities. Furthermore, once again, the increase in ED use following the supply-side

---

\(^1\) Our approach is similar to that used by Finkelstein et al. (2016a, 2018, 2019), Cutler et al. (2019), Agha et al. (2019) among others.
change is entirely concentrated in visits that do not result in hospital admission.

Taken together, the results consistently suggest that supply-side variation in ED access affects only the less severe ED cases—for which alternative settings might be a good substitute—but not the more severe cases that result in an admission. In contrast, our finding that the entire effect is driven by ED visits that are less severe suggests that prior evidence of large variations in admissions through the ED may reflect mostly demand-side, not supply-side, factors. Specifically, our evidence mitigates against explanations of variation in ED admissions in terms of factors that vary geographically. In particular, the findings do not fit with the idea that the mere decision to visit the ED is an important driver of inpatient hospital utilization rates and the findings do not lend support to the idea that admission decisions (from the ED) depend on hospital differences in available capacity, diagnostic quality, or financial incentives.

A large body of existing work has documented substantial variation in ED use and admissions, both across and within countries. For example, Shoff et al. (2018) find that the ED admission rate of Medicare beneficiaries in 2012 varied tremendously across US counties; Abualenain et al. (2013) and Sabbatini et al. (2014) document large variation in hospital-level admission rates; Dawson et al. (2008) document variation across Canadian provinces; and Van Parys (2016) documents variation in admission rates among ED physicians in Florida. By separating supply- and demand-side factors, our analysis extends our understanding of the potential nature of this variation. Indeed, in the concluding section, we discuss the potential policy implications of our results.

The rest of the paper proceeds as follows: Section 2 presents our data source and setting. Section 3 presents our main sample and empirical strategy using patient migration. Section 4 presents our main results decomposing ED utilization rates to place and person effects, and Section 5 explores some channels that drive these results. Section 6 presents additional results analyzing the impact of hospital entry on ED use. Section 7 concludes and discusses some potential policy implications.

2. Setting and data

2.1. Institutional background

Our data come from Clalit Health Services, one of Israel’s four non-profit HMOs that provide universal tax-funded healthcare coverage from birth onward to all Israeli residents, in accordance with the National Health Insurance Law (1995). Coverage broadly resembles that of Medicare parts A, B, and D, and includes hospital admissions, outpatient services, physician consults, drugs, and durable medical equipment. The set of services covered under the universal coverage tier is reviewed and expanded every year by a professional committee that ranks new technologies to match a predetermined budget increase. The universal coverage tier is fully subsidized (HMOs receive risk-adjusted capitated payments from the government for each individual they enroll) but includes copay rates that are updated annually by the Ministry of Health. ED visits, which are the focus of our analysis, require a copay, with certain exemptions. At the time of our observation period, the copay was NIS 900 (about $240) during the day and NIS 200 (about $55) between 1:00 a.m. and 6:00 a.m.

All four HMOs offer identical universal coverage but use distinct provider networks to do so, with the exception of hospitals, which admit all Israeli patients regardless of their choice of HMO. All four HMOs also offer optional supplemental coverage for items not covered by the universal tier, such as second-opinion specialist consults and additional paramedical treatments for children. The supplemental coverage requires subscribers to pay an additional, regulated, age-rated premium. In principle, enrollees can switch HMOs every other month and maintain their universal coverage, but the annual switching rate is extremely low (less than 1%), so each HMO covers a very stable population of enrollees.

Clalit is the largest of these four HMOs, covering approximately 4.5 million enrollees of all ages, or just over one half of the entire Israeli population. It is an integrated provider and insurer, providing most of the services it finances, and reimbursing pre-authorized services purchased from external providers. Its enrollees are admitted to all of Israel’s thirty general hospitals, eight of which Clalit directly owns and operates. Clalit employs over 11,000 physicians and 10,000 nurses, operates over 1500 clinics across the country, and provides multiple outpatient services. Most of Clalit’s physicians are salaried. Enrollees also have access to urgent care centers (UCCs) that provide after-hours walk-in care for urgent but non-emergent conditions. Most UCCs are operated by external providers, charge a copay of about NIS 90, and close before midnight. Clalit is organized around nine districts, which follow geographic boundaries and are all subject to general operational guidelines from Clalit management. Patients consume the majority of their healthcare within the boundaries of their home district. Specifically, patients use local services.

2 Copay rates differ by service, with a service-specific quarterly out-of-pocket maximum. There are no copays for inpatient services.
3 ED visits that result in admission are exempt. In addition, copay exemption applies for patients who were referred to the ED by a physician or for one of several specific emergent conditions, such as traffic accidents, work- or school-related injuries, new bone fractures, and injuries that require stitches.
4 Prices and payments are denoted in current New Israeli Shekels (which had an average exchange rate of 3.7 NIS per USD during the observation period).
5 Hospitals are reimbursed per diem, except for a set of procedures (such as surgeries), for which hospital reimbursement is based on a procedure-related grouping of services. Patients can also utilize services from external providers, which in non-emergent cases require pre-authorization. Our data include detailed claims information for all these services.
services in about 95% of the cases for primary care visits and diagnostic tests, more than 80% for specialist visits, and more than 70% for outpatient and inpatient services.

2.2. Data

Clalit maintains detailed and comprehensive claim-level data associated with all the services it provides to its universe of enrollees. The data contain demographic information about enrollees, information that is typical of billing data in the United States, as well as additional information about tests and test results, sometimes referred to as electronic medical records. The data we use for this study are based on Clalit’s claims data from 2010–2018.

For our analysis, we construct health utilization variables at the patient-year level. Our primary variable of interest is the propensity of ED visits and whether the visit resulted in the patient being discharged or admitted to the hospital. We exclude a small number of cases that resulted in death during the ED visit; this is not common (accounting for 0.016% of patient-year observations among movers), so grouping them with ED visits that result in admission does not change any of the results. We refer to ED visits in which the patient was discharged without being admitted to the hospital as outpatient ED visits. We construct additional health utilization variables, including healthcare spending for different categories of services and UCC utilization. The main spending categories are prescription drugs and inpatient services, which together account for two thirds of total spending.

2.3. Cross-sectional variation across districts

The focus of our study is the extent of geographic variation in ED use and how it may be related to healthcare outcomes. In this section, we describe this variation, which will then be used as a key input in our analysis in the next section. The geographic unit for this analysis is a district, which is the administrative unit around which Clalit’s healthcare services are organized. There are nine such districts that cover the entire country of Israel, with an average population of one million residents per district, so they can be thought of as similar in size to counties in the United States. Unlike the US, all districts in Israel are roughly similar in size, with the exception of the Eilat district, which is much smaller.

Similar to patterns documented in other countries, Israel’s healthcare spending in general and ED use in particular exhibit marked geographic variation. Appendix Table A1 reports summary statistics that illustrate the variation in healthcare utilization across these districts. For each district, Panel A summarizes annual ED use. For the population aged 25 and above, the probability of an ED visit ranges from 20.1% to 30.8% across Israel’s districts. The fraction of ED visits resulting in an admission also exhibits cross-sectional variation, ranging from 17.6% to 39.1% of ED visits across districts. Panel B summarizes spending by service category and shows a similar variation in spending across districts. Panel C summarizes statistics related to two potential channels: average distance to the nearest hospital and average referral rates to the ED by primary care physicians. We discuss these in detail in Section 5.

Fig. 1 summarizes the regional variation of different measures of ED use and spending. For each such measure, the figure shows its loading on each of two principal components of the regional variation in all measures shown. There are two noteworthy observations. First, there seems to be a clear distinction between districts with more unplanned admissions (through the ED), drugs, specialist visits, and labs on the one hand, and districts with heavier hospital use through planned inpatient visits and outpatient ED visits. Second, primary care and UCC visits vary across districts and are unrelated to most services but are negatively correlated with outpatient ED use. These services load almost entirely on the second principal component.

Of course, it is difficult to draw sharp conclusions from descriptive evidence for variation in ED use and its correlation with other services, partly because it is unknown whether this variation reflects regional differences in the patient population’s morbidity or preferences, or in provider access or choices. Next, we turn to decomposing this variation along these lines.

3. Empirical strategy and baseline sample

Our primary analysis relies on a “movers” research design (in the spirit of Finkelstein et al., 2016a), which ana-
lyzes within-individual changes in healthcare utilization and outcomes before and after a move from one geographic unit (district in our context) to another. In this section we describe the empirical strategy and the baseline sample we assemble to take advantage of this research design.

3.1. Research design and empirical specification

To decompose the variation in average ED utilization across districts into a demand-side component that reflects regional differences in patient health or preferences and a supply-side component that reflects differences across places, we use patient migration. To the extent that migration is not driven by health status, studying patients who move locations provides an opportunity to study the ED utilization of the same patients in different regions.

Our main focus is an event-study analysis of changes in patient ED use associated with the timing and direction of moves. Consider a patient $i$ who moved from origin district $o(i)$ to destination district $d(i)$. Let $\Delta D(d(i))$ denote the average ED utilization in each district, which we estimate using the full population across all periods.\footnote{For movers, we exclude the year of the move to avoid the need to partially attribute spending or utilization to the origin and destination districts.} We define the destination-origin difference in ED utilization for patient $i$ as

$$\Delta E_Di = \Delta D(d(i)) - \Delta D(o(i)).$$

We then estimate the following event-study equation:

$$Y_{it} = \alpha_i + \tau_y + \theta_i + \delta_i \Delta E_Di + X_{it} \beta + \epsilon_{it},$$  

(1)

where $Y_{it}$ is one of several measures of utilization of ED and other healthcare services for patient $i$ in year $t$ measured relative to $t = 0$, the year when $i$ moved; $\alpha_i$ and $X_{it}$ are patient fixed effects and controls for time-varying patient characteristics (ACG score and number of chronic conditions); $\tau_y$ are calendar year fixed effects; and $\theta_i$ represent indicator variables for the number of years before and after the move, which allow us to control flexibly for the (average) disruption in healthcare utilization associated with the move.

The parameter of interest is $\delta_i$, which captures, for each period relative to the move, the relationship between mover $i$’s utilization and the difference in average ED visit rates between patient $i$’s destination and origin districts. If all of the regional variation in the outcome (e.g., ED use) is driven by patient-related factors, the estimated coefficients would be zero. If regional variation is fully driven by supply-side factors, the estimated coefficients would be one. An intermediate coefficient measures the extent to which regional variation can be attributed to patient-versus location-related factors.

The key to separate identification of person and place effects is the observed change in utilization when patients move. Our model permits movers to differ from non-movers in both their level of ED utilization (as fixed effects $\alpha_i$ are included) and in the trends of ED utilization around the move (as both $\delta_i$ and $\theta_i$ are allowed to vary with $t$).

The identification assumption is that any shocks to healthcare utilization that exactly coincide with the timing of the move are not correlated with the origin–destination differences in utilization. The assumption might be violated if patients who receive adverse health shocks move to high ED-utilization areas. The fact that movers are younger and healthier than the (relatively young) general population suggests that is not commonly the case. To the extent that such violations occur, it would cause us to overstate the role of place relative to patients.

To estimate the total effect of a move on the mover utilization, we aggregate the estimated period-by-period effects obtained using Eq. (1) to obtain the mean difference between post- and pre-move outcomes, weighted by sample size to account for the fact that our panel is imbalanced. We scale this estimated total difference in mover utilization by the mean absolute destination-origin difference in utilization. The details of this calculation are discussed in the appendix.

3.2. Baseline sample of movers

The Clalit data include the residential address of each enrollee, which is regularly updated by Israel’s Population and Immigration Authority. We map each address to one of Clalit’s nine districts and construct our baseline sample by including all adult patients aged 25 and above who moved across districts exactly once during the period 2011–2017. We study moves across—not within—districts, to exclude local moves in which access to ED and other healthcare services does not substantially change.

During the study period, out of the entire population of three million adult Clalit enrollees, 150,676 enrollees moved exactly once. These enrollees constitute our baseline “movers” sample. We exclude 78,932 individuals who moved twice or more during the study period as well as the majority of individuals who did not move across districts during the observation period. To guarantee that we observe utilization at least one year before and one year after each move, we include in this sample only enrollees with continuous coverage for at least one calendar year prior to the year of the move and for the year following the year of the move, as long as the individuals are alive. To satisfy this requirement for patients who moved in 2011 or 2017, we extract data from 2010 and 2018 as well. Given the low churn rate of enrollees, nearly all patients are observed throughout our nine-year study period (2010–2018), with the average patient being observed for more than eight years. The resulting (unbalanced) baseline sample has a total of 1.27 million enrollee-year observations. The rate of migration is stable over the study period (Appendix Table A2).

Movers are on average younger and slightly healthier than the overall adult population. Table 1 compares the average characteristics of movers in our sample and the population of non-movers, calculated over the entire study period. Panel A of this table compares demographic and health status. The average mover is 40 years old at the time of the move—ten years younger than the average adult Clalit enrollee who did not move. Movers have a higher socioeconomic status than non-movers, a lower number of
Table 1
Characteristics of movers and non-movers.

<table>
<thead>
<tr>
<th></th>
<th>Movers (1)</th>
<th>Non-movers (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Demographics and health status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (mean)</td>
<td>40.6</td>
<td>50.8</td>
</tr>
<tr>
<td>Female (percent)</td>
<td>49.5</td>
<td>52.4</td>
</tr>
<tr>
<td>High SES (percent)</td>
<td>52.1</td>
<td>32.7</td>
</tr>
<tr>
<td>Number of chronic conditions (mean)</td>
<td>2.28</td>
<td>3.41</td>
</tr>
<tr>
<td>ACG high resource (percent)</td>
<td>6.8</td>
<td>12.4</td>
</tr>
<tr>
<td>Annual mortality rate (percent)</td>
<td>0.42</td>
<td>1.22</td>
</tr>
<tr>
<td>B. Annual emergency department use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent with ED visit, by visit outcome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any outcome</td>
<td>22.5</td>
<td>24.3</td>
</tr>
<tr>
<td>Discharged home (outpatient ED)</td>
<td>18.8</td>
<td>18.8</td>
</tr>
<tr>
<td>Admitted (inpatient ED)</td>
<td>6.9</td>
<td>9.3</td>
</tr>
<tr>
<td>Died</td>
<td>0.016</td>
<td>0.057</td>
</tr>
<tr>
<td>Fraction of ED visits resulting in admission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent with UCC visit</td>
<td>5.5</td>
<td>5.4</td>
</tr>
<tr>
<td>C. Annual spending, by category (mean, NIS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (all categories)</td>
<td>4946</td>
<td>6689</td>
</tr>
<tr>
<td>Emergency department</td>
<td>200</td>
<td>190</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>1173</td>
<td>1441</td>
</tr>
<tr>
<td>Inpatient – unplanned</td>
<td>1222</td>
<td>1796</td>
</tr>
<tr>
<td>Inpatient – planned</td>
<td>670</td>
<td>1113</td>
</tr>
<tr>
<td>Outpatient services</td>
<td>564</td>
<td>862</td>
</tr>
<tr>
<td>Primary care visits</td>
<td>221</td>
<td>293</td>
</tr>
<tr>
<td>Specialist visits</td>
<td>243</td>
<td>266</td>
</tr>
<tr>
<td>Imaging services</td>
<td>275</td>
<td>302</td>
</tr>
<tr>
<td>Laboratory services</td>
<td>196</td>
<td>175</td>
</tr>
<tr>
<td>Other</td>
<td>175</td>
<td>243</td>
</tr>
<tr>
<td>Number of observations (patient-year)</td>
<td>1,274,445</td>
<td>20,085,457</td>
</tr>
<tr>
<td>Number of patients</td>
<td>150,676</td>
<td>2,723,196</td>
</tr>
</tbody>
</table>

Descriptive statistics comparing our main sample of patients who moved and patients who did not move during 2011–2017. Panel A shows demographic and health status information. High SES is the top tercile of zip code-based socioeconomic status scores. ACG High Resource is a dummy for high predicted healthcare utilization. Panel B shows ED use—having any visits during the year and the number of visits conditional on any visits, by discharge status. Panel C shows healthcare utilization by service category. Non-mover spending was calculated using a random subsample of 100,000 patients. See Section 2.2 for detailed sample and variable definitions.

chronic conditions, and a lower annual mortality rate. The fact that movers are younger and healthier suggests that health is less likely to be the main reason for the move.10

Consistent with their being slightly younger and healthier, movers’ annual probability of ED use is lower than non-movers’. Panel B of Table 1 compares the average ED utilization during the study period between the sample of movers and the non-mover population. Movers had a lower probability of any ED visit during the year (22.5% versus 24.3% for non-movers) and a lower rate of admission from the ED, conditional on visiting (25.8% versus 34.4% for non-movers). However, average ED utilization rates of movers prior to migration are highly correlated with ED use of non-movers in the origin districts: the correlation coefficient is 0.95 (0.90 when weighting by district size).

Movers also spend less, on average, than non-movers. Panel C of Table 1 shows average annual healthcare spending per patient by type of service for movers and for non-movers. The average annual healthcare spending of a patient in our sample of movers is NIS 4900, which is lower than the average adult enrollee of Clalit who did not move (NIS 6700 per year). The breakdown of spending is fairly similar between movers and non-movers, with movers devoting a slightly higher fraction of their total spending to drugs (24% versus 22% by non-movers) and a slightly lower fraction to inpatient services (38% versus 43%). Movers and non-movers spend a similar amount on ED services, which reflects a slightly higher share of movers’ overall lower spending (4% versus 3%).

4. Results

4.1. Decomposing ED utilization using patient migration

Fig. 2 shows the distribution of the destination-origin differences in ED utilization rates for movers—the key right-hand-side variable in the event-study analysis. This distribution is centered at zero and is approximately symmetric, suggesting that moves from low to high ED-utilization districts are as common as moves from high to low. This is also confirmed by the matrix of the origin and destination of migrations (Appendix Table A3). As a first look at the way ED use changes around moves, Fig. 3 plots the change in any ED use rate (the average share of years with ED use post-move minus the average share

10 In a survey conducted in 2008 among a representative sample of the adult Israeli population, the top reported reasons for moving to a new apartment were to improve housing or school quality (27%); family reasons, including family expansion, marriage, and divorce (27%), switching from renting to owning a house or an apartment (19%), changes in personal economic circumstances (6%), and changes in employment (4%). Source: Central Bureau of Statistics, 2008 Social Survey. https://www.cbs.gov.il/he/publications/DocLib/2010/seker_jevrat08/pdf/j_print.pdf. Accessed February 2020.
years with ED use pre-move) against the destination-origin difference in average ED use rates. If all geographic variation were due to supply-side factors, we would expect this plot to have a slope of 1. If all variation were due to demand-side factors, we would expect this plot to have a slope of 0. Fig. 3 shows that the slope is 0.45, suggesting roughly equal shares for both supply and demand factors. The relationship is symmetric above and below zero.

Fig. 4 shows our main event-study results, plotting the estimates of the coefficient $\delta_i$ from estimating Eq. (1) with the probability of an ED visit during a given year as a dependent variable. Results for all ED visits are shown in Panel A. It shows that there is a sharp discontinuous jump at the time of the move in the probability of any ED visit, from 0 to approximately 0.5. Under the identification assumptions discussed in Section 3, this jump implies that half of all ED utilization is attributable to supply-side factors associated with the place of residence, with the remaining half attributable to demand-side factors associated with the patient.

Panel B of Fig. 4 shows results separately by discharge status. Remarkably, supply-side factors that impact patient ED utilization only affect outpatient ED visits. We find no relationship at all between the rate of patients’ ED visits that result in an admission and the place of residence; the probability of such visits is entirely attributable to patient factors. This finding further supports the identification assumption that migration is not driven by health status because if it were, as discussed in Section 3, we would expect coefficients to be upward biased. Furthermore, this evidence suggests that hospitals do not indiscriminately admit patients who visit the ED but rather that the decision to admit patients is made consistently across regions. In sum, all of the supply-side driven variation in ED utilization is concentrated within outpatient ED cases.

Table 2 scales our estimates and standard errors from Eq. (1) to show the change in movers’ ED use that is related to an “average move”—a move across two hypothetical regions with a destination-origin difference in ED use equal to the sample average of the absolute value of such difference—and compare that change to the pre-move mean of each outcome. Column (1) shows the pre-move
Table 2
The change in ED use and in spending related to destination-origin difference in ED use.

<table>
<thead>
<tr>
<th></th>
<th>Pre-move mean</th>
<th>Change related to average absolute origin-destination difference in ED use</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>A. Annual emergency department use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any ED visit</td>
<td>0.207</td>
<td>0.0146</td>
<td>0.00080</td>
</tr>
<tr>
<td>Any ED visit not resulting in admission</td>
<td>0.175</td>
<td>0.0170</td>
<td>0.00075</td>
</tr>
<tr>
<td>Any ED visit resulting in admission</td>
<td>0.058</td>
<td>-0.0013</td>
<td>0.00048</td>
</tr>
<tr>
<td>Any UCC visit</td>
<td>0.065</td>
<td>-0.0323</td>
<td>0.00125</td>
</tr>
<tr>
<td>B. Annual spending (by category)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency department</td>
<td>162.5</td>
<td>21.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Primary care visits</td>
<td>209.3</td>
<td>7.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Imaging services</td>
<td>180.9</td>
<td>4.8</td>
<td>1.9</td>
</tr>
<tr>
<td>Other</td>
<td>128.1</td>
<td>-2.8</td>
<td>3.1</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>882.2</td>
<td>-9.7</td>
<td>28.5</td>
</tr>
<tr>
<td>Specialist visits</td>
<td>199.4</td>
<td>-9.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Inpatient – planned</td>
<td>447.1</td>
<td>-11.6</td>
<td>17.6</td>
</tr>
<tr>
<td>Laboratory services</td>
<td>155.4</td>
<td>-11.7</td>
<td>1.6</td>
</tr>
<tr>
<td>Outpatient services</td>
<td>347.4</td>
<td>-12.0</td>
<td>17.6</td>
</tr>
<tr>
<td>Inpatient – unplanned</td>
<td>775.8</td>
<td>-94.6</td>
<td>23.5</td>
</tr>
<tr>
<td>Total (all categories)</td>
<td>3494.5</td>
<td>-122.2</td>
<td>54.5</td>
</tr>
</tbody>
</table>

Table shows estimates of the change in movers' ED use, following a move. Column 1 shows the average pre-move mean of each outcome. Columns 2 shows estimates of the change in ED use that is related to an “average move”—a move across two hypothetical regions with a destination-origin difference in ED use equal to the sample average of the absolute value of such difference. These estimates were obtained using Eq. (1), collapsed to the difference between all post- and pre-periods (weighted by sample size) and scaled to show the effect on spending associated with the average absolute origin-destination difference in ED utilization in our sample, which is 2.6 percentage points. Details of these calculations are discussed in the Appendix. Column 3 shows estimated standard errors, clustered by patient. Panel A shows estimates for the probability of ED and UCC use. Panel B shows estimates for spending on different types of services. Spending is denominated in New Israeli Shekels (NIS). The sample is all movers (N = 1,274,445 patient-years).

means among movers. Columns (2) and (3) show a summary of the weighted post- minus pre-move difference in ED use related to an average move. Panel A shows estimates for ED use. The average move is associated with a change of 1.5 percentage points in the annual probability of any ED visit (which is approximately 7% of the pre-move baseline). The increase is concentrated in outpatient ED visits. We estimate a very small change in the probability of an ED visit resulting in admission (a -0.1 percentage point change with a standard error of 0.048; the pre-move baseline probability is 5.8%). Increased outpatient ED use is mirrored by a 3.23 percentage point decrease in the probability of any UCC visit (approximately a half of the pre-move baseline probability of 6.5%).

4.2. Other outcomes

Appendix Figure A2 and Appendix Figure A3 show additional event-study results relating patient spending—overall and by type of services—to destination-origin differences in ED use. Appendix Figure A2 shows estimates of Eq. (1) with spending in each service category on the left-hand side using the same destination-origin difference in ED visit rates, ΔEDI, on the right-hand side. Consistent with our main result, following a move, a patient’s spending on ED becomes more similar to the average spending in the destination area. In addition, we find that moving to an area with a higher (lower) average ED use rate is positively correlated with spending on primary care services and negatively correlated with spending on urgent care centers, specialist visits, and outpatient laboratory services.

Panel B of Table 2 shows the estimated change in utilization associated with the average place-related change in the ED utilization rate. Column (1) shows the average pre-move spending in each category. Column (2) shows the estimated weighted mean difference between post- and pre-move estimates shown in Appendix Figure A2, scaled by the average absolute destination-origin difference in ED use, and column (3) shows standard errors (details of this calculation are discussed in the Appendix). Appendix Figure A3 summarizes these same results visually. For each category, the left panel of Appendix Figure A3 shows the average annual pre-move spending among movers, and the right panel shows the estimated change in utilization associated with an average move.

Place-related differences in ED use are most strongly—and negatively—associated with spending on unplanned admissions. They are positively associated with spending on primary care and imaging. These findings are consistent with ED visits that complement primary care visits and substitute for office-based consults and diagnostics. Overall, moving to an area with higher (lower) ED use is associated with a decrease (increase) in spending overall, as lower spending on unplanned hospital admission offsets the increased spending on ED and complementary services.

We perform additional heterogeneity analyses whereby we re-estimate the event-study model specified in Eq. (1)
separately for moves from low to high ED-use districts and from high to low ED-use districts (Appendix Figure A4). We also separately estimate the same model for moves associated with above-median and below-median change in the absolute destination-origin difference in ED use (Appendix Figure A5). In both cases, we find that results hold similarly across subsamples.

5. Channels

In this section, we explore the importance of potential supply-side channels that may contribute to the geographic variation in ED use. We provide evidence in support of two such channels: distance to the nearest hospital and the level of complementarity between local physician services and ED services, as reflected by physicians’ ED referral propensity. Our strategy does not provide a definitive quantification of these factors and is certainly not exhaustive, and we conclude by discussing additional potential contributors.

5.1. Distance

One potential channel that could affect the use of healthcare services in general and hospital services in particular is distance. The distance between a patient’s residence and the hospital has been previously shown to affect hospital choice in the expected direction (Kessler and McClellan, 2000; Gaynor and Vogt, 2003; Romley and Goldman, 2011; Beckert et al., 2012; Baker et al., 2016). In our context, a natural question is whether variation across space in the distribution of patients’ distance to hospitals may contribute to geographic variation in ED utilization.

To explore this possibility, we calculate, for each patient in our sample, the distance between their assigned primary care clinic and the nearest hospital. Clalit assigns clinics based on the patient’s current place of residence, and since there are over 1500 such clinics and only 30 hospitals, the distance we calculate reflects well the variation in a patient’s residence relative to the nearest hospital. The average distance to the nearest hospital also varies considerably between districts, ranging between 3 and 18 km (see Panel C of Appendix Table A1). Panel (A) of Appendix Figure A6 further shows, for the movers sample, the distribution of pre-move distance to the nearest hospital. Two thirds of the patients in our sample have a hospital within 10 km and nine out of ten have a hospital within 20 km, but some have to travel as many as 80 km. Further, because patients who move change their location, our data provide a unique within-patient variation in residential distance to the nearest hospital. Panel (B) of Appendix Figure A6 shows the distribution of the change in this distance associated with a move in our sample, which is well dispersed and fairly symmetric.

Our strategy consists of three parts. First, we describe the relationship between the patient’s distance to the nearest hospital, which we denote by \( D_{it} \), and different measures of ED use, denoted as above by \( Y_{it} \). Second, we describe the relationship between the patient’s change in the distance to the nearest hospital associated with a move at \( t = 0 \), \( \Delta D_{it} = D_{i,t>0} - D_{i,t<0} \), and the patient’s change in ED use around the time of the move, \( \Delta Y_{it} = \text{Avg}_{t<0}(Y_{i,t}) - \text{Avg}_{t>0}(Y_{i,t}) \).

Clearly, a patient’s place of residence is endogenous and can potentially be correlated with the patient’s health. Although this is arguably a smaller concern for the relatively young movers in our sample than it is for older populations, we nonetheless address this concern in a third specification that instruments for the endogenous change of distance over a patient’s move using the difference in average distance between the origin and destination districts, \( \bar{D}_{o(i)} \) and \( \bar{D}_{d(i)} \) denote the average distance to the hospital across all residents at the origin and destination districts of patient \( i \). We define the destination-origin difference in average distance to the hospital for patient \( i \) to be \( \Delta D_{it} = \bar{D}_{d(i)} - \bar{D}_{o(i)} \). Then, we estimate the following two-step least square model:

\[
\begin{align*}
\Delta D_{it} &= \alpha \Delta D_{it} + \gamma_{it} \delta + \nu_{it}, \\
\Delta Y_{it} &= \beta \Delta D_{it} + \gamma_{it} \delta + \epsilon_{it},
\end{align*}
\]

where \( X_{it} \) is a vector of patient controls. The parameter of interest is \( \beta \), which captures the change in ED use associated with an increase in distance to the hospital induced by the move to an area where this distance is higher (lower) on average.

Appendix Figure A7 shows the relationship between distance to the hospital and different measures of ED utilization, before and after a move. There is a clear correlation between distance and ED use in the expected direction: patients living closer to a hospital are more likely to use the ED during a given year. Moreover, this correlation is entirely concentrated in ED visits that do not result in an admission. ED visits that result in admissions exhibit no correlation with distance. It is likely that decisions to visit
the ED with high-severity conditions (that result in admissions) are not sensitive to variation in distance, whereas the decision to visit the ED for the diagnosis and treatment of less severe conditions is.

Fig. 5 shows the relationship between the change in distance to the nearest hospital and change in ED use following a move. Once again, we find a strong relationship between distance and ED use: moving closer to (farther from) a hospital is associated with an increase (decrease) in the probability of ED use. Yet again, this relationship is concentrated in ED visits not resulting in an admission; the change in the probability of an ED admission is unrelated to the change in the patient’s distance to the hospital.\(^\text{14}\)

Panel A of Table 3 shows the results of estimating the 2SLS model specified in Eq. (2). A 10 km increase in the distance to the nearest hospital (induced by a move across districts) is associated with a 2.2 percentage point decrease in the annual probability of an ED visit. Nearly all of this change reflects a change in outpatient ED admissions not resulting in an admission, which decrease by 2.3 percentage points. The probability of a patient being admitted through the ED in a given year decreases by only 0.3 percentage points. Overall, these findings suggest that spatial variation in the distribution of patients and hospitals, and consequently in a patient’s distance to the nearest hospital, contribute to the geographic variation in ED use. The remaining panels of Table 3 show results of the analysis of the impact of physician referrals on ED use, which we discuss next.

5.2. Physician referrals

Referrals are an important source for ED visits. Office-based physicians are reported to be making growing use of EDs to perform complex workups and expedite non-elective admissions, and EDs are increasingly supporting primary care practices by performing diagnostic workups and handling after-hours demand for care (Morganti et al., 2013). In the United States, referral rates have increased over time (Barnett et al., 2012).

---

\(^\text{14}\) Regardless of the change in distance to the hospital, patients are 2% more likely to be admitted through the ED post-move, relative to pre-move. This reflects a combination of aging (patients are mechanically several years older during the post-move period) and the fact that ED use increases uniformly following a move, in addition to the association with destination-origin difference in average ED use.
To explore whether physician referrals contribute to geographic variation in ED use, we proceed as follows. First, we estimate the propensity of individual physicians to refer patients to the ED. Second, exploiting the fact that more than 95% of movers change their primary care physician after they move, we study the relationship of the change in a mover’s primary care physician propensity to refer to the ED and the mover’s changed ED use around a move. Finally, we relate the variation in physician propensity to refer and regional variation in ED utilization using an instrumental variable approach similar to the one in Eq. (2).

To estimate the variation in individual physicians’ propensity to refer to the ED while controlling for the potential variation in their case mix, we extract an auxiliary sample of 19 million visits to 4200 primary care physicians by (mover and non-mover) Clalit patients in 2018 and use the following fixed effects model to estimate physicians’ propensity to refer patients to the ED, conditional on case characteristics:

\[ \text{Referral}_{ij} = X_i \delta + \eta_j + \epsilon_{ij} \]  

where \( i \) indexes patients and \( j \) primary care physicians, \( \text{Referral} \) is a dummy for whether the physician referred the patient to the ED, and \( X_i \) is a set of controls for case mix, which includes the number of chronic conditions that the patient has, future healthcare utilization predicted by Johns Hopkins ACG classifier (see footnote 19 for details), and the patient gender and age. Appendix Table A4 shows descriptive statistics for the auxiliary sample used in this estimation. 

Fig. 6 shows the distribution of the estimated fixed effect, \( \hat{\eta}_j \), revealing substantial variation in the propensity of different physicians to refer to the ED, even conditional on case mix. This variation exists not just within regions, but also between them. Appendix Table A1 (Panel C) shows that average physician propensity to refer ranges between 1.9 and 3.9 across districts. Using these estimates of PCP propensity to refer to the ED, we then estimate the following model:

\[ \Delta Y_i = \kappa_1 \Delta Q_{i} + \gamma_1 \Delta D_i + X_i \delta + \epsilon_i \]  

where \( \Delta Y_i \) is defined as above, \( \Delta Q_{i} \) is the difference in the quantile of the patient’s primary care physician’ referral propensity (\( \eta_j \) from Eq. (3)) before and after the move, and \( \Delta D_i \) is a control for the difference in the distance to the nearest hospital from before to after the move. The parameter of interest is \( \kappa_1 \), which measures how the mover’s change in ED utilization around the move is associated with the change between the mover’s old and new primary care physician’s propensity to refer to the ED.

Finally, to examine the contribution of primary care physicians to the regional variation in ED use and to account for the potential endogeneity of the choice of physician

\[ \Delta Q_{i} = Q_{d(i)} - Q_{o(i)} \]

where \( Q_{d(i)} \) and \( Q_{o(i)} \) are patient i’s primary care physicians before and after i’s move, and \( Q_{d(i)} \) denotes the quantile of \( \eta_j \).

Fig. 6. The distribution of physician propensity to refer to the ED, adjusting for case characteristics. Notes: The figure shows the distribution of primary-care physician propensity to refer cases to the ED, captured by the physician fixed effect estimated using Eq. (3), which adjusts for case characteristics. The underlying sample used in the estimation contains 19 million primary care visits of 4200 doctors in 2018. The sample and methodology are described in more detail in Section 5.

over a move, we estimate the following two-step least squares model, similar to Eq. (2):

\[ \Delta Q_{i} = \alpha_1 \Delta Q_{i} + \gamma_1 \Delta D_i + X_i \delta + \epsilon_i \]

where \( \Delta Q_{i} = Q_{d(i)} - Q_{o(i)} \) is the difference between the average propensity to refer to the ED of all physicians in patient i’s destination and origin districts. The parameter of interest here is \( \kappa_2 \), which captures the change in ED utilization associated with the change in a mover’s PCP referral propensity that is correlated with the destination-origin difference in average local physicians’ propensity to refer. A positive \( \kappa_2 \) implies that variation in physicians’ propensity to refer to the ED contributes to regional variation in ED use.

Appendix Table A5 shows estimates of Eq. (4). A greater propensity of a mover’s new physician, relative to the mover’s old physician, to refer to the ED is significantly associated with an increase in the mover’s annual probability of an ED visit. This change is concentrated in outpatient ED visits. In contrast, the probability of an admission through the ED is not related to the change in the mover’s primary care physician’s propensity to refer to the ED. Panels B and C of Table 3 show IV estimates from Eq. (5) for the impact of a change in a mover’s PCP referral propensity on different outcomes with and without controls for the change in the patient’s distance to the nearest hospital. Even when instrumented by the average change in PCP referral, a switch toward a physician with greater propensity to refer to the ED is associated with a significant increase in the mover’s ED utilization. Once again, the effect is fully concentrated in outpatient ED visits. There is no effect of the mover’s (instrumented) physician propensity to refer to the ED on the annual probability of an ED admission.

---

15 We restrict attention to physicians with at least 100 visits in 2018, resulting in exclusion of a small number of physicians.

16 That is, \( \Delta Q_{i} = Q_{d(i)} - Q_{o(i)} \), where \( j(i)_{o(i)} \) and \( j(i)_{o(i)} \) are patient i’s primary care physicians before and after i’s move, and \( Q(j)_{o(i)} \) denotes the quantile of \( \eta_j \).
Comparing the different panels of Table 3 reveals that once physicians’ propensity to refer to the ED is accounted for, a change in distance has little impact on outcomes. These findings suggest that changes in distance to hospital matter primarily through their impact on the relationships between providers rather than directly through the patient likelihood of visiting a closer ED.

Taken together, variation in physician propensity to refer non-severe cases to the ED contributes to geographic variation in ED use. More broadly, evidence from physician referrals suggests that in some areas, primary care services, which are often viewed as substitutes for ED services, are in fact complements to them. Such complementarity is consistent with prior findings from the Oregon health insurance expansion showing that insurance coverage increased both primary care use and ED use (Taubman et al., 2014), and that such increases were persistent (Finkelstein et al., 2016b).

5.3. Other factors

While office-based visits are complementary to ED visits, other urgent care services are potential substitutes. Therefore, spatial variation in the availability of UCCs may contribute to the variation in ED use. We document two findings consistent with this explanation. First, in our main results, shown in Table 2 and discussed in Section 4, we find that an increase in outpatient ED use is associated with a destination-origin difference in average ED use that is mirrored by a decrease in the probability of any UCC visit. A similar pattern also emerges from our analysis of the change in the patient’s distance to the nearest hospital associated with a move. Column (4) of Panel A of Table 3 shows that an increase in the distance to the hospital is associated with an increase in the probability of using an urgent care center, mirroring the decrease in ED use as a result of the same move documented in Column 3 of that table. These findings are consistent with the supply of urgent care centers being a contributing factor for variation in (outpatient) ED use.

We emphasize that the above factors do not exhaust the potential supply-side factors that drive the observed variation in ED use. Other factors that may also contribute to this variation include: the distance to other services, the number of primary care physicians and specialists per capita, and ED wait times (to the extent they are not entirely demand driven), among others.

6. Decomposing ED utilization via hospital entry

In this section, we complement the previous analysis with an event-study design, in which we estimate the contribution of supply- versus demand-side factors to ED utilization using an alternative supply-side shock, or “treatment”: the opening of a new general hospital, which sharply improved ED access for nearby residents.

We acknowledge that the research design of the event study we report on in this section is imperfect. The opening of the new hospital is surely driven by increasing latent demand for hospital services. It seems plausible that one can attribute sharp changes in ED utilization around the entry to supply-side changes, but any estimated longer-run effect may be confounded by changes in underlying demand.

Yet, despite these concerns, we feel that the analysis provided in this section is useful. It relies on a very different setting, using non-movers rather than movers, and the event of hospital entry is correlated with sharp changes in a host of other hospital services (beyond ED). Despite all these differences (and the imperfect research design), the qualitative results in this section are quite similar to the results in our primary analysis; thus, in our view, making it more likely that the results generalize well beyond our specific setting.

6.1. Data sample and empirical specification

In 2017, a new general hospital was opened in Ashdod—the sixth largest city in Israel, with a population of 220,000 in 2017—introducing to the city its first emergency department. Prior to its opening, the closest emergency departments serving the Ashdod population (which we refer to as “the treated population”) were located in general hospitals in nearby cities, each located 32 km (20 miles) away. Therefore, the opening of a new general hospital resulted in a sharp change in local availability of emergency services.

As a comparison group, we pick the five Israeli cities most similar in their total population size to the treated city. Throughout the study period, each of these cities had been served by at least one local hospital and had not experienced hospital entry or exit. We sample the entire Clalit patient population aged 25 and older in these cities.

Table 4 shows summary statistics for this sample. Residents of both the treated and comparison cities have similar mortality rates, ages, and gender composition. Compared to Ashdod, other cities have higher average socioeconomic statuses and lower morbidity burdens (measured by the Johns Hopkins Adjusted Clinical Group commercial risk classifier). Nonetheless, both the treated and comparison populations have similar average total annual healthcare spending (NIS 9200 versus NIS 8950; the breakdown by

---

17 For example, using the closing time of urgent care centers, Allen et al. (2019) show that when UCCs close, ED use increases. Myong et al. (2020) find that increased funding for federally qualified health centers is associated with reduced ED use. Alexander et al. (2019) find that opening of retail clinics is associated with a decrease in nearby ED use.

18 We chose the Israeli cities ranked third to eighth in Israel by 2017 total population size (ranging between 200,000 and 280,000 residents). These cities are: Haifa, Rishon LeZion, Petah Tikva, Netanya, and Be’er Sheva. We did not include in the comparison group Jerusalem and Tel Aviv (ranked first and second), which are substantially bigger, and the cities ranked ninth through eleventh (with populations of between 150,000 and 200,000 residents), which are all part of the Tel Aviv metropolitan area.

19 The ACG system is used by both commercial insurers and non-commercial healthcare organizations worldwide (as well as by Clalit) to describe or predict a population’s past or future healthcare utilization and costs. For more information, see the Johns Hopkins ACG System Version 11.0 Technical Reference Guide (2014).
Table 4  
Summary statistics: treated and comparison cities.

<table>
<thead>
<tr>
<th></th>
<th>Treated city (1)</th>
<th>Comparison cities (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Demographics and health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (mean)</td>
<td>54.8</td>
<td>54.8</td>
</tr>
<tr>
<td>Female (percent)</td>
<td>53.7</td>
<td>53.9</td>
</tr>
<tr>
<td>High SES (percent)</td>
<td>25.8</td>
<td>43.4</td>
</tr>
<tr>
<td>Number of chronic conditions (mean)</td>
<td>4.48</td>
<td>4.05</td>
</tr>
<tr>
<td>ACG high resource (percent)</td>
<td>19.4</td>
<td>16.0</td>
</tr>
<tr>
<td>Annual mortality rate (percent)</td>
<td>1.62</td>
<td>1.60</td>
</tr>
<tr>
<td><strong>B. Annual emergency department use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent with ED visit, by visit outcome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any outcome</td>
<td>21.6</td>
<td>25.4</td>
</tr>
<tr>
<td>Discharged home (outpatient ED)</td>
<td>15.6</td>
<td>19.6</td>
</tr>
<tr>
<td>Admitted (inpatient ED)</td>
<td>9.7</td>
<td>9.9</td>
</tr>
<tr>
<td>Died</td>
<td>0.058</td>
<td>0.070</td>
</tr>
<tr>
<td>Fraction of ED visits resulting in admission</td>
<td>40.5</td>
<td>34.0</td>
</tr>
<tr>
<td>Percent with UCC visit</td>
<td>13.6</td>
<td>5.9</td>
</tr>
<tr>
<td><strong>C. Annual spending, by category (mean, NIS)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (all categories)</td>
<td>9,193</td>
<td>8,956</td>
</tr>
<tr>
<td>Emergency department</td>
<td>171</td>
<td>212</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>2,165</td>
<td>2,185</td>
</tr>
<tr>
<td>Inpatient – Unplanned</td>
<td>2,249</td>
<td>2,219</td>
</tr>
<tr>
<td>Inpatient – planned</td>
<td>1,729</td>
<td>1,421</td>
</tr>
<tr>
<td>Outpatient services</td>
<td>1,149</td>
<td>1,284</td>
</tr>
<tr>
<td>Primary care visits</td>
<td>319</td>
<td>278</td>
</tr>
<tr>
<td>Specialist visits</td>
<td>366</td>
<td>357</td>
</tr>
<tr>
<td>Imaging services</td>
<td>420</td>
<td>438</td>
</tr>
<tr>
<td>Laboratory services</td>
<td>215</td>
<td>226</td>
</tr>
<tr>
<td>Other</td>
<td>387</td>
<td>328</td>
</tr>
<tr>
<td>Number of observations (patient-year)</td>
<td>160,116</td>
<td>1,340,494</td>
</tr>
<tr>
<td>Number of patients</td>
<td>41,013</td>
<td>343,332</td>
</tr>
</tbody>
</table>

Descriptive statistics for the sample of patients who resided in treated (experiencing hospital entry) and comparison cities (with no hospital entry) during 2015–2019. See Section 6 for sample definitions. Panel A shows demographic and health status information. High SES is the top tercile of zip-code-based socioeconomic status scores. ACG High Resource is a dummy for high predicted healthcare utilization. Panel B shows ED use—having any visits during the year and the number of visits conditional on any visits, by discharge status. Panel C shows healthcare utilization by service category. For comparability with Table 1, the numbers shown are annual, aggregated at the patient-year level. To better reveal time trends, our analysis below aggregates the same data at the patient-month level.

category is also similar). In line with Ashdod’s relatively limited access to ED services, throughout the beginning of the sample period, its residents visited the ED less and visited urgent care centers more than residents of comparison cities.

Using individual-level claims data on the sample of treated and comparison cities from 2015–2018 aggregated at a quarterly or monthly frequency, we estimate a difference-in-differences specification:

$$Y_{it} = \alpha_i + \beta X_{it} + \gamma T_i + \delta t + \eta_t T_i + \epsilon_{it},$$

where $i$ and $t$ index individuals and the number of periods since hospital opening; $Y_{it}$ is one of the same outcomes as in Eq. (1), including ED use and cost by category; $\alpha_i$ and $X_{it}$ are individual fixed effects and controls for time-varying individual characteristics (including ACG resource utilization band); and $T_i$ is a “treatment” dummy for whether the individual lives in an area where a hospital opened.

The parameter of interest is $\eta_t$, the impact of a positive shock to ED access on ED use by nearby residents, relative to residents of other cities that did not experience such a shock. To the extent that the increased availability of an ED induces greater ED use, we expect an increase in ED use in the treated city post-treatment. In addition to this specification, which we use to produce event-study plots, we also estimate another variant substituting the monthly dummies with one dummy for all periods $t$ after the hospital opening for reporting the overall effects in a more succinct tabulated form. The identification assumption is that trends in the treated and other cities would have been common if not for the shock we observe. Given that planning and constructing a hospital is a multi-year process, it seems plausible that the exact opening day is determined by factors such as construction and licensing and not in exact anticipation of local healthcare utilization (even if it
is correlated with long-run healthcare needs of the local population.\footnote{The planned hospital construction was announced in 2002, and the bidding for its construction closed in 2011, six years before its inauguration.}

### 6.2. Results

As may be expected, the hospital opening led to a sharp increase in the treated city’s ED use, moving it from the bottom to the middle of the range of ED use across all comparison cities. This change is evident in Fig. 7, which shows the average monthly probability of ED use in each of the comparison cities in our sample (the treated city in black; comparison cities in gray).

Panel A of Table 5 summarizes the estimated impact of hospital entry on ED use, from estimates of Eq. (6) at a quarterly frequency; disaggregated estimates are shown in Appendix Figure A8. The improved access brought by the opening of a local ED was associated with a sharp increase in the probability of ED visits by nearby residents. Post-treatment, treated residents were 27.5% more likely to visit the ED in a given month (a 0.7 percentage-point increase in the probability of a treated patient’s visiting the ED each month, over the pre-period baseline of 2.5%).

Remarkably, consistent with our earlier findings from patient moves described in Section 4, the increased ED use associated with hospital entry is entirely concentrated in outpatient ED cases, the probability of which increased by almost 50% following the event. The use of urgent care centers—an ED substitute for less severe cases—decreased by more than 10%. In contrast, there was virtually no change in the share of patients with ED visits resulting in an admission (a 0.01 percentage point increase over the pre-treatment baseline of 1.17%, with a standard error of 0.02 percentage points).

Panel B of Table 5 shows estimates of Eq. (6) with spending on each category and in total as the outcome (Appendix Figure A9 shows the same data as the table in a visual form; Appendix Figure A10 shows disaggregated estimates.) Average spending on ED services sharply increased among the treated population immediately after the opening (by 72%) and remained high throughout our sample period, which includes four quarters after the opening. Other spending categories that saw large increases were planned and unplanned inpatient services, which increased by 27% and 12%, respectively. Such increases are consistent with increased availability of inpatient services as a result of the hospital’s opening. Overall, the hospital’s opening was associated with a 9% increase in total average spending.

It is important to highlight that, naturally, a hospital opening reflects a different type of shock to access than a patient move, which we analyzed in the previous section. While a move is associated with a change in the composition (and distance to) multiple health services available to movers, a hospital opening is primarily associated with a sharp change in access to emergency and inpatient services to nearby residents. Therefore, there is no reason the two changes should have the same association with spending. Indeed, our findings suggest that they differ in this regard.

All results are robust to the definition of the comparison group, as shown in Appendix Figure A11 and Appendix Figure A12, which show estimates of Eq. (6) using five different samples obtained by separately pairing the treated city with each one of the comparison cities.
7. Conclusion

We document large geographic variation in ED use in Israel in 2011–2017, similar to that observed in other countries. Using longitudinal data covering a large population, we study the role of supply- and demand-side factors in explaining this variation using two approaches that exploit two distinct supply-side shocks to ED access: patients who moved to an area with a different ED use rate and residents who had a nearby hospital opening. Overall, we find that about half of this variation can be attributed to supply-side factors and the rest to demand-side factors. Namely, we estimate that the probability of visiting the ED changed sharply after a move and following a hospital (and ED) opening.

In contrast, the variation in unscheduled admissions through the ED is entirely explained by person-specific demand factors. In particular, the (unconditional) probability of a patient being urgently admitted through the ED in a given year did not change upon a move or following hospital entry. The fact that the marginal cases—those most affected by supply-side factors—are of low severity is unsurprising because there are many reasons for less severe cases to be the most responsive to variation in ED access. What is, perhaps, more surprising is that even though a patient’s probability of utilizing the ED is affected by supply-side factors, the admission threshold is not. That is, if unplanned admissions are driven by demand-side factors alone, as we find, it does not appear that ED physicians in low versus high ED-access locations have different criteria associated with admitting patients. This finding militates against a host of explanations that attribute the observed variation in ED admissions to place- or hospital-specific factors. For example, unless the following forces exactly offset each other in our sample, our main finding is inconsistent with different hospitals having different admission thresholds due to varying capacity, quality of on-site diagnostic, or financial incentives.

Analyzing potential channels, we show that three factors: the average distance of patients to the nearest hospital, the propensity of local physicians to refer (otherwise similar) cases to the ED, and the availability of urgent-care centers all contribute to the spatial, supply-side variation in ED use. While these channels are not exhaustive, they do highlight the fact that substitutes and complements for ED services, such as community-based urgent care and office-based primary care, determine in part the variation in ED use.

Taken together, our results highlight the dual purpose of Emergency Departments (in Israel, but presumably more broadly): a gateway to hospital admissions for more severe cases and an outpatient facility focused on treating less severe cases. The evidence we presented shows, repeatedly, that ED access has essentially no impact on healthcare utilization for patients who are sick enough; their demand is inelastic and they will arrive at the ED and be admitted regardless of how far it is or how likely their primary care physician is to refer patients to the ED. In contrast, less severe cases respond to supply conditions in predictable ways, and may substitute to alternate services (UCC, community care, or no care at all), when ED access is more limited.

While not entirely surprising, these results present clear insights for policy. First, consider the policy concern that easier access to ED would lead to an inefficient increase in hospital admissions, and subsequent medical spending. Our results suggest that this is not the case. They suggest that variation in ED use, while important in itself, may be concentrated on the lower end of the severity spectrum, and as such does not necessarily affect variation in hospital admission. Therefore, efforts to influence admissions from the ED should be considered separately from efforts to reduce ED use for low-severity cases.

Second, consider public concerns about crowded EDs and long waiting times. Our results accentuate that low-severity ED visits have high elasticity of substitution with other services, and with the spatial distribution of patients, making it likely that a relatively straightforward way to reduce crowding at EDs, and allow them to focus on the more severe cases, is to increase the availability of substitute services, such as UCCs, which would capture demand for less severe cases.

Finally, our results may inform discussion about the (infrequent) decision to open or close new hospitals. They suggest that severe enough cases are inelastic, and thus would likely find their way to the ED regardless of how dense the hospital network is, suggesting that a new hospital or an expansion of an existing hospital would have a similar effect. In contrast, denser hospital networks may induce demand for less severe cases, thereby increasing healthcare utilization and spending, without noticeable effects on measurable health outcomes (such as admissions or mortality). Naturally, this conclusion holds within the density levels observed in Israel and in other developed countries. How sparse a hospital network could be before these results change—a question that may be critical for more developing countries or more rural areas—is an important question for further work.
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