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Block encoding lies at the core of many existing quantum algorithms. Mean-
while, efficient and explicit block encodings of dense operators are commonly
acknowledged as a challenging problem. This paper presents a comprehensive
study of the block encoding of a rich family of dense operators: the pseudo-
differential operators (PDOs). First, a block encoding scheme for generic PDOs
is developed. Then we propose a more efficient scheme for PDOs with a separa-
ble structure. Finally, we demonstrate an explicit and efficient block encoding
algorithm for PDOs with a dimension-wise fully separable structure. Com-
plexity analysis is provided for all block encoding algorithms presented. The
application of theoretical results is illustrated with worked examples, including
the representation of variable coefficient elliptic operators and the computa-
tion of the inverse of elliptic operators without invoking quantum linear system
algorithms (QLSAs).

1 Introduction
Block encoding [25] is a widely used technique in quantum computing and a crucial

component of many quantum algorithms with a potentially exponential advantage over
classical algorithms, such as quantum phase estimation (QPE) [23, 31], the HHL algorithm
[21], quantum singular value transformation (QSVT) [18] and various quantum linear sys-
tem solvers [1, 13, 24], to name a few. The idea of block encoding is to embed a linear
operator A into a unitary operator UA with larger dimensions after appropriate scaling.
The unitary UA is then converted into a quantum circuit, allowing a quantum computer
to access UA for actual computations.

The potential advantage of quantum algorithms depends critically on efficient and prac-
tical quantum circuits for block-encoding of the operators involved, and the construction
of such circuits can be non-trivial in general. Researchers have constructed block encod-
ing schemes leveraging different structures of the operators studied. For example, a block
encoding scheme is provided in [5, 18] for sparse matrices, and a recipe is presented for
hierarchical matrices in [30]. In this paper, we consider the problem of block encoding
a large family of dense operators: the pseudo-differential operators (PDOs). PDO is a
rich family of linear operators that include many commonly used examples in scientific
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problems, which is typically given in the following form:

Af(x) =
∫
Rd
e2πix·ξa(x, ξ)f̂(ξ)dξ, (1)

where a(x, ξ) ∈ C∞(Rd × Rd) is called the symbol of A and f̂ is the Fourier transform
of f . A major motivation for studying operators with the form (1) is that differential
operators often enjoy a simple representation in the Fourier domain. For example, the
elliptic operator:

A = I − ∇ · (ω(x)∇) (2)

with ω(x) > 0 can be represented in the form of (1) with the symbol

a(x, ξ) = 1 − 2πi∇ω(x) · ξ + 4π2ω(x)|ξ|2. (3)

More generally, anm-th order linear partial differential operator P (x, D) =
∑

|α|≤m aα(x)Dα

with D = − i
2π ∇x can be represented by

Pf(x) =
∫
Rd
e2πix·ξ ∑

|α|≤m

aα(x)ξαf̂(ξ)dξ =
∫
Rd
e2πix·ξP (x, ξ)f̂(ξ)dξ,

where α = (α1, . . . , αd) is the d-dimensional multi-index and |α| =
∑d

j=1 αj . Another
popular example is the translation-invariant operator. Let φξ(x) = e2πix·ξ be a function
of x. If an operator A is translation-invariant, i.e., (Aφξ)(x) = a(ξ)φξ(x), then

Af(x) =
∫
Rd
e2πix·ξa(ξ)f̂(ξ)dξ, (4)

in which case we say that the symbol a(ξ) is a multiplier. Apart from the examples men-
tioned above, the PDO family also contains other operators such as convolution operators,
singular integral operators, etc. Moreover, a space of PDOs is often closed with respect to
many elementary operations under certain conditions. For example, for the operator A in
(4) with symbol a(ξ) ̸= 0, the inverse of A can be simply represented by

A−1f(x) =
∫
Rd
e2πix·ξ 1

a(ξ) f̂(ξ)dξ.

In general, the operator defined by C∞ function a(x, ξ) as in (1) is called a pseudo-
differential operator only if a(x, ξ) satisfies some additional requirements such as

|∂α
x∂

β
ξ a(x, ξ)| ≤ Cαβ⟨ξ⟩m−α−β,

where ⟨ξ⟩ :=
√

1 + |ξ|2, and the space of the corresponding PDOs is denoted by Sm. There
are multiple monographs on PDOs that interested readers can refer to, such as [34, 37].

The PDOs considered in this paper are equipped with a periodic boundary condition
on the space domain Ω = [0, 1]d. The frequency variable ξ thus takes the value on the
integer grid, and the operator A becomes

Af(x) =
∑
ξ∈Zd

e2πix·ξa(x, ξ)f̂(ξ), (5)

where f̂ is the coefficient of the Fourier series of f . In this paper, we derive block encoding
schemes for the PDO (5) based on different additional structures of the symbol a(x, ξ).
First, we present a block encoding scheme for generic symbols a(x, ξ) without additional
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structures. We then point out that the success probability of the quantum circuit can be
significantly improved if the symbol a(x, ξ) can be expanded into series:

a(x, ξ) =
∑

j

αj(x)βj(ξ), (6)

with only O(1) terms. Furthermore, the circuit can be constructed in a much more explicit
way with the help of quantum signal processing (QSP) and quantum eigenvalue transfor-
mation (QET) if the symbol is a sum of fully separable terms, i.e., it can be expanded
as

a(x, ξ) =
∑

j

αj1(x1) · · ·αjd(xd)βj1(ξ1) · · ·βjd(ξd), (7)

with O(1) terms, where x = (x1, . . . , xd) and ξ = (ξ1, . . . , ξd). See Definition 2 and
Section 5 for details. Complexity analysis is included for all block encoding schemes, and
their applications are showcased with specific examples. The contributions of this paper
can be summarized as follows:

• We provide practical block encoding schemes for pseudo-differential operators, includ-
ing algorithms applicable to generic PDOs (see Figure 3), efficient block encoding
for separable PDOs (see Figure 6) and explicit circuits for fully separable PDOs (see
Figure 7). Novel ideas of circuit design, such as the phase multiplication circuit (see
Figure 4) and the prototype for diagonal multiplication (see Figure 8), are included
in the block encoding schemes.

• We conduct comprehensive complexity analysis for the block encoding schemes pro-
posed. The result for complexity analysis includes the success probability, the num-
ber of ancilla qubits needed, and the number of gates used. In addition to theorems
applicable to general cases, we also demonstrate possibilities of improving the com-
plexity results by leveraging particular structures of the problem (see Section 6.1 for
example).

• We demonstrate the usage of our results with explicit examples. One can use our
block-encoding scheme not only as an integrated part of established quantum algo-
rithms but also as an option for conducting operations directly on certain operators.
For the example shown in Section 6.2, we use the idea of symbol calculus to directly
block-encode the inverse of an elliptic operator and the dependence of the complex-
ity on P (the number of discretization points used for each dimension) is at least
quadratically improved compared to previous results for block-encoding the inverse
matrix (see Remark 3).

1.1 Contents
The paper is organized as follows. In Section 2, we specify the notation used in this

paper and provide preliminary results needed in subsequent sections, such as quantum
Fourier transform (QFT), the linear combination of unitaries (LCU), quantum signal pro-
cessing (QSP) and quantum eigenvalue transformation (QET). In Section 3, an algorithm
is given for block encoding of generic symbols. For a separable symbol a(x, ξ) = α(x)β(ξ),
a more efficient block encoding scheme is provided in Section 4. Then a more explicit and
practically feasible block encoding is developed in Section 5 for fully separable symbols
of the form displayed in (7). Finally, Section 6 presents the application of the proposed
block encoding method to two types of widely used PDOs, including a variable coefficient
second-order elliptic operator and the inverse of a constant coefficient elliptic operator.
The paper is ended with a conclusion and discussion for future directions in Section 7.
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1.2 Related works
1.2.1 Block encoding

Most of the previous work [2, 9, 25] assumes that we have access to a matrix by querying
two oracles that encode the locations and values of the non-zero elements of the objective
matrix. Among them, [18]*Lemma 48 provides a general framework to explicitly construct
the block encoding of sparse matrices if we are given these two oracles. Following this
routine, [5] constructs the block encoding of banded circulant matrices, extended binary
tree matrices, and quantum walk operators.

For general non-sparse matrices, it is clearly impossible to block-encode them in loga-
rithmic time, and [4] proposes a near-optimal scheme for block encoding general unstruc-
tured matrices. Many methods are also proposed to implement the block encoding for
full-rank dense matrices with certain structures, such as Toeplitz and Hankel systems [26],
and linear group convolutions [7] based on quantum Fourier transforms. The authors of
[30] introduce a new method for kernel matrices with a hierarchical structure, which can
be applied to non-uniform grids the Fourier transform cannot be used.

1.2.2 Quantum PDE solvers

Along with the development of quantum linear system solvers [9, 13, 18, 21, 24], many
quantum PDE solvers are proposed to take advantage of exponential acceleration. Quan-
tum counterparts of the finite element method (FEM) [28] and the finite difference method
(FDM) [6, 12] emerged for solving Poisson’s equation and wave equation. In [10], adap-
tive finite difference and spectral methods are proposed to improve the dependence of the
complexity on the error ϵ from O(poly(1/ϵ)) to O(polylog(1/ϵ)). It is worth noting that
the process of block encoding the discretized differential operator is often not provided in
these works, and constructing the block encoding for generic partial differential operators
is highly non-trivial.

1.2.3 Numerical algorithms for PDOs

There are also various classical numerical algorithms that compute PDOs efficiently.
For example, [15] exploits the following expansion of symbols:

a(x, ξ) ≈
∑

j

αj(x)βj(ξ).

The paper presents efficient numerical approximations of βj(ξ) with Chebyshev polynomi-
als and hierarchical splines and further reduces the number of terms in the expansion by
SVD or QR decomposition. However, a naive extension to high-dimensional PDOs leads
to exponential overhead, as is the case for most classical methods. This is also one of the
reasons why a quantum implementation of PDOs can be potentially useful.

2 Preliminaries and notations
2.1 Notations

We adopt the commonly used notation for binary numbers: for an integer power of two
P = 2p and any y ∈ {0, . . . , P − 1} if y = y0 + 2y1 + · · · + 2p−1yp−1 = (yp−1yp−2 · · · y0.) in
the binary system, the corresponding quantum state is |y⟩ ≡ |yp−1 . . . y0⟩.
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This extends to an m-tuple x = (x1, . . . , xm) with xj ∈ {0, . . . , P − 1}. The corre-
sponding quantum state is given by |xm⟩ · · · |x1⟩, where |xj⟩ = |xj,p−1 · · ·xj,0⟩ for each
j. For a multivariate function g : {0, . . . , P − 1}m → R, we denote by Dg the diagonal
multiplication operator on the Hilbert space Cmp:

|xm⟩ · · · |x1⟩ → g(x1, . . . , xm) |xm⟩ · · · |x1⟩ . (8)

For a vector v = (v1, v2, . . . , vm), we denote by diag (v) the diagonal matrix with diagonal
elements (v1, v2, . . . , vm).

The notation |v| for a d-dimensional vector v stands for the Euclidean norm
√∑d

j=1 |vj |2,
where vj is the j-th coordinate of v.

We also use the single qubit rotations Ry(θ) = e−i θ
2 Y =

[
cos θ

2 − sin( θ
2)

sin θ
2 cos θ

2

]
and Rz(θ) =

ei θ
2 e−i θ

2 Z =
[
1

eiθ

]
, where Y and Z are the Pauli matrices Y =

[
0 −i
i 0

]
and Z =[

1
−1

]
. The phase gate S =

√
Z denotes the matrix S =

[
1

i

]
. To simplify the

discussion, we assume access to all single qubit rotations, the Hadamard gate, the CNOT
gate, the 2-qubit SWAP gate, and the Toffoli gate when counting the number of elementary
gates used. If one wants to use certain commonly used universal gate sets such as Hadamard
and Toffoli, there will be some overhead linear in the number of gates involved and ploy-
logarithm in the precision ϵ, as bounded by the famous Solovay–Kitaev theorem [22]. There
are also many established results on decomposing commonly seen quantum gates with a
certain universal gate set, such as [14, 32, 36], to name a few.

An (m+ n)-qubit unitary operator U is called a (γ,m, ϵ)-block-encoding of an n-qubit
operator A, if

∥A− γ (⟨0m| ⊗ In)U (|0m⟩ ⊗ In)∥ ≤ ϵ,

where In denotes the n-qubit identity operator. In the matrix form, a (γ,m, ϵ)-block-
encoding is a 2m+n dimensional unitary matrix

U =
(
Ã/γ ∗

∗ ∗

)

where ∗ can be any block matrices of the correct size and ∥Ã−A∥ ≤ ϵ. In addition, when
A is a Hermitian matrix, it is possible to construct UA such that it is also Hermitian, in
which case it is called a (γ,m, ϵ)-Hermitian-block-encoding of A. The error ϵ is omitted in
the notation of block encodings if ϵ = 0.

For an n-qubit system, the quantum Fourier transform (QFT) is an implementation of

UFT |j⟩ = 1√
N

N−1∑
k=0

e2πi kj
N |k⟩ , (9)

where N = 2n, using a circuit UFT with O(n2) elementary gates and no ancilla qubit. The
elementary gates involved include 2-qubit swap gates and 2-qubit controlled rotation gates.
We refer the readers to [11, 31] for more details on QFT. If only an approximation of UFT
is needed, one can use approximated QFT [29], which has gate complexity O(n log(n/ϵ)),
where ϵ is the spectral norm error of the approximation.
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2.2 Linear combination of unitaries (LCU)
Given a few block-encoded matrices, a block encoding of a certain linear combination

of them is often needed in practice. To this end, the linear combination of unitaries (LCU)
technique has been developed ([2, 9, 18]). For example, for two matrices A and B, a block
encoding of A + B can be given by the circuit in Figure 1, where UA and UB are block
encodings of A and B, respectively.

|0⟩ H • H

|ψ⟩ UA UB

Figure 1: LCU for two unitaries

For general linear combinations, we recall the following result from [18] for general
linear combinations.

Lemma 1. For a vector y ∈ Cm with ∥y∥1 ≤ β, assume we have

1. a pair of unitaries (UL, UR) with shape 2b × 2b such that UL |0b⟩ =
∑2b−1

j=0 cj |j⟩,
UR |0b⟩ =

∑2b−1
j=0 dj |j⟩,

∑m−1
j=0 |βc∗

jdj − yj | < ϵ1 and
∑2b−1

j=m |c∗
jdj | = 0, and

2. a unitary W =
∑m−1

j=0 |j⟩ ⟨j|⊗Uj +
∑2b−1

j=m |j⟩ ⟨j|⊗Ia+s where each Uj is an (α, a, ϵ2)-
block-encoding of Aj for j = 0, 1, . . . ,m− 1,

then (U †
L ⊗ Ia+s)W (UR ⊗ Ia+s) is an (αβ, a+ b, αϵ1 + βϵ2)-block-encoding of

∑m−1
j=0 yjAj,

where Ia+s denotes the identity operator with size 2a+s × 2a+s.

2.3 Quantum eigenvalue transformation and quantum signal processing
Given a Hermitian block encoding of Hermitian matrix A, one can construct a block

encoding of f(A) for a certain function f using the qWeET) technique [18, 25]. Let
fe(x) = 1

2(f(x)+f(−x)) and fo(x) = 1
2(f(x)−f(−x)) be the even and odd part of f(x),

respectively. The standard procedure consists of the following steps, where we assume that
f(x) is properly scaled such that ∥fe∥ < 1, ∥fo∥ < 1, and ∥ · ∥ denotes the L∞ norm on
[−1, 1].

1. Approximate fe and fo with degree degfe(ϵ) even polynomial f̃e and degree degfo(ϵ)
odd polynomial f̃o, respectively, such that ∥f̃e − fe∥ + ∥f̃o − fo∥ < ϵ and ∥f̃e∥ ≤ 1,
∥f̃o∥ ≤ 1.

2. Find two sequences of phase factors (ϕe
0, . . . , ϕ

e
degfe (ϵ)), (ϕ

o
0, . . . , ϕ

o
degfo (ϵ)) with each el-

ement in[−π, π] using quantum signal processing (QSP) such that f̃e(x) = Re(pe(x)),
f̃o(x) = Re(po(x)), where pe and po are complex polynomials with degree degfe(ϵ)
and degfo(ϵ), respectively, given by[
p(x) r(x)
r∗(x) p∗(x)

]
= eiϕ0Zei arccos xXeiϕ1Zei arccos xX · · · eiϕdegf (ϵ)−1Z

ei arccos xXe
iϕdegf (ϵ)Z

.

(10)
Here, the superscripts e and o are omitted for simplicity. The phase factors are then
used in the QET circuit shown in Figure 2(b) to construct block encodings Ufe(A)
and Ufo(A), where the controlled rotation gate CRϕ is described in Figure 2(a)
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3. Combine the block encodings Ufe(A) and Ufo(A) with the LCU circuit in Figure 1 to
form the block encoding Uf(A)

e−iϕZ

(a) CRϕ.

|0⟩ H
CRϕτ CRϕτ−1

· · ·
CRϕ0

H

|0m⟩
UA UA

· · ·
UA

|ψ⟩ · · ·
(b) Quantum eigenvalue transformation.

Figure 2: (a): Circuit for the controlled rotation gate CRϕ. (b): Circuit for quantum eigenvalue
transformation. The circuit in (b) gives a block encoding for URe(p(A)) based on the block encoding
UA and phase factors (ϕ0, . . . , ϕτ ), where τ = degf (ϵ) and the polynomial p(x) and the phase factors
satisfy (10).

There are several methods to find the phase factors (ϕe
0, . . . , ϕ

e
degf (ϵ)) and (ϕo

0, . . . , ϕ
o
degf (ϵ))

in [−π, π]degf (ϵ)+1 in a stable and efficient way. For example, we refer to [8, 16, 17, 20, 38]
for more details. We summarize the procedure given above in Lemma 2 below, where we
assume that f is either even or odd for simplicity.

Lemma 2. For an even (resp. odd) function f : R → R and an (α,m)-Hermitian-block-
encoding of A denoted as UA, there is an (αCf ,m + 1, ϵ)-block-encoding of f(A) with
gate complexity O(degf (ϵ)(GA +m)) using the circuit shown in Figure 2(b), where Cf ≥
max{1, ∥f∥} is a scaling factor, GA is the gate complexity of UA and degf (ϵ) is the smallest
integer such that there exists an even (resp. odd) polynomial f̃ with a degree bounded by
degf (ϵ) satisfying ∥f − Cf f̃∥ < ϵ and ∥f̃∥ ≤ 1. The phase factors (ϕ0, . . . , ϕdegf (ϵ)) in
Figure 2(b) are related with f̃ through (10) and f̃ = Re(p).

2.4 Discretization of pseudo-differential operators
As mentioned in Section 1, the PDO considered in this paper is defined for periodic

functions on Ω = [0, 1]d:
Af(x) =

∑
ξ∈Zd

e2πix·ξa(x, ξ)f̂(ξ).

In most numerical treatments, the function f is given on a discrete grid X = { x
P ≡

(x1
P , . . . ,

xd
P ) : xj ∈ {0, 1, . . . , P − 1}}, where P = 2p is the number of discrete points used

for each dimension. Notice that here we slightly abuse the notation by reusing x for the
integer index of the grid points. Since the space variable takes value on the Cartesian grid
X, the frequency domain is discretized correspondingly on {−P

2 , . . . ,
P
2 − 1}d, which leads

to the discretized PDO:

Af(x) ≡
∑

ξ∈{− P
2 ,..., P

2 −1}d

e2πix·ξ/Pa(x
P
, ξ)f̂(ξ), x ∈ Ξ, (11)

where Ξ = {0, 1, . . . , P − 1}d. We adopt an abuse of notation and denote the discretized
PDO by A too.

Though the frequency variable ξ is discretized on {−P
2 , . . . ,

P
2 − 1}d in (11), by the

convention of discrete Fourier transform (DFT) and fast Fourier transform (FFT), the
frequency (P/2, . . . , P − 1) is often identified with (−P/2, . . . ,−1), respectively, since P
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is a period for the frequency variable after DFT. In other words, the discretized PDO can
be written as

Af(x) =
∑
ξ∈Ξ

e2πix·ξ/P ã(x
P
, ξ)f̂(ξ), x ∈ Ξ = {0, 1, . . . , P − 1}d,

where

ã(x, ξ) ≡ a

x, ξ − P
∑

ξj≥P/2
ej

 ,
and ej is the j-th standard basis vector in Cd. As an example, when d = 1, we have

ã(x, ξ) =
{
a(x, ξ), 0 ≤ ξ < P/2,
a(x, ξ − P ), P/2 ≤ ξ < P.

To simplify the notation and avoid repetitive use of P , we further define

ă(x, ξ) ≡ ã(x
P
, ξ), (12)

and the discretized PDO becomes

Af(x) =
∑
ξ∈Ξ

e2πix·ξ/P ă(x, ξ)f̂(ξ), x ∈ Ξ. (13)

It is clear that sup |ă| = sup |a|. In what follows, we also refer to ă as the symbol of the
PDO to be computed.

3 Block encoding for generic symbols
This section is concerned with the block encoding of the PDO (11) (or rather (13)) with

a generic symbol a(x, ξ), without assuming any additional structure. In order to compute
the PDO in (13), a simple strategy is to first lift the state to the phase space Ξ × Ξ. Then
the multiplication of ă(x, ξ) in (13) can be performed by diagonal matrix block encodings.
Combining the QFT circuit and the block encoding of diagonal matrices, one can construct
the entire circuit as illustrated in Figure 3.

|0pd⟩ H⊗pd

U⊗d
ph

Uă

1
|Af |

∑
x,ξ ă(x, ξ)e

2πix·ξ
P f̂(ξ) |x⟩

1
|f |
∑

x f( x
P ) |x⟩ U †

FT
⊗d

H⊗pd

|0b⟩

Figure 3: Circuit that implements the PDO in (13) with a generic symbol. Here b is the number of
ancilla qubits needed for Uă, H is the Hadamard gate, 1

|f |
∑

x f( x
P ) |x⟩ is the normalized input data ,

UFT is the QFT circuit, Uph and Uă are the circuits that perform the multiplication of e2πix·ξ/P and
ă(x, ξ) in (13), and the desired output is obtained with normalizing factor 1

|Af | when getting |0pd+b⟩
for the pd+ b qubits on the bottom.

Now we explain the circuit displayed in Figure 3 in more detail. First, we assume that
the information of the function f is prepared by a normalized vector 1

|f |
∑

x f( x
P ) |x⟩, where
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|f | is the normalization factor

|f | =

√√√√∑
x∈Ξ

∣∣∣∣f (x

P

)∣∣∣∣2,
and Ξ = {0, 1, . . . , P − 1}d. For functions f with certain properties such as integrability,
the state 1

|f |
∑

x f( x
P ) |x⟩ can be constructed efficiently (see [19] for more details). For the

rest of the paper, we assume the accessibility of the state 1
|f |
∑

x f( x
P ) |x⟩ as an input.

Step 1. Apply QFT and lift the input state to the phase space. We first obtain the
representation of f in the frequency domain by QFT. After applying the (inverse) QFT to
the state 1

|f |
∑

x f( x
P ) |x⟩ for d times, we get

1
|f |

1√
P d

∑
ξ

∑
x

f(x
P

)e−2πiξ·x/P |ξ⟩ =
√
P d

|f |
∑
ξ

f̂(ξ) |ξ⟩ . (14)

Then the state 1
|f |
∑

x,ξ f̂(ξ) |x⟩ |ξ⟩ is obtained by applying the Hadamard gates H⊗pd to
the x-register and putting both registers together.

Step 2. Multiply the phase e2πix·ξ/P with Uph. A naive way of multiplying the phase
e2πix·ξ/P is to use Proposition 19, which involves many ancilla qubits and reduces the
success probability. Here, we develop an efficient implementation for multiplication without
involving any extra error or ancilla qubits in the following lemma.

Lemma 3. The 2p-qubit circuit Uph displayed in Figure 4 implements the unitary operator:

|x⟩ |ξ⟩ 7→ e2πixξ/P |x⟩ |ξ⟩ , 0 ≤ x, ξ < P, (15)

with O(p2) gate complexity precisely without ancilla qubits.

|x0⟩ Rp Rp−1 · · · R1 · · · · · ·
|x1⟩ · · · Rp−1 Rp−2 · · · R1 · · ·

...
...

...
...

|xp−1⟩ · · · · · · · · · R1

|ξ0⟩ • · · · • · · · · · · •
|ξ1⟩ • · · · • · · · · · ·

...
...

...
...

|ξp−2⟩ · · · · · · • · · ·
|ξp−1⟩ · · · • · · · · · ·

Figure 4: Circuit for Uph, the phase multiplication |x⟩ |ξ⟩ 7→ e2πixξ/P |x⟩ |ξ⟩. Here Rj = |0⟩ ⟨0| +
e2πi·2−j |1⟩ ⟨1| is a rotation operator.

Proof. The idea of the construction is similar to the implementation of QFT, which is
based on bit-wise controlled rotation. We first write the binary representation of integers

x = (xp−1 · · ·x0.), ξ = (ξp−1 · · · ξ0.),
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and do the following calculation:

e2πixξ/P |x⟩ |ξ⟩ =

p−1∏
j=0

p−1∏
k=0

e2πixjξk·2j+k−p

 |xp−1 · · ·x0⟩ |ξp−1 · · · ξ0⟩

=

 ∏
0≤j+k<p

e2πixjξk·2j+k−p

 |xp−1 · · ·x0⟩ |ξp−1 · · · ξ0⟩

=

p−1∏
k=0

e2πix0ξk·2k−p

 |x0⟩

⊗ · · · ⊗
(( 0∏

k=0
e2πixp−1ξk·2k−1

)
|xp−1⟩

)
⊗ |ξp−1 · · · ξ0⟩ ,

(16)

where the second equality is true because e2πixjξk·2j+k−p = 1 when j + k ≥ p. The circuit
corresponding to the unitary in (16) can be implemented by a series of controlled rotations

|xj⟩ Rp−j−k e2πixjξk·2j+k−p |xj⟩

|ξk⟩ • |ξk⟩

.

where Rj = Rz(π/2j−1) = |0⟩ ⟨0| + e2πi·2−j |1⟩ ⟨1|. Finally, the circuit shown in Figure 4 is
obtained after arranging the controlled rotations in the corresponding places.

Rewriting the state 1
|f |
∑

x,ξ e
2πix·ξ/P f̂(ξ) |x⟩ |ξ⟩ as

1
|f |
∑
x,ξ

e2πixdξd/P · · · e2πix1ξ1/P f̂(ξ) |x⟩ |ξ⟩ ,

then the map from 1
|f |
∑

x,ξ f̂(ξ) |x⟩ |ξ⟩ to 1
|f |
∑

x,ξ e
2πix·ξ/P f̂(ξ) |x⟩ |ξ⟩ can be performed by

applying Lemma 3 for d times to the register pairs (xd, ξd), . . . , (x1, ξ1). The corresponding
circuit is denoted as U⊗d

ph and involves O(p2d) elementary gates with no ancilla qubits. After
the multiplication of U⊗d

ph , one obtains the state 1
|f |
∑

x,ξ e
2πix·ξ/P f̂(ξ) |x⟩ |ξ⟩.

Step 3. Multiply the symbol ă(x, ξ). The next component in Figure 3 is the diagonal
multiplication Uă, which is designed to approximate the map

1
|f |
∑
x,ξ

e2πix·ξ/P f̂(ξ) |x⟩ |ξ⟩ |0b⟩ 7→ 1
Ca|f |

∑
x,ξ

ă(x, ξ)e2πix·ξ/P f̂(ξ) |x⟩ |ξ⟩ |0b⟩ + ⊥, (17)

where Ca > 0 is a constant that depends on ă(x, ξ), b is the number of ancilla qubits used
for Uă and ⊥ is an unnormalized state that is orthogonal to any state of the form |x⟩ |ξ⟩ |0b⟩.
As mentioned earlier, the idea is to treat (x, ξ) as a 2d-dimensional variable and utilize the
result from arithmetic circuit construction. Leveraging the reversible computational model
and the uncomputation technique, any classical arithmetic operation can be implemented
by a quantum circuit efficiently. More specifically, one can construct a corresponding
quantum circuit using O(polylog(1

ϵ )) ancilla qubits and O(polylog(1
ϵ )) gates, where ϵ is the

precision one wants to achieve (Cf. [31, 32]). We state a general result for an efficient block
encoding of diagonal matrices Dg, as defined in (8), which is summarized in Proposition 4.
A similar idea has been used in [19] to create a given state, in [21] to construct the
reciprocals of the eigenvalues and in [35] to implement the diagonal preconditioner.

Proposition 4. Assume that g : Rm → R is a smooth arithmetic function with sup |g| <
∞. Then there is an (C,O(polylog(1

ϵ )+poly(mp)), ϵ)-block-encoding of Dg with O(polylog(1
ϵ )+

poly(mp)) gates, where Dg is a diagonal operator on the Hilbert space Cmp defined in (8),
and C ≥ sup |g|.

Accepted in Quantum 2023-05-29, click title to verify. Published under CC-BY 4.0. 10



Proof. The circuit Ug is constructed as follows. Let t = ⌈log2(Cπ
ϵ )⌉, and let θ(x1, . . . , xm)

be a map that gives |θsgnθt−1θt−2 . . . θ0⟩, where (.θt−1θt−2 . . . θ0) is the closest t-bit fixed-
point representation of 1

π arcsin(|g(x1, . . . , xm)|/C), and θsgn is assigned the value 0 if
g ≥ 0 and the value 1 otherwise. For an arbitrary basis state |xm⟩ · · · |x1⟩, we consider the
system with t+ 2 ancilla qubits |0⟩ |xm⟩ · · · |x1⟩ |0t+1⟩. Here |xj⟩ = |xj,p−1 · · ·xj,0⟩ for each
j. Using the reversible computational model and uncomputation ([31, 32]), the classical
circuit:

|0⟩ |xm⟩ · · · |x1⟩ |0t+1⟩ → |0⟩ |xm⟩ · · · |x1⟩ |θsgnθt−1θt−2 . . . θ0⟩

can be constructed with O(poly(t) + poly(mp)) gates and O(poly(mp)) ancilla qubits.
Then we apply the circuit in Figure 5 on the t+ 2 ancilla qubits. The state obtained is:

(−1)θsgn(cos(π(.θt−1 . . . θ0)) |1⟩ + sin(π(.θt−1 . . . θ0)) |0⟩) |xm⟩ · · · |x1⟩ |θsgnθt−1θt−2 . . . θ0⟩ ,

which can then be mapped to

(−1)θsgn(cos(π(.θt−1 . . . θ0)) |1⟩ + sin(π(.θt−1 . . . θ0)) |0⟩) |xm⟩ · · · |x1⟩ |0t+1⟩ ,

via uncomputation.
Since |(.θt−1 . . . θ0)− 1

π arcsin(|g(x1, . . . , xm)|/C)| < ϵ
Cπ , we have |(−1)θsgn sin(π(.θt−1 . . . θ0))−

1
C g(x1, . . . , xm))| < ϵ

C , which means the desired state 1
C g(x1, . . . , xm) |xm⟩ · · · |x1⟩ is ob-

tained with error at most ϵ
C upon measuring the ancilla qubits and getting |0t+2⟩.

|0⟩ Z Ry(π) Ry(π/2) · · · Ry(π/2t−1) X

|θsgn⟩ •

|θt−1⟩ •

|θt−2⟩ •
· · ·

|θ0⟩ •
Figure 5: The controlled rotation part of Ug.

As a result of applying the block encoding given in Proposition 4 with m = 2d, g = ă
and ϵ replaced by ϵ/

√
P d to the state 1

|f |
∑

x,ξ e
2πix·ξ/P f̂(ξ) |x⟩ |ξ⟩ |0b⟩, one obtains the

state
|ϕ⟩ |0b⟩ + ⊥,

using O(polylog(1
ϵ ) + poly(pd)) ancilla qubits and O(polylog(1

ϵ ) + poly(pd)) gates where∥∥∥∥∥∥|ϕ⟩ − 1
Ca|f |

∑
x,ξ

ă(x, ξ)e2πix·ξ/P f̂(ξ) |x⟩ |ξ⟩

∥∥∥∥∥∥ < ϵ√
P dCa

, (18)

and Ca ≥ sup |a| = sup |ă| is a constant. Here |ϕ⟩ denotes an unnormalized 2pd-qubit state
and ⊥ is an unnormalized state orthogonal to all state with the form |x⟩ |ξ⟩ |0b⟩.

Step 4. Sum over the frequency variable. Finally, after applying the Hadamard gate
H⊗pd to the ξ registers, we obtain the state(

(Ipd ⊗ |0pd⟩)(Ipd ⊗ ⟨0pd|)(Ipd ⊗H⊗pd) |ϕ⟩
)

|0b⟩ + ⊥̃, (19)
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where ⊥̃ is an unnormalized state that is orthogonal to all states of the form |x⟩ |0pd+b⟩
and ∥∥∥∥ ((Ipd ⊗ |0pd⟩)(Ipd ⊗ ⟨0pd|)(Ipd ⊗H⊗pd) |ϕ⟩

)
|0b⟩

− 1√
P d|f |Ca

∑
x,ξ

ă(x, ξ)e2πix·ξ/P f̂(ξ) |x⟩ |0pd⟩ |0b⟩
∥∥∥∥ < ϵ√

P dCa

,
(20)

which can be seen from (18). Therefore, one obtains the desired state on the x registers
upon measuring |0pd⟩ for the ξ registers and |0b⟩ for the ancilla qubits. Notice that there
is an extra scaling factor 1√

P d
due to the application of Hadamard gates, so the success

probability is O(2−pd). The complete circuit we use is exactly the one shown in Figure 3.
The block encoding scheme of the PDO (13) constructed in this section can be sum-

marized in the following theorem:

Theorem 5. For a generic symbol a(x, ξ), a block encoding of the corresponding dis-
cretized PDO defined by (13) can be (2

pd
2 Ca,O(poly(pd) + polylog(1/ϵ)), ϵ)-block-encoded

using the circuit displayed in Figure 3 with gate complexity O(poly(pd) + polylog(1/ϵ)),
where Ca ≥ sup |a| is a constant.

Challenge. Despite being applicable to generic symbols, one can observe from (20)
that the success probability of the circuit in Figure 3 can be low when pd is large. In the
following sections, we show that this challenge can be overcome when the symbol a(x, ξ)
has additional structures.

4 Efficient block encoding for separable symbols
As explained in Section 3, the circuit designed as in Figure 3 suffers from exponentially

small success probability, despite being simple and applicable to generic PDOs. In this
section, we are concerned with symbols with particular structures and an efficient block
encoding of the corresponding PDOs with O(1) success probability is constructed.

4.1 Separable symbols
We first give the following definition for separable symbols.

Definition 1. A symbol a(x, ξ) is separable if a(x, ξ) = α(x)β(ξ).

As explained in Section 2.4, we identify the frequency (P/2, . . . , P−1) with (−P/2, . . . ,−1),
respectively, since P is a period for the frequency variable after DFT. We also define

ᾰ(x) = α(x
P

), β̆(ξ) = β

ξ − P
∑

ξj≥P/2
ej

 , (21)

where ej is the j-th standard basis vector in Cd. With help of the notations (21), the PDO
(11) becomes

Af(x) =
∑
ξ∈Ξ

e2πix·ξ/P ᾰ(x)β̆(ξ)f̂(ξ), x ∈ Ξ = {0, 1, . . . , P − 1}d, (22)

It is clear from the definition that ᾰ is P -periodic since α is 1-periodic, and we also have
sup |α| = sup |ᾰ|, sup |β| = sup |β̆|.
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|0b2⟩
Uᾰ

1
|f |
∑

x f( x
P ) |x⟩ U †

FT
⊗d

Uβ̆

UFT
⊗d 1

|Af |
∑

x,ξ ᾰ(x)β̆(ξ)e2πix·ξ/P f̂(ξ) |x⟩

|0b1⟩

Figure 6: Circuit for an efficient block encoding for separable PDOs (22). Here b1, b2 are the number
of ancilla qubits needed for Uβ̆ and Uᾰ, respectively, 1

|f |
∑

x f( x
P ) |x⟩ is the normalized input data, UFT

is the QFT circuit, Uβ̆ , and Uᾰ are the block encodings of Dβ̆ and Dᾰ, respectively, and the desired
output is obtained with normalizing factor 1

|Af | when getting |0b1+b2⟩ for the b1 + b2 ancilla qubits. Dβ̆

and Dᾰ are diagonal matrices defined in (8).

For the PDO (22), we propose an efficient block encoding illustrated by the following
circuit.

For the rest of this section, we explain the circuit in Figure 6 with more details and
show that it significantly improves the success probability compared with Figure 3. The
circuit begins with a QFT step similar to that in Figure 3.

Step 1. Apply QFT and multiply the factor β̆(ξ). With the same argument as (14),
one obtains the state: √

P d

|f |
∑
ξ

f̂(ξ) |ξ⟩ |0b1+b2⟩ ,

after applying the QFT gates U †
FT

⊗d
. Now that the input is represented on the frequency

domain, one can naturally implement the multiplication of the factor β̆(ξ) since it only
depends on the frequency variable ξ. The corresponding block Uβ̆ can be constructed using
Proposition 4 with m = d, g = β̆ and ϵ replaced by ϵ

2Cα
, where the constant Cα ≥ sup |α|.

Then one obtains the state
(|ϕ1⟩ |0b1⟩ + ⊥1) |0b2⟩ , (23)

where ⊥1 is an unnormalized state orthogonal to all states of the form |ξ⟩ |0b1⟩ and |ϕ1⟩
satisfies ∥∥∥∥∥∥|ϕ1⟩ −

√
P d

Cβ|f |
∑
ξ

β̆(ξ)f̂(ξ) |ξ⟩

∥∥∥∥∥∥ < ϵ

2CαCβ
, (24)

using O(poly(pd)+polylog(1/ϵ)) gates and b1 = O(poly(pd)+polylog(1/ϵ)) ancilla qubits.
Here Cβ ≥ sup |β| is a constant.

Step 2. Apply QFT and multiply the factor ᾰ(x). In order to multiply the factor
ᾰ(x) in the symbol, we apply QFT and convert the state to the space domain. Since√
P dUFT

⊗d∑
ξ β̆(ξ)f̂(ξ) |ξ⟩ =

∑
x,ξ β̆(ξ)e2πix·ξ/P f̂(ξ) |x⟩, we have∥∥∥∥∥∥UFT

⊗d |ϕ1⟩ − 1
Cβ|f |

∑
x,ξ

β̆(ξ)e2πix·ξ/P f̂(ξ) |x⟩

∥∥∥∥∥∥
=

∥∥∥∥∥∥UFT
⊗d |ϕ1⟩ − UFT

⊗d

√
P d

Cβ|f |
∑
ξ

β̆(ξ)f̂(ξ) |ξ⟩

∥∥∥∥∥∥
=

∥∥∥∥∥∥|ϕ1⟩ −
√
P d

Cβ|f |
∑
ξ

β̆(ξ)f̂(ξ) |ξ⟩

∥∥∥∥∥∥ < ϵ

2CαCβ
,

(25)
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where we have used (24) in the last line. By using Proposition 4 again with m = d,
g = ᾰ and ϵ replaced by ϵ

2Cβ
, the state |ϕ1⟩ |0b2⟩ is mapped to |ϕ2⟩ |0b2⟩ + ⊥2, where ⊥2

is an unnormalized state orthogonal to all state of the form |x⟩ |0b2⟩ and |ϕ2⟩ satisfies
∥ |ϕ2⟩ − 1

Cα
DᾰUFT

⊗d |ϕ1⟩ ∥ < ϵ
2CαCβ

. In this step, O(poly(pd) + polylog(1/ϵ)) gates and
b2 = O(poly(pd)+polylog(1/ϵ)) ancilla qubits are used. The image of ⊥1 is still orthogonal
to all states of the form |ξ⟩ |0b1⟩ since the b1 ancilla qubits used in the previous step are
unchanged. Therefore, the final state is

|ϕ2⟩ |0b1+b2⟩ + ⊥, (26)

where ⊥ is an unnormalized state orthogonal to all states of the form |x⟩ |0b1+b2⟩ and |ϕ2⟩
satisfies∥∥∥∥∥∥CαCβ |ϕ2⟩ − 1

|f |
∑
x,ξ

ᾰ(x)β̆(ξ)e
2πix·ξ

P f̂(ξ) |x⟩

∥∥∥∥∥∥
≤CαCβ

∥∥∥∥|ϕ2⟩ − 1
Cα

DᾰUFT
⊗d |ϕ1⟩

∥∥∥∥+ Cβ

∥∥∥∥∥∥DᾰUFT
⊗d |ϕ1⟩ − 1

Cβ|f |
∑
x,ξ

ᾰ(x)β̆(ξ)e
2πix·ξ

P f̂(ξ) |x⟩

∥∥∥∥∥∥
<
ϵ

2 + Cβ

∥∥∥∥∥∥DᾰUFT
⊗d |ϕ1⟩ −Dᾰ

1
Cβ|f |

∑
x,ξ

β̆(ξ)e2πix·ξ/P f̂(ξ) |x⟩

∥∥∥∥∥∥
≤ ϵ

2 + Cβ sup |ᾰ|

∥∥∥∥∥∥UFT
⊗d |ϕ1⟩ − 1

Cβ|f |
∑
x,ξ

β̆(ξ)e2πix·ξ/P f̂(ξ) |x⟩

∥∥∥∥∥∥ < ϵ

2 + ϵ

2 = ϵ,

(27)
where we have used the inequality (25) and the fact that Cα ≥ sup |α| = sup |ᾰ| in the
last line. By checking the definition of block encoding and adding up the gates and ancilla
qubits used, we obtain the following theorem.

Theorem 6. If a(x, ξ) = α(x)β(ξ) is a separable symbol as defined in Definition 1, then
the discretized PDO (22) can be (CαCβ,O(poly(pd)+polylog(1/ϵ)), ϵ)-block-encoded using
the circuit displayed in Figure 6 with gate complexity O(poly(pd) + polylog(1/ϵ)), where
Cα, Cβ > 0 are constants such that Cα ≥ sup |α| and Cβ ≥ sup |β|.

Remark 1. In contrast to the result in Theorem 5, one can observe that the exponential
factor 2

pd
2 is removed, and thus the success probability for the circuit in Figure 6 is

improved exponentially compared to the one in Figure 3.

4.2 Linear combination of separable terms
With the block encoding for PDOs with separable symbols ready, the PDO for a linear

combination of separable terms, i.e.,

a(x, ξ) =
m−1∑
j=0

yjaj(x, ξ) =
m−1∑
j=0

yjαj(x)βj(ξ),

can also be block-encoded, thanks to LCU (see Section 2.2). More precisely, we have the
following corollary.

Corollary 7. For a linear combination of separable symbols a(x, ξ) =
∑m−1

j=0 yjaj(x, ξ) =∑m−1
j=0 yjαj(x)βj(ξ), where sup |αj | ≤ 1, sup |βj | ≤ 1 and y ∈ Cm with ∥y∥1 ≤ δ, as-

sume that (UL, UR) is a pair of unitaries described in Lemma 1 with ϵ1 = ϵ, and W =
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∑m−1
j=0 |j⟩ ⟨j|⊗Uj +

∑2b−1
j=m |j⟩ ⟨j|⊗Ia+s, where each Uj is a (1, a, ϵ)-block-encoding of the dis-

cretized PDO Aj associated with symbol aj(x, ξ) (see (22)) constructed in Theorem 6 with
a = O(poly(pd)+polylog(1/ϵ)). Then (U †

L⊗Ia+s)W (UR⊗Ia+s) is a (δ, a+b, (1+δ)ϵ)-block-
encoding of

∑m−1
j=0 yjAj, where Ia+s denotes the identity operator with size 2a+s × 2a+s.

The gate complexity of the corresponding circuit is O(m(poly(pd) + polylog(1/ϵ))).

5 Efficient block encoding for fully separable symbols with explicit cir-
cuits

For separable symbols, the circuit presented in Figure 6 significantly increases the
success probability compared to the one in Figure 3. However, this relies on circuits for
arithmetic functions (see Proposition 4), which can still be challenging to construct in
practice. In this section, we develop a more explicit circuit with the help of QSP and QET
(see Section 2.3).

5.1 Dimension-wise fully separable symbols
To begin with, we consider the fully separable symbols defined as follows.

Definition 2. A symbol a(x, ξ) is called fully separable if a(x, ξ) = α(x)β(ξ) with α(x) =
α1(x1) · · ·αd(xd) and β(ξ) = β1(ξ1) · · ·βd(ξd) where each function in the set {αk}d

k=1 ∪
{βk}d

k=1 is a real even function, a real odd function or an exponential function of the form
f(y) = exp(iθy) for some real parameter θ.

Similar with (21), we introduce the following notations:

ᾰk(xk) = αk(xk

P
), β̆k(ξk) =

{
βk(ξk), 0 ≤ ξk < P/2
βk(ξk − P ), P/2 ≤ ξk < P

, k = 1, 2, . . . , d. (28)

Then the discretized PDO (11) becomes

Af(x) =
∑
ξ∈Ξ

e2πix·ξ/P

(
d∏

k=1
ᾰk(xk)

)(
d∏

k=1
β̆k(ξk)

)
f̂(ξ), x ∈ Ξ = {0, 1, . . . , P − 1}d.

(29)
In order to block-encode the PDO (29), we adopt the following circuit, as shown in Figure 7,
which is similar with the one in Figure 6:

|02d⟩ ⊗d
k=1 Uᾰk

1
|f |
∑

x f( x
P ) |x⟩ U †

FT
⊗d ⊗d

k=1 Uβ̆k

UFT
⊗d 1

|Af |
∑

xAf( x
P ) |x⟩

|02d⟩

Figure 7: Circuit for an explicit and efficient block encoding for fully separable PDOs (29). Here
1

|f |
∑

x f( x
P ) |x⟩ is the normalized input data, UFT is the QFT circuit, Uβ̆k

and Uᾰk
are the block

encodings of Dβ̆k
and Dᾰk

, respectively, and the desired output is obtained with normalizing factor
1

|Af | when getting |0b1+b2⟩ for the b1 + b2 ancilla qubits. Here Dβ̆k
and Dᾰk

are diagonal matrices
defined in (8).
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Exploiting the fully separable structure of the symbol, one can construct explicit cir-
cuits for the diagonal multiplications shown in Figure 7 by leveraging QSP and QET (see
Section 2.3). To this end, we first introduce a lemma that gives Hermitian block encod-
ings for two diagonal multiplication prototypes that allow us to build the QET circuit
afterward. More specifically, by combining a series of single-qubit rotations, one can con-
struct a diagonal matrix with diagonal elements {exp(ijθ)}P −1

j=0 . Then one can build a
diagonal matrix with diagonal elements {sin(ijθ)}P −1

j=0 using a simple LCU circuit, from
which a diagonal matrix with diagonal elements {g(ijθ)}P −1

j=0 can be built with QET for
some smooth function g. Since the grid points of the frequency variables are taken as
{−P

2 ,−
P
2 + 1, . . . , P

2 − 1}, one also needs the corresponding diagonal matrices where the
index j takes values in {−P

2 ,−
P
2 + 1, . . . , P

2 − 1} rather than from 0 to P . We denote
the corresponding matrices by subscript − as opposed to + if the index j goes from 0 to
P . During the preparation of this paper, we notice that a similar result is built in [27]
independently.

Lemma 8. For a fixed P = 2p, let v−, v+ be the vectors:

v− =
(

0, 1, . . . , P2 − 1,−P

2 ,−
P

2 + 1, . . . ,−1
)
,

and
v+ =

(
0, 1, . . . , P2 − 1, P2 ,

P

2 + 1, . . . , P − 1
)
,

respectively, and D−, D+ be the diagonal matrices diag (v−), diag (v+), respectively. Then
there is an (1, 1)-Hermitian-block-encoding of sin(θDσ) with gate complexity 2p+ 5, where
σ ∈ {−,+} and θ > 0 is a parameter.
Proof. For an arbitrary parameter θ > 0, we first construct matrices R− = exp(iθD−)
and R+ = exp(iθD+) with quantum circuits. Using the binary representation of ξ, we get

R− |ξp−1 · · · ξ0⟩ = ei((−ξp−1)ξp−2···ξ0.)θ |ξp−1 · · · ξ0⟩ ,

and
R+ |ξp−1 · · · ξ0⟩ = ei(ξp−1···ξ0.)θ |ξp−1 · · · ξ0⟩ .

Then

R+ |ξp−1 · · · ξ0⟩ = ei(ξp−1···ξ0.)θ |ξp−1 · · · ξ0⟩ = e
i
∑

j
ξj2jθ |ξp−1 · · · ξ0⟩

=
∏
j

eiξj2jθ
⊗

j

|ξj⟩ =
⊗

j

eiξj2jθ |ξj⟩ =
⊗

j

Rz(2jθ) |ξj⟩ ,

and
R− |ξp−1 · · · ξ0⟩ = e−iξp−12pθR+ |ξp−1 · · · ξ0⟩ =

⊗
j

Rz((−1)δj,p−12jθ) |ξj⟩ ,

so R+ =
⊗

j Rz(2jθ) and R− =
⊗

j Rz((−1)δj,p−12jθ), where Rz is the single qubit rotation
defined in Section 2.1. Let Uσ be the circuit displayed in Figure 8, where σ ∈ {−,+}, then
Uσ is a (1, 1)-Hermitian-block-encoding of sin(θDσ). In fact, the matrix corresponding to
Uσ is

Uσ =
[
I

iI

] [
I

I

]
1√
2

[
I I
I −I

] [
Rσ

R†
σ

]
1√
2

[
I I
I −I

] [
I

iI

]

=
[
I

iI

] [
I

I

]
1
2

[
Rσ +R†

σ Rσ −R†
σ

Rσ −R†
σ Rσ +R†

σ

] [
I

iI

]

= 1
2

[
Rσ −R†

σ i(Rσ +R†
σ)

i(Rσ +R†
σ) −(Rσ −R†

σ)

]
= i

[
sin(θDσ) cos(θDσ)
cos(θDσ) − sin(θDσ)

]
,
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|0⟩ S H • H X S

|ψ⟩ Rσ R†
σ sin(θDσ) |ψ⟩

Figure 8: Hermitian block encoding of sin(θDσ).

and this is a Hermitian matrix with the first diagonal block being sin(θDσ) after ignoring

the global phase factor i, since
[

sin(θDσ) cos(θDσ)
cos(θDσ) − sin(θDσ)

]
is Hermitian. It can be seen from

Figure 8 that the number of elementary gates used is 2p+ 5.

Now, we aim to construct the block encoding of diagonal matrices Dᾰj = ᾰj(D+)
and Dβ̆j

= β̆j(D+) = βj(D−), namely Uᾰk
and Uβ̆k

in Figure 7. For the case where
αj(xj) = exp(iθxj) or βj(ξj) = exp(iθξj), the matrices R− = exp(iθD−) and R+ =
exp(iθD+) constructed in Lemma 8 are exactly the diagonal matrices Dβ̆j

= βj(D−) and
Dᾰj = ᾰj(D+), respectively. Therefore, we devote the rest of this section to the case
where βj and αj are even or odd real functions. Thanks to the block encodings U+ and
U− introduced in Lemma 8, what remains to do is to find polynomial approximations of
ᾰ and β so as to complete the QET procedure described in Section 2.3. Specifically, we
restrict the parameter θ to be 0 < θ < π

2P in order to recover θDσ from sin(θDσ) with the
arcsin function. Going through the QET procedure, one obtains the following result.

Proposition 9. Let U− and U+ be the (1, 1)-Hermitian-block-encodings of sin(θD−) and
sin(θD+) constructed in Lemma 8 for 0 < θ < π

2P with P = 2p. Assume that g is an even
(resp. odd) continuous real function on [−P, P ] and that degg(ϵ) is the smallest positive
integer such that there exists an even (resp. odd) polynomial g̃ with the degree bounded by
degg(ϵ) satisfying

sup
− sin(P θ)≤x≤sin(P θ)

∣∣∣∣Cg g̃(x) − g

(1
θ

arcsin x
)∣∣∣∣ < ϵ, ∥g̃∥ ≤ 1, (30)

where ∥ · ∥ is the L∞ norm on [−1, 1] and Cg is a constant such that Cg ≥ sup |g|. Then
there is a (Cg, 2, ϵ)-block-encoding for both g(D−) and g(D+) with O(pdegg(ϵ)) gates,
where D− and D+ are defined in Lemma 8.
Proof. The circuit in Figure 2(b) with UA replaced by Uσ gives a (Cg, 2)-block-encoding
for g̃(sin(θDσ)), and since

sup
− sin(P θ)≤x≤sin(P θ)

∣∣∣∣Cg g̃(x) − g

(1
θ

arcsin x
)∣∣∣∣ < ϵ,

we have ∥∥∥∥Cg g̃(sin(θDσ)) − g

(1
θ

arcsin(sin(θDσ))
)∥∥∥∥ < ϵ,

where the operator 2-norm is used. Thus the circuit in Figure 2(b) with UA replaced by
Uσ gives a (Cg, 2, ϵ)-block-encoding for

g

(1
θ

arcsin(sin(θDσ))
)

= g

(1
θ

· θDσ

)
= g(Dσ),

where σ ∈ {−,+} and we have used the fact that 0 < θ < π
2P in the first equality.

Since O(p) gates are used in Uσ, the gate complexity of the circuit described above is
O(p degg(ϵ)), which closes the proof.
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The gate complexity of the circuit built with QET in Proposition 9 depends on the
smoothness of g. For instance, we have the following corollary.

Corollary 10. Assume that g is an even (resp. odd) differentiable real function on
[− π

2θ ,
π
2θ ]. Let ηg (ϵ, θ) be the smallest integer such that there exists a polynomial u with

degree ηg (ϵ, θ) satisfying sup|y|< π
2θ

|u(y)−g(y)| < ϵ
3 , then the gate complexity of the circuit

used in Proposition 9 is

O
(
p log

(
C ′

g

θϵ

)
ηg (ϵ, θ)

)
,

where C ′
g = sup|y|< π

2θ
|g′(y)|. In particular, if g is a polynomial, the gate complexity reduces

to O
(
p log

(
C′

g

θϵ

)
deg g

)
.

Proof. Without loss of generality, assume 1 > ϵ
2Cg

, otherwise we can just let g̃ = 0
(30). Since 1

θ arcsin(x) is an analytic function whose power series centered at x = 0 has
convergence radius 1 > sin(Pθ), there is a truncation v of the Taylor series of 1

θ arcsin(x)
with degree O(log

(
C′

g

θϵ

)
) such that sup|x|<sin(P θ) |v(x) − 1

θ arcsin(x)| < ϵ
3C′

g
. Now since

the coefficients of the Taylor series of 1
θ arcsin(x) at x = 0 are all non-negative, it holds

that v([−1, 1]) ⊂ [− π
2θ ,

π
2θ ]. Let ḡ(x) = 1

Cg
u(v(x)) and g̃ = (1 − ϵ

3Cg
)ḡ, then g̃ has degree

O(log
(

C′
g

θϵ

)
ηg (ϵ, θ)), and∣∣∣∣Cg ḡ(x) − g

(1
θ

arcsin(x)
)∣∣∣∣ ≤ |u(v(x)) − g(v(x))| +

∣∣∣∣g(v(x)) − g

(1
θ

arcsin(x)
)∣∣∣∣

<
ϵ

3 + sup
|y|< π

2θ

|g′(y)|
∣∣∣∣v(x) − 1

θ
arcsin(x)

∣∣∣∣ < ϵ

3 + C ′
g · ϵ

3C ′
g

= 2ϵ
3 ,

for x ∈ [− sin(Pθ), sin(Pθ)]. In addition, since v maps [−1, 1] into [− π
2θ ,

π
2θ ], we have

|ḡ(x)| ≤ sup
|y|< π

2θ

∣∣∣∣∣ 1
Cg
u(y)

∣∣∣∣∣ ≤ sup
|y|< π

2θ

∣∣∣∣∣ 1
Cg
u(y) − 1

Cg
g(y)

∣∣∣∣∣+ sup
|y|< π

2θ

∣∣∣∣∣ 1
Cg
g(y)

∣∣∣∣∣ ≤ ϵ

3Cg
+ 1,

and therefore |g̃(x)| = (1 − ϵ
3Cg

) |ḡ(x)| < 1 for x ∈ [−1, 1]. In addition, we have

∣∣∣∣Cg g̃(x) − g

(1
θ

arcsin(x)
)∣∣∣∣ =

∣∣∣∣∣(1 − ϵ

3Cg
)
(
Cg ḡ(x) − g

(1
θ

arcsin(x)
))

+ ϵ

3Cg
g

(1
θ

arcsin(x)
)∣∣∣∣∣

≤ (1 − ϵ

3Cg
)2ϵ

3 + ϵ

3Cg
Cg <

2ϵ
3 + ϵ

3 = ϵ,

for x ∈ [− sin(Pθ), sin(Pθ)]. According to Proposition 9, we have degg(ϵ) = O(log
(

C′
g

θϵ

)
ηg (ϵ, θ))

and the gate complexity of the circuit used in Proposition 9 is O
(
p log

(
C′

g

θϵ

)
ηg (ϵ, θ)

)
,

where the factor p comes from preparing sin(θDσ) as mentioned in Lemma 8. In the case
that g is a polynomial, we can simply let u = g and thus ηg (ϵ, θ) ≤ deg g.

For the final step, we first introduce the notation

dega (ϵ) ≡
d∑

k=1

[
degᾰk

(ϵ) + degβk
(ϵ)
]
, (31)
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where degᾰk
(ϵ) and degβk

(ϵ) are defined in Proposition 9. Denote by Uᾰk
and Uβ̆k

the block
encodings of ᾰk(D+) and β̆k(D+) = βk(D−) obtained in Proposition 9 with ϵ replaced by
ϵ/2dC, respectively, where

C = C̃αC̃β, C̃α =
d∏

k=1
Cᾰk

, C̃β =
d∏

k=1
Cβ̆k

, (32)

and C ≥
∏d

k=1(sup |ᾰk| sup |β̆k|) since Cᾰk
≥ sup |ᾰk| and Cβ̆k

≥ sup |β̆k|. Now we are
ready to prove the following theorem that relies on the block encodings

⊗d
k=1 Uᾰk

and⊗d
k=1 Uβ̆k

in Figure 7.

Theorem 11. If a(x, ξ) = α(x)β(ξ) = α1(x1) · · ·αd(xd)β1(ξ1) · · ·βd(ξd) is a fully sepa-
rable symbol as defined in Definition 2, then the corresponding PDO defined by (29) can
be (C,O(d), ϵ)-block-encoded with gate complexity O(dp dega

(
ϵ

2dC

)
+ dp2) using the circuit

displayed in Figure 7, where C > 0 is a constant defined in (32), and dega

(
ϵ

2dC

)
is defined

in (31).

Proof. Since each Uᾰk
is a (Cᾰk

, 2, ϵ/2dC)-block-encoding for ᾰk(D+) according to Propo-
sition 9,

⊗d
k=1 Uᾰk

is a (
∏d

k=1Cᾰk
, 2d, ϵ/2C̃β)-block-encoding for

d⊗
k=1

ᾰk(D+) =
d⊗

k=1
Dᾰk

= Dᾰ.

Similarly,
⊗d

k=1 Uβ̆k
is a (

∏d
k=1Cβ̆k

, 2d, ϵ/2C̃α)-block-encoding for

d⊗
k=1

β̆k(D+) =
d⊗

k=1
Dβ̆k

= Dβ̆.

Hence by the same argument as the proof of Theorem 6 (especially (23), (24), (25), (26)
and (27)), the circuit in Figure 7 gives a (C, 4d, ϵ) block encoding of the PDO (29) with
gate complexity O(p dega

(
ϵ

2dC

)
+ p2d), where the O(p2d) term comes from the QFT part

of the circuit.

Remark 2. The approximate QFT (see [29] for example) can be used to replace the QFT
blocks in Figure 7. With similar arguments as in the proof of Theorem 11, one can show
that the gate complexity can be reduced to O(dpdega

(
ϵ

2dC

)
).

5.2 Linear combination of fully separable terms
Similar to Corollary 7, we can block-encode the PDO for a linear combination of fully

separable terms, i.e.,

a(x, ξ) =
m−1∑
j=0

yjaj(x, ξ) =
m−1∑
j=0

yjαj1(x1) · · ·αjd(xd)βj1(ξ1) · · ·βjd(ξd),

with LCU (see Section 2.2) and Theorem 11, which is stated in the following corollary.

Corollary 12. For a linear combination of fully separable symbols a(x, ξ) =
∑m−1

j=0 yjaj(x, ξ) =∑m−1
j=0 yjαj1(x1) · · ·αjd(xd)βj1(ξ1) · · ·βjd(ξd), where sup

[0,1]
|αjk| ≤ 1, sup

[−P/2,P/2]
|βjk| ≤ 1 and

y ∈ Cm with ∥y∥1 ≤ δ, assume that (UL, UR) is a pair of unitaries described in Lemma 1

Accepted in Quantum 2023-05-29, click title to verify. Published under CC-BY 4.0. 19



with ϵ1 = ϵ, and W =
∑m−1

j=0 |j⟩ ⟨j| ⊗Uj +
∑2b−1

j=m |j⟩ ⟨j| ⊗ Ia+s, where each Uj is a (1, a, ϵ)-
block-encoding of the discretized PDO Aj associated with symbol aj(x, ξ) (see (29)) con-
structed in Theorem 11 with a = O(d). Then (U †

L ⊗Ia+s)W (UR ⊗Ia+s) is an (δ, a+b, (1+
δ)ϵ)-block-encoding of

∑m−1
j=0 yjAj, where Ia+s denotes the identity operator with size 2a+s×

2a+s. The gate complexity of the corresponding circuit is O(dp
∑m−1

j=0 dega

(
ϵ

2d

)
+ dp2m).

6 Applications
In this section, we provide worked examples for particular symbols using the circuit

shown in Figure 7 and provide complexity analysis, beginning with a variable coefficient
second-order elliptic operator.

6.1 Second-order elliptic operator with variable coefficients
Recall that the elliptic operator introduced in (2) is of the following form:

(Au)(x) = u(x) − ∇ · (ω(x)∇u(x)). (33)

In this section, we assume that ω(x) > 0 has a low-rank Fourier expansion

ω(x) =
r∑

j=1
cj exp (2πiqj · x) , qj ∈ Zd. (34)

Many commonly seen functions have low-rank expansions or approximations. For instance,
ω(x) = 2 + sin(2π

∑d
l=1 xl) > 0 can be written in the rank-3 form

ω(x) = 2 + i

2(exp(−2πi(x1 + · · · + xd)) − exp(2πi(x1 + · · · + xd))).

Plugging the form (34) of ω into (3), one obtains the symbol associated with the PDO
above

a(x, ξ) = 1 +
r∑

j=1

d∑
l=1

(4π2Pqjlcj)e2πiqj ·x ξl

P
+

r∑
j=1

d∑
l=1

(4π2P 2cj)e2πiqj ·x ξ
2
l

P 2 ,

where P = 2p is the number of discrete points used for each dimension (see Section 2.4).
Notice that the terms e2πiqj ·x ξl

P and e2πiqj ·x ξ2
l

P 2 above are fully separable by Definition 2,
thus by Corollary 12, we know that the corresponding PDO can be block-encoded. As
explained in Section 5, the multiplication of e2πiqj ·x =

∏d
l=1 e

2πiqjlxl can be implemented
directly using R− and R+ constructed in Lemma 8. Consequently, the number of gates
needed for multiplying each e2πiqjlxl factor without error is O(p), and no ancilla qubits
are used. Since ξl

P and ξ2
l

P 2 are polynomials, by Corollary 10, the multiplication of each
ξl
P and ξ2

l
P 2 factor can be implemented with O

(
p log

(
1
ϵ

))
gates to O(ϵ) precision, and

O(d) ancilla qubits are used. Going through the proof of Theorem 11, one can see
that the PDO associated with e2πiqj ·x ξl

P and e2πiqj ·x ξ2
l

P 2 can be (1,O(d), ϵ)-block-encoded
with gate complexity O(p log(1

ϵ ) + p2 + dp), where the three terms account for imple-
menting the polynomials of ξl, the QFT of the l-th component, and the multiplication
of e2πiqj ·x, respectively. Finally, going through the LCU step as in Corollary 12 with
O(dr) terms, one obtains a (γ,O(d + log(dr)), (1 + γ)ϵ)-block-encoding of the PDO (2)
with total gate complexity O(dr(p log

(
1
ϵ

)
+ p2 + dp)) = O

(
dpr(log 1

ϵ + d+ p)
)
, where

γ = 1 + 4π2(P
∑r

j=1 |cj |∥qj∥1 +P 2d
∑r

j=1 |cj |). This result is summarized in the following
theorem, where we have used O(d+ log(dr)) = O(d+ log(r)).

Accepted in Quantum 2023-05-29, click title to verify. Published under CC-BY 4.0. 20



Theorem 13. For the elliptic operator (2) with variable coefficient, where ω(x) has a
low-rank expansion (34), there exists a (γ,O(d + log(r)), (1 + γ)ϵ)-block-encoding for the
corresponding discretized PDO defined in (29) with gate complexity

O
(
dr logP

(
log P

ϵ
+ d

))
,

where γ = 1 + 4π2(P
∑r

j=1 |cj |∥qj∥1 + P 2d
∑r

j=1 |cj |).

Similar to previous sections and by a slight abuse of notation, we denote the discretiza-
tion of the operator defined in (33) also by A. Now we can use the QLSA in [13] to get
the following corollary:

Corollary 14. Let (A, b) be the discretization of the operator and the right-hand side
of (33), respectively, there is a quantum algorithm finding the normalized state |A−1b⟩ =

A−1b
∥A−1b∥ within error ϵ with gate complexity

O
(
γdr log 1

ϵ
logP

(
log γP

ϵ
+ d

))
.

Proof. It is clear that ∥A∥ ≤ γ and ∥A−1∥ ≤ 1. According to Theorem 13, one can
construct UA, the (γ,O(d+ log(r)), ϵ/γ)-block-encoding of A, with complexity

O
(
dr logP

(
log γP

ϵ
+ d

))
.

In other words, UA is a (1,O(d+ log(r)), 0)-block-encoding of some matrix Ã/γ such that
∥A− Ã∥ < ϵ/γ. Therefore, we have ∥Ã∥ = O(γ), ∥Ã−1∥ = O(1), and thus κ(Ã) = O(γ).
The main theorem of [13] gives a quantum algorithm that can output a state |y⟩ that is
O(ϵ) close to |(Ã/γ)−1b⟩ = |Ã−1b⟩ = Ã−1b

∥Ã−1b∥ , using

O
(
κ(Ã) log 1

ϵ

)
= O

(
γ log 1

ϵ

)
queries of UA. Finally, we have the estimation

∥|A−1b⟩ − |Ã−1b⟩∥ =
∥∥∥∥∥ A−1b

∥A−1b∥
− Ã−1b

∥Ã−1b∥

∥∥∥∥∥
≤ ∥(A−1 − Ã−1)b∥

∥A−1b∥
+ ∥Ã−1b∥

∣∣∣∣∣ 1
∥A−1b∥

− 1
∥Ã−1b∥

∣∣∣∣∣
≤ ∥A−1∥∥Ã−1∥∥A− Ã∥∥b∥

∥A∥−1∥b∥
+ ∥A−1∥∥Ã−1∥∥A− Ã∥∥b∥

∥A∥−1∥b∥

= O
(
γ · ϵ

γ

)
= O(ϵ).

So |y⟩ is also an O(ϵ) approximation of |A−1b⟩ and the overall gate complexity is

O
(
γdr log 1

ϵ
logP

(
log γP

ϵ
+ d

))
.
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6.2 Application for constant coefficient elliptic operator
In this part, we investigate the multiplier operators (see (4)), i.e., the PDOs with

symbols of the form a(x, ξ) = β(ξ). In particular, we showcase how to directly block-
encode the inverse of multiplier operators based on the results obtained in the previous
sections so that one can solve a discretized system of a PDE without invoking QLSAs
(quantum linear system algorithms).

In practice, it is quite often the case that β(ξ) is radially symmetric. For example,
many operators related to Laplacian have radial symmetric symbols since the symbol of
∆ is −4π2|ξ|2. For the rest of this section, we focus on the radially symmetric symbol
β(ξ) = φ(|ξ|). The main idea of dealing with radially symmetric β is to consider an
approximation in the following form

β(ξ) = φ(|ξ|) ≈
M∑

m=1
wme

−am|ξ|2 =
M∑

m=1
wm

d∏
i=1

e−amξ2
i . (35)

Notice that the right-hand side is in the fully separable form by Definition 2. Thus the
results from Section 5 can be used. In fact, the authors of [3] developed an efficient
algorithm to find a low-rank approximation of a single-variable function f(y) by exponential
sums

f(y) ≈
M∑

m=1
wme

−amy2
, (36)

for a large range of even functions f(y), especially those whose amplitude decrease as
y → ∞.

Before diving into concrete examples, we first introduce a near-optimal polynomial ap-
proximation to the exponential functions in the following lemma, which is a direct corollary
of [33]*Theorem 4.1.

Lemma 15. For every a, b > 0, and 0 < δ ≤ 1, there exists an even polynomial r(y)
satisfying

sup
y∈[0,b]

∣∣∣e−ay2 − r(y)
∣∣∣ ≤ δ, sup

y∈[0,b]
|r(y)| ≤ 1,

and has degree O
(√

max{ab2, log 1/δ} · log 1/δ
)
.

With Lemma 15 and established results in Section 5, we are ready to give the following
block encoding result for the diagonal multiplication Dβ associated with β(ξ) (see (8)).

Theorem 16. If β(ξ) can be approximated in the following sense∣∣∣∣∣β(ξ) −
M∑

m=1
wme

−am|ξ|2
∣∣∣∣∣ ⩽ ϵ, for all ξ ∈

[
−P

2 ,
P

2

]d

,

with wm, am ≥ 0 and R := maxm am, W :=
∑M

m=1 |wm|, then we can implement a (γ, q, ϵ)-
block-encoding for the PDO associated with β (defined in (11)) with

γ = O(W ), q = O (d+ logM) ,

and gate complexity

O
(
dM logP log

(
dWRP

ϵ

)√
max

{
RP 2, log Wd

ϵ

}
log Wd

ϵ

)
.
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Proof. For each exponential term gm(z) = e−amz2 , we know

ηg′
m

(ϵ, θ) = O
(√

max
{
R

θ2 , log 1
ϵ

}
log 1

ϵ

)

according to Lemma 15, where ηg′
m

(ϵ, θ) is defined in Corollary 10. Moreover, a simple
calculation shows that

Cg′
m

≤ sup |g′
m(z)| = sup

∣∣∣2amze
−amz2

∣∣∣ < √
am ≤

√
R. (37)

Therefore, if we let θ = π
3P , then the complexity of implementing a (1, 1, ϵ

2W d)-block-
encoding of matrix exp(−am(D−)2) is

O
(

logP log
(
dWRP

ϵ

)√
max

{
RP 2, log Wd

ϵ

}
log Wd

ϵ

)
,

according to Corollary 10.
After implementing exp(−am(D−)2) for each ξk register (k = 1, . . . , d), we get a

(1, d, ϵ
2W )-block-encoding of e−am|ξ|2 . Since there are M such terms, the total gate com-

plexity after conducting LCU becomes

O
(
dM logP log

(
dWRP

ϵ

)√
max

{
RP 2, log Wd

ϵ

}
log Wd

ϵ

)
. (38)

Since only one QFT and one iQFT are needed with complexity O(d log2 P ), the dominating
term in the above complexity formula remains unchanged. The total error of this block
encoding is

∑M
m=1 |wm| ϵ

2W < ϵ as desired. Since O(d) ancillae are used when encoding
e−am|ξ|2 and O(logM) ancillae are used for LCU, the total number of ancilla is O(d +
logM).

With Theorem 16, we are ready to work on a concrete example. Consider the following
d-dimensional elliptic equation with periodic boundary conditions:

− 1
4π2 ∆u(x) + u(x) = b(x), x ∈ [0, 1]d. (39)

As explained by (35) and (36), the idea is to expand φ(y) = 1
1+y2 as the sum of a series of

exponential functions. To this end, we introduce a result for exponential approximations
in the form of (35) and (36).

Lemma 17. For any 0 < δ ⩽ 1 and 0 < ϵ ⩽ 1
2 , there exist positive numbers pm and vm

such that ∣∣∣∣∣r−1 −
M∑

m=1
vme

−pmr

∣∣∣∣∣ ⩽ r−1ϵ, for all δ ⩽ r ⩽ 1, (40)

with
M = O

(
log ϵ−1

(
log ϵ−1 + log δ−1

))
, (41)

and
max

m
pm = O

(
δ−1 log ϵ−1

(
log ϵ−1 + log δ−1

))
. (42)
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The proof of (41) can be found in Theorem A.1 of [3], and (42) is also implied in the
proof there. We summarize the construction given in [3] in passing. Denote fr(t) = e−ret+t,
then r−1 =

∫∞
−∞ fr(t)dt and fr(t) decays rapidly when |t| → ∞. Therefore one can

approximate this integral using the trapezoidal rule on a finite interval [a, b] with step size
h, which is

h

(
K−1∑
k=1

fr(a+ kh) + fr(a) + fr(b)
2

)
, (43)

where K = (b − a)/h. Since each term of (43) is of the form ve−pr, the approximate
integral formula above actually provides an approximation of the form (40). Finally, by
choosing a = − log 4

ϵ , b = log
(
4 log 4

ϵ δ
−1 log

(
2 log 4

ϵ (δϵ)−1
))

and h ≤ π/(2 log 4
ϵ + 1), one

can show that the condition (40) is satisfied, and from M = K + 1 = (b − a)/h + 1 one
can check that (41) and (42) hold.

Now, with the substitutions δ = (dP 2

4 + 1)−1 and r = (1 + y2)/(dP 2

4 + 1) in Lemma 17
we get the following approximation:∣∣∣∣∣ 1

1 + y2 −
M∑

m=1
wme

−amy2

∣∣∣∣∣ ⩽ ϵ, for all −
√
dP

2 ⩽ y ⩽

√
dP

2 , (44)

where am = pm/(dP 2

4 + 1), wm = e−amvm/(dP 2

4 + 1), and

M = O
(
log ϵ−1

(
log ϵ−1 + log(dP )

))
,

R = max
m

am = O
(
log ϵ−1

(
log ϵ−1 + log(dP )

))
,

W =
M∑

m=1
|wm| = O(1).

(45)

Here the estimation of W is deduced from plugging y = 0 into (44) and the positivity of
wm. Finally, after plugging the estimations of M , R and W into Theorem 16, we obtain
the following result:

Corollary 18. For the pseudo-differential operator associated with the symbol β(ξ) =
1 + |ξ|2 (see (39)), there is a (γ, q, ϵ)-block-encoding for its inverse with γ = O(1), q =
O
(
d+ log log dP

ϵ

)
, and gate complexity O

(
dP

(
log dP

ϵ

)2.5 (
log 1

ϵ

)1.5 (
log d

ϵ

)0.5
logP

)
.

Remark 3. If one uses the uniform grid to discretize the operator (− 1
4π2 ∆+1) in equation

(39), then the condition number of the matrix obtained is at least κ = O(dP 2). This
indicates that the complexity is at least O(dP 2) when block-encoding its inverse matrix
using the previous method, such as LCU or QSVT. However, here we achieved Õϵ(dP ) =
Õϵ(

√
dκ) complexity for encoding the discretization of (− 1

4π2 ∆ + 1)−1, where we omit the
logarithm terms in Õ and denote the dependence on ϵ by the subscript. This improvement
demonstrates the potential of directly working on the symbol level, as we did in this section.
When solving the corresponding problem (38) with a particular right-hand side b, the worst
case gate complexity becomes Õϵ(κ

√
dκ) since the worst case success probability is O(1/κ),

which is inferior comparing with the dependence on κ obtained in [13]. However, the block
encoding scheme in this paper is independent of the right-hand side b and thus and be
used repeatedly for different b without constructing the circuit again. Also, the circuit is
simpler than the one in [13], making it more applicable in practice.
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7 Conclusion and Discussion
This paper systematically investigates block encodings for pseudo-differential operators

(PDOs) under different structural assumptions. A block encoding scheme for PDOs with
generic symbols is developed in Section 3, and the quantum circuit is illustrated in Fig-
ure 3. For PDOs with linear combinations of separable symbols, we improve the success
probability exponentially and present an efficient block encoding algorithm in Section 4.
Then a more explicit and practical block encoding scheme is derived in Section 5 with the
help of QSP and QET, along with which the complexity analysis is provided. Plenty of
worked examples are given in Section 6, including the block encoding of elliptic operators
with a variable coefficient that is difficult to deal with for quantum solvers that use fi-
nite difference schemes and the block encoding of the inverse of constant-coefficient elliptic
operators without using quantum linear system algorithms. The block encoding schemes
presented in this paper enrich the study of the block encoding of dense operators and shed
new light on designing practical quantum circuits for scientific computing.

For future directions, one can apply the established results in this paper to other PDOs
besides the ones presented in Section 6. One can also use the idea of symbol calculus to
implement different operations on the PDO, such as taking square root or exponential,
which can help solve certain PDEs in practice.
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A Multiplication of two states
Proposition 19. Let Ua and Ub be unitary matrices of size N ×N with the first column
being [a0, a1, . . . , aN−1]⊤ and [b0, b1, . . . , bN−1]⊤, respectively. Then the following circuit
gives the state 1

c

∑N−1
j=0 ajbj |j⟩ with probability c2, where c =

√∑N−1
j=0 |ajbj |2.

|0⟩

Ua

•

|0⟩ •
...

...
|0⟩ •

|0⟩

Ub

|0⟩

...
...

|0⟩

Figure 9: Circuit for element-wise multiplication

Proof. After applying Ua and Ub, the state becomes

N−1∑
j,k=0

ajbk |j⟩ |k⟩ =
∑

j0,j1,...,jn−1
k0,k1,...,kn−1

ajbk |j0 · · · jn−1⟩ |k0 · · · kn−1⟩ ,

and after applying the CNOT gates, the k register is only |0⟩ when jl = kl for all l =
0, . . . , n− 1. which means the state becomes

∑
j0,j1,...,jn−1

ajbj |j0 · · · jn−1⟩ |0⟩ + |⊥⟩ =
N−1∑
j=0

ajbj |j⟩ |0⟩ + |⊥⟩ ,

where |⊥⟩ is a term that is orthogonal to |j⟩ |0⟩ for any j. Thus the probability of obtaining
|0⟩ after the measurement is

∑N−1
j=0 |ajbj |2 = c2, and the outcome of the system register is

1
c

∑N−1
j=0 ajbj |j⟩ when the measurement gives |0⟩.
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