A high-order 3D boundary integral equation solver for elliptic PDEs in smooth domains
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Abstract

We present a high-order boundary integral equation solver for 3D elliptic boundary value problems on domains with smooth boundaries. We use Nyström’s method for discretization, and combine it with special quadrature rules for the singular kernels that appear in the boundary integrals. The overall asymptotic complexity of our method is O(N^3/2), where N is the number of discretization points on the boundary of the domain, and corresponds to linear complexity in the number of uniformly sampled evaluation points. A kernel-independent fast summation algorithm is used to accelerate the evaluation of the discretized integral operators. We describe a high-order accurate method for evaluating the solution at arbitrary points inside the domain, including points close to the domain boundary. We demonstrate how our solver, combined with a regular-grid spectral solver, can be applied to problems with distributed sources. We present numerical results for the Stokes, Navier, and Poisson problems.
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1. Introduction

Potential theory has played a paramount role in both analysis and computation for boundary value problems for elliptic partial differential equations. Numerous applications can be found in fracture mechanics, fluid mechanics, elastodynamics, electromagnetics, and acoustics. Results from potential theory allow us to represent boundary value problems in integral equation form. For problems with known Green’s functions, an integral equation formulation leads to powerful numerical approximation schemes. The advantages of such schemes are well known: (1) there is no need for volume mesh generation; (2) in many cases they result in operators with bounded condition number; (3) for exterior problems, they satisfy far-field boundary conditions.
exactly; and (4) they typically exhibit high convergence rates when the domain boundary and boundary condition are sufficiently smooth.

Despite their advantages, numerical approximations to integral equations are plagued by several mathematical and implementational difficulties, especially if the goal is to obtain an algorithm that is asymptotically optimal, accurate, and fast enough to be useful in practical settings. Indeed, in order to get such an algorithm, for domains with smooth boundaries, one has to address five main problems:

- **Fast summation.** The discretized operators are dense and the corresponding linear systems are prohibitively expensive to solve. Direct solvers are not applicable; iterative methods like GMRES can help, but still result in suboptimal complexity.

- **Fast and accurate quadratures.** One needs to use suitable quadrature rules to discretize the integral operators; the kernels are often singular or hypersingular, and the choice of the quadrature rule is important to obtain high-order convergence. This is a difficult problem that is made worse by the need to guarantee optimal complexity.

- **Domain boundary representation.** High-accuracy rules often require smooth approximations to the domain boundary. In two dimensions this is a relatively easy problem, but it is more complicated in the case of three dimensions.

- **Solution evaluation.** The solution is typically evaluated on a dense grid of points inside the domain. Such grids can include points arbitrarily close to the boundary, in which case nearly-singular integrals need to be evaluated. Again, the goal is to guarantee high accuracy at optimal complexity.

- **Volume potentials.** For problems with possibly highly non-uniform distributed forces, one has to devise efficient schemes for the computation of volume integrals, especially in the case where the support of the function coincides with a volumed domain that has a complex boundary.

In this paper, we present a method that addresses each in turn, save the last.

For two-dimensional boundary value problems in smooth domains, a number of highly efficient boundary integral solvers has been developed \[5,21,23,33\]. Most implementations are based on indirect formulations that result in integral equations with double layer potentials. In 2D, these kernels are often non-singular and the domain boundary can be easily parameterized; the boundary integrals can then be evaluated using standard quadrature rules, and superalgebraic convergence rates can be obtained. Such discretization combined with fast summation methods result in optimal algorithms. In three dimensions, however, the situation is radically different (we review the related work in the following section).

We present a 3D boundary integral solver for elliptic PDEs, for domains with smooth \((C^\infty)\) or \(C^k\)-continuous for sufficiently large \(k\), but not necessarily analytic) boundaries, which achieves high-order convergence with linear complexity with respect to the number of evaluation points. The distinctive features of our solver are: (1) fast kernel-independent summation; (2) arbitrary smooth boundaries and high-order convergence; (3) distributed forces that are uniformly defined in a box that encloses the target domain; and (4) high-accurate direct evaluation of the solution in a non-uniform distribution of points.

The operators are sparsified by our kernel-independent fast multipole method (FMM) \[49\], which makes it possible to accelerate the solution of the dense linear system for many elliptic PDEs of which the kernels have explicit expressions. We use Nyström’s method to discretize the boundary integral equations. There are two reasons to prefer Nyström’s method to Galerkin or collocation approaches: simpler implementation for super-algebraic convergence and, based on existing literature, lower constants \[12\].

Although the kernels of various PDEs are different, the behavior of their singularities are similar. We address the second problem (quadrature construction) by extending the local quadrature methods of \[11\] to integrate the singularities of various types. A key component of the solver is the ability to have high-order representations for arbitrary geometries with (relatively) minimal algorithmic and implementational complexity. Such a representation is described in detail in \[51\]. To compute the near-singular integrals for points close to the boundary, we adopt a high-order scheme to interpolate the solution from the values at points suffi-
ciently separated from the boundary. Finally, we show how our boundary equation solver can be combined with an FFT-based fast spectral solver on regular grids to obtain solutions of inhomogeneous boundary value problems on domains with smooth boundaries.

If \( N \) quadrature points are used to discretize the boundary, our solver requires \( O(N^{1+\delta}) \) operations to solve the boundary integral equation, where \( \delta > 0 \) is a constant that can be chosen to control the complexity and accuracy of the algorithm. For a Dirichlet problem in which the boundary data is in \( C^M \) and the boundary is in \( C^\infty \), the error of the solution is \( O(h^{M-(1-\delta)}) \), where \( h = O(\frac{1}{N}) \) is the spacing of the Nyström discretization. Notice that if both Dirichlet data and the boundary are in \( C^1 \), then \( \delta \) can be chosen to be arbitrarily close to zero. To simplify the presentation, we describe our solver for \( \delta = 1/2 \) in Section 3.

We observe that the complexity of solving the boundary integral equation with \( \delta = 1/2 \) matches the complexity of evaluating the solution on uniformly sampled volume. Suppose the solution in the interior of the domain is sampled with the same density used for the boundary (i.e., with \( O(N^{3/2}) \) points) the evaluation of the solution on these domain samples takes \( O(N^{3/2}) \) operations; in other words, we spend, on average, a constant number of operations for the evaluation of the solution on each interior point.

1.1. Related work

Much work has been done on using the boundary integral formulation for elliptic problems in two dimensions. We refer the reader to [5,33,28] for excellent reviews. Here, we primarily focus on work on three-dimensional problems for integral equations of the second kind.

In contrast to the two-dimensional case, almost all boundary integral methods for three-dimensional problems are based on Galerkin or collocation discretizations, with few exceptions, among which [11] is closest to our work. This paper describes an FFT-based method to compute the smooth part of the boundary integral efficiently; a local quadrature rule based on FFT interpolation evaluates the singular part accurately. One disadvantage of the method (not particularly important for the scattering applications for which it was developed), is that it is not efficient for highly non-uniform domains (e.g. multiply-connected domains), which make the use of a uniform FFT rather inefficient.

Several types of Galerkin and collocation approaches were explored. Conventional piecewise constant and linear finite element basis functions are often used (e.g. in [5,10,13]), but result in low-order convergence.

Higher-order convergence can be obtained with more complex basis functions. Such basis functions, however, are difficult to construct, especially for arbitrary surfaces, and the expense of evaluation of the double integrals for matrix elements is high. The hybrid Galerkin method [19] aims to reduce the cost of evaluation of the stiffness matrix. Another common approach is to use a spectral Galerkin discretization, e.g. [4,18,20]. While excellent convergence rates can be obtained using this method, constructions of spectral basis functions are limited so far to spherical and toroidal topologies.

Wavelet-based approaches for solving integral equations start with [8]. These approaches have many advantages, such as efficient dense matrix–vector multiplication and preconditioning. An approach using high-order multiwavelets (a wavelet-type basis that is discontinuous but preserves the vanishing moments property) is explored in [1]. In [15,14,34], wavelet bases are constructed on the boundary surfaces directly. As is the case for most Galerkin methods, constructions of high-order basis functions are complex. Consequently, high-order convergence rates for smooth solutions are difficult to obtain. Another wavelet-based approach, based on low-order wavelet bases constructed on a three-dimensional domain containing the boundary, was explored in [44–46]. The important feature of this approach is its ability to handle highly complex and irregular piecewise-smooth geometry.

Finally, \( p \) and \( hp \) versions of the Galerkin methods [25,26] were used to obtain high convergence rates for simple open surfaces with corners.

An essential ingredient of Galerkin techniques is an integration method for computing matrix coefficients. A variety of semi-analytical and numerical quadratures for evaluating the integrals for singular and hypersingular kernels was developed, e.g. [2,43,16,3]; [29] surveys many of the early algorithms. These algorithms focus on the scenario typical for Galerkin methods where the function to be integrated is known, and are often tailored for specific basis functions. Therefore, most of the quadrature algorithms are not suitable for Nyström-based formulations that typically do not involve the definition of a basis.
A number of techniques were used to accelerate inversion of the dense linear system resulting from discretization. These techniques include fast multipole method (FMM) [22], panel clustering method [24], FFT-based approaches [11,38] and, as already mentioned, wavelet-based techniques. FMM runs in linear complexity for any fixed accuracy. A comprehensive survey of algorithms using FMM can be found in [39]. As an important extension of the standard tree code, Panel clustering method has complexity \( O(N\log^{d+2} N) \) with \( d \) and \( N \) being the dimension and the size of the problem, respectively. For relatively uniform distribution of geometry in space, FFT-based methods are often more efficient.

Nearly singular integration has received relatively little attention; relevant work includes [47,30,7]. Vijayakumar and Cormack [47] used homogeneity of the kernel to convert the problem to an ODE. Johnson [30] applied a change of coordinates to reduce or move the singularity in the parametric domain. Beale and Lai [7] considered the problem in two-dimensions, replacing the kernel with a regularized version, and using correction terms based on asymptotic analysis to reduce errors. A different technique in which the nearly singular evaluation is avoided is presented in [9,35], in which a jump from the boundary integral equation are combined used to derive discretized monopole and dipole distributions for a regular grid PDE solver. The disadvantages of those methods are that they require regular sampling grids, and their accuracy is limited by the accuracy of the regular grid solver.

Techniques based on integral equation formulations have been widely used in engineering literature to study phenomena related to flows with low Reynolds numbers. For example, Pozrikidis and collaborators [42] describe a number of applications related to flows of suspensions of liquid capsules. Zinchenko and Davis [52] developed an efficient algorithm for computing hydrodynamical interaction of deformable droplets with reasonable accuracy. Muldowney and Higdon [37] introduced a spectral element approach for 3D Stokes flow, which was applied to compute the resistance functions for particles in cylindrical domains [27]. However, most numerical examples there were limited to simple geometries.

### 1.2. Boundary value problems

We consider three elliptic equations: the Laplace equation, the Stokes equation, and the Navier equation. The Laplace equation on an open set \( \Omega \) with boundary \( \Gamma \) is:

\[
\begin{cases}
-\Delta u = 0 & \text{in } \Omega, \\
u = b & \text{on } \Gamma,
\end{cases}
\]

where \( u \) is the potential field.

The Stokes equations are:

\[
\begin{cases}
-\mu \Delta u + \nabla p = 0 & \text{in } \Omega, \\
\text{div} u = 0 & \text{in } \Omega, \\
u = b & \text{on } \Gamma,
\end{cases}
\]

where \( u \) is the velocity, \( p \) is the pressure, \( \mu \) is a positive constant and the equation \( \text{div} u = 0 \) is often called the incompressibility condition.

Finally, the Navier equation is:

\[
\begin{cases}
-\mu \Delta u - \frac{\mu}{2\nu} \nabla \text{div} u = 0 & \text{in } \Omega, \\
u = b & \text{on } \Gamma,
\end{cases}
\]

where \( u \) is the displacement field, \( \mu \) is a positive constant and \( \nu \in (0, \frac{1}{2}) \).

We also consider the inhomogeneous form of the above equations, for which we have a distributed force term on the right-hand side.

### 1.3. Geometric representation of the boundary

To achieve high-order convergence, we need a high-order geometric representation for the boundary. We assume an explicit manifold structure of the boundary, i.e., that the boundary \( \Gamma \) is the union of overlapping
patches $P_k$ where $k \in K$. Every $P_k$ is parameterized over an open set $U_k \subset \mathbb{R}^2$ by a function $g_k : U_k \rightarrow \mathbb{R}^3$ and $g_k(U_k) = P_k$ (see Fig. 1). We assume $g_k$ and the manifold structure to be $C^\infty$; this assumption can be relaxed to $C^k$ for a sufficiently large $k$ (how large $k$ should be depends the desired convergence rate). It is important to note that the surface in this case is not defined as a collection of separate and disjoint parameterizations.

Most of the analytic surfaces, such as spheres, torus, and ellipsoids, have simple manifold representations. In [51], we describe a framework to construct general smooth surfaces with explicit manifold representations from arbitrary coarse meshes, along with implementation details. Reparametrization techniques (e.g. [31]) can be used to construct a manifold-type representation from an arbitrary fine triangle mesh.

1.4. Organization of the paper

In Section 2, we start with a review of the boundary integral formulation of the related elliptic PDE problems and describe briefly the Nyström’s method used for numerical solution. We focus on the Stokes operator. Although it is more complicated than the scalar Laplace operator, it is more general and the derivation of the integral formulations is pertinent to the other kernels. Section 3 describes the discretization and quadrature rule for the singular integrals in the boundary integral formulation. Section 4 presents a new algorithm for integrating nearly singular integrals that appear in the evaluation of the solution at points that are close to the boundary. Section 5 shows how to extend our solver to handle inhomogeneous problems with non-zero body force. Finally, numerical results are presented in Section 6.

For the remainder of the paper, we describe our method in the case of the Stokes equations, and with respect to the remaining two equations, we discuss the necessary modifications to our method. We limit our discussion to the problems with the Dirichlet boundary conditions.

2. Boundary integral formulation

We use a standard boundary integral formulation of the Stokes equations [36,32,40]. The Stokes equations:

\[
\begin{align*}
-\mu \Delta u + \nabla p &= 0 \quad \text{in } \Omega, \\
\text{div} \ u &= 0 \quad \text{in } \Omega, \\
\mathbf{u} &= \mathbf{b} \quad \text{on } \Gamma
\end{align*}
\]  

(1)

are converted to a boundary integral equation using the double layer potential for the velocity field:

\[
\int_\Gamma D(x,y)\phi(y) \, ds(y) = \int_\Gamma \left( -\frac{3}{4\pi} \frac{(r \times r)(r \cdot n(y))}{|r|^3} \right) \phi(y) \, ds(y) \quad (x \in \Omega),
\]  

(2)

where $r = x - y$, $n(y)$ is the exterior normal direction at $y$, $|r|$ is the Euclidean norm of $r$, $D$ is weakly-singular and called the double layer kernel for the velocity field, and the function $\phi$, defined on $\Gamma$, is called the double...
layer density. We often write \( (2) \) as \( (D\phi)(x) = \mathbf{b}(x) \). If we momentarily ignore the incompressibility condition (i.e., \( \text{div}\mathbf{u} = 0 \)) and assume the domain \( \Omega \) to be simply-connected and bounded, we can obtain the solution of \( (1) \) by solving for the density \( \phi \) from
\[
\frac{1}{2} \phi(x) + (D\phi)(x) = \mathbf{b}(x) \quad (x \in \Gamma)
\]
and evaluating the velocity \( \mathbf{u} \) and pressure \( p \) at arbitrary points \( x \in \Omega \) using
\[
\mathbf{u}(x) = \int_{\Gamma} D(x,y)\phi(y)\,ds(y) \quad \text{and} \quad p(x) = \int_{\Gamma} K(x,y)\phi(y)\,ds(y),
\]
where \( K(x,y) = \frac{n(y)}{2\pi} - \frac{3}{2} \frac{\text{curl}(n(y))}{|\mathbf{y}|} \) is the double layer kernel for the pressure field. Then, \( \mathbf{u} \) and \( p \) for \( x \) on the boundary \( \Gamma \) are given by
\[
\mathbf{u}(x) = \frac{1}{2} [[\mathbf{u}]](x) + \int_{\Gamma} D(x,y)\phi(y)\,ds(y) \quad \text{and} \quad p(x) = \frac{1}{2} [[p]](x) + \int_{\Gamma} K(x,y)\phi(y)\,ds(y),
\]
where \([[[\mathbf{u}]](x)\) is the difference between the limit values of the velocity fields inside and outside the domain at \( x \in \Gamma \), and \([[[p]](x)\) is the difference of the pressure field (see Appendix B for the exact formula). The integral for pressure in \( (5) \) is understood in the *Hadamard* sense (see p. 264 of [23]).

To account for incompressibility of the fluid and domain geometry, we need to modify these basic steps. We consider three different types of domains, shown in Fig. 2.

2.1. Single-surface bounded domains

In this case, we need to include the incompressibility condition. Following [32,40], we obtain \( \phi \) by solving a modified version of \( (3) \)
\[
\frac{1}{2} \phi(x) + (D\phi)(x) + (N\phi)(x) = \mathbf{b}(x) \quad (x \in \Gamma),
\]
where \( (N\phi)(x) = n(x) \int_{\Gamma} n(y)\phi(y)\,ds(y) \), and then evaluate \( \mathbf{u} \) and \( p \) by \( (4) \).

2.2. Unbounded domains

Suppose \( \Gamma = \bigcup_{m=1}^{M} \Gamma_m \) where \( \Gamma_m \) are different connected components of the boundary. In this case, the operator \( \frac{1}{2} + D \) has a null space of size \( 6M \), corresponding to rigid-body transformations. As a result, the double layer density \( \phi \) is not sufficient to represent arbitrary velocity field in \( \Omega \). Following [21,32,40], the solution is to introduce additional *Stokeslet* and *Rotlet* terms for each \( \Gamma_m \) for \( 1 \leq m \leq M \). The Stokeslet is the Green’s function of the Stokes equations:

---

**Fig. 2.** Domain types: (a) single-surface bounded domain; (b) unbounded domain; (c) multiple-surface bounded domain.
The Rotlet is defined by

\[ R(r)g = \frac{1}{8\pi\mu} \frac{g \times r}{|r|^3} \]

for any \( g \). Both are centered at the interior points \( z_m \) of the volumes enclosed by the boundary components. We first solve for \( \phi, z_m \) and \( \beta_m \) using:

\[
\begin{align*}
\phi(x) &= (D\phi)(x) + \sum_{m=1}^{M} (S(x - z_m)z_m + R(x - z_m)\beta_m) = b(x) \quad (x \in \Gamma), \\
\int_{\Gamma_m} \phi(y) \, ds(y) &= 0 \quad (1 \leq m \leq M), \\
\int_{\Gamma_m} (y - z_m) \times \phi(y) \, ds(y) &= 0 \quad (1 \leq m \leq M).
\end{align*}
\]  

(7)

Then, the velocity and pressure are computed by:

\[
\begin{align*}
\mathbf{u}(x) &= (D\phi)(x) + \sum_{m=1}^{M} (S(x - z_m)z_m + R(x - z_m)\beta_m), \\
p(x) &= (K\phi)(x) + \sum_{m=1}^{M} H(x - z_m)z_m,
\end{align*}
\]

(8)

where \( H \) is the pressure field associated with the Stokeslet and defined by

\[ H(r)g = \frac{1}{4\pi} \frac{r \cdot g}{|r|^3} \]

for any \( g \). Here the pressure does not depend on \( \beta_m \) since any Rotlet generates zero pressure.

### 2.3. Multiple-surface bounded domains

Suppose the boundary \( \Gamma \) consists of \( M + 1 \) connected components \( \Gamma_m, m = 0, \ldots, M \), and \( \Gamma_0 \) encloses all other components \( \Gamma_m \) for \( m = 1, \ldots, M \). We first solve for \( \phi, z_m \) and \( \beta_m \) using:

\[
\begin{align*}
\phi(x) &= (D\phi)(x) + (N\phi)(x) + \sum_{m=1}^{M} (S(x - z_m)z_m + R(x - z_m)\beta_m) = b(x) \quad (x \in \Gamma), \\
\int_{\Gamma_m} \phi(y) \, ds(y) &= 0 \quad (1 \leq m \leq M), \\
\int_{\Gamma_m} (y - z_m) \times \phi(y) \, ds(y) &= 0 \quad (1 \leq m \leq M).
\end{align*}
\]  

(9)

Then, we evaluate the velocity and pressure using (8).

**Remark 2.1.** The integral equations for the Navier equations are very similar to those of the Stokes equations. The only difference is that \( N\phi \) is removed from the equations of the single-surface and multiple-surface bounded domains since there is no incompressibility condition.

The integral equations of the Laplace equation are simpler. For single-surface bounded domains (3) works without modification. For both the unbounded and multiple-surface bounded cases, the equations are:

\[
\begin{align*}
\phi(x) &= \frac{1}{2\pi} \sum_{m=1}^{M} S(x - z_m)z_m = b(x) \quad (x \in \Gamma), \\
\int_{\Gamma_m} \phi(y) \, ds(y) &= 0 \quad (1 \leq m \leq M),
\end{align*}
\]

where \( S \) is the Green’s function of the Laplace equation and \( \phi \) and \( z_m \) are the unknowns.
Returning to the Stokes equations, we discretize (6), (7) or (9) using the Nyström method, and the resulting system is solved by means of a GMRES solver and a preconditioner described in [21]. The essential step in the GMRES solver is the evaluation of the system is solved by means of a GMRES solver and a preconditioner described in [21]. The essential step in the GMRES solver is the evaluation of

\[(D\phi)(x) = \int_{\Gamma} D(x, y)\phi(y)\,ds(y) \quad (x \in \Gamma).\]  

This integral needs to be computed both efficiently (as it is evaluated at each iteration of the GMRES solver) and also accurately (as its accuracy determines the overall accuracy of the method).

3. Numerical quadrature

As noted in Section 1.3, the domain boundary \(\Gamma\) is the union of a set of overlapping patches \(P_k, k = 1, \ldots, K\), smoothly parameterized over a chart \(U_k\) by smooth functions \(g_k\) (hereinafter, we use “smooth” to describe \(C^\infty\) or \(C^k\) functions for \(k\) sufficiently large not to affect the convergence estimates). Additionally, we utilize a partition of unity \(\{w_k; \Gamma \rightarrow \mathbb{R}\}\) satisfying the following conditions:

- Each \(w_k\) is smooth and non-negative in \(P_k\), and vanishes on the boundary of \(P_k\).
- \(\sum_{k=1}^{K} w_k(x) = 1\) for all \(x \in \Gamma\).

As we will see in this section, the overlapping patches and the partition of unity allows us to use the trapezoidal rule to compute the smooth part of (10) with high-order accuracy. For surfaces constructed by the method in [51], the partition of unity used for surface construction naturally satisfies the conditions above (see [51] for details). For general surfaces represented as overlapping patches, it is often not difficult to construct \(\{f_k\}\) that satisfy the first condition. Then, we can simply choose \(\{w_k = f_k/(\sum_{k=1}^{K} f_k)\}\) as the partition of unity.

3.1. Discretization and quadrature rules

As we integrate singular kernels, we need to use high-accuracy quadrature rules for singular functions. Though adaptive methods with variable number of quadrature points combined with product integration rules can be used in the context of the Nyström method, these techniques are difficult to combine with fast summation schemes. In the alternative, one can choose regular quadrature point placements, and take advantage of domain transformations to adapt quadrature points to the singularity. Our approach is based on the development in [11] for the Helmholtz equation.

We first restrict the integral \((D\phi)(x)\) to the domain \(U_k\):

\[(D\phi)(x) = \sum_{k=1}^{K} \int_{U_k} D(x, g_k(c_k))w_k(g_k(c_k))\phi(g_k(c_k))J_k(c_k)\,dc_k,\]

where \(J_k\) denotes the determinant of the Jacobian matrix of the parametrization \(g_k\). Define

\[\psi_k(c_k) = w_k(g_k(c_k))\phi(g_k(c_k))J_k(c_k).\]

Since \(w_k\) vanishes at the boundary of \(P_k\), both \(w_k(g_k(\cdot))\) and \(\psi_k(\cdot)\) vanish at the boundary of \(U_k\). Using this notation, the integral becomes

\[(D\phi)(x) = \sum_{k=1}^{K} \int_{U_k} D(x, g_k(c_k))\psi_k(c_k)\,dc_k.\]  

We use a subset of a regularly spaced grid of quadrature points \(\{(ah, bh), a, b \in \mathbb{Z}\text{ for each domain }U_k\}\). The set of grid points inside \(U_k\) is denoted by \(\{c_{k,i}\}\). We use the union of grid points in all charts \(\bigcup_{k=1}^{K} \{c_{k,i}\}\) as the Nyström points in the approximation of \(D\phi(x)\).

In subsequent formulas, we use \(\phi_{k,i}\) to denote the value of function \(\phi\) at point \(c_{k,i}\). Similarly, \(\psi_{k,i}\) is the value of \(\psi_k\) at \(c_{k,i}\) and \(x_{k,i}\) is the position \(g_k(c_{k,i})\).
We consider, one by one, the integrals in (11) over a single domain $U_k$. To simplify the notation, we drop the index $k$ in the rest of this section, i.e., we compute integrals of the form

$$\int_U D(x, g(c)) \psi(c) \, dc. \quad (12)$$

### 3.1.3. Density interpolation

If $x \not\in g(U)$, then $D(x, g(c))$ is non-singular for any point $c \in U$, and the integrand $D(x, g(c)) \psi(c)$ and its derivatives vanish at the boundary of $U$. Such a function can be extended to a smooth periodic function on the plane by extending it by zero to a rectangular domain containing $U$. For infinitely differentiable periodic functions, the trapezoidal rule with weights $h^2$ at points $c_i$ has super-algebraic rate of convergence for integrals over periodic domains. For $C^M$ functions, the trapezoidal rule converges as $O(h^M)$.

#### 3.1.2. Singular integration

If $x = g(c')$ for some $c' \in U$, we introduce a $C^\infty$ function $\eta_{c'}$ defined by

$$\eta_{c'}(c) = \chi\left(\frac{|c - c'|}{\sqrt{h}}\right),$$

where $\chi : [0, \infty) \to [0, 1]$ is a non-increasing $C^\infty$ function satisfying $\chi(r) = 1$ in a neighborhood of zero and $\chi(r) = 0$ for $r \geq 1$. In practice, we choose $\chi$ such that $\chi(r) = 1$ for $r \leq 1/4$. The function $\eta_{c'}$ is radially-symmetric and supported in a disk of radius $\sqrt{h}$ centered at $c'$. Following [11], we call $\eta_{c'}$ a floating partition of unity function since its support depends on the position of $x$. Using the function $\eta_{c'}$, we split the integral (12) into two parts:

$$\int_U D(g(c'), g(c)) \psi(c) \, dc = \int_U D(g(c'), g(c))(1 - \eta_{c'}(c)) \psi(c) \, dc$$

$$+ \int_U D(g(c'), g(c)) \eta_{c'}(c) \psi(c) \, dc. \quad (13)$$

The integrand of (13) is smooth because $(1 - \eta_{c'}(c))$ vanishes in the neighborhood of $c'$, and can be integrated using the trapezoidal rule. To integrate (14), we use a polar coordinate system centered at $c'$. Let $q = c - c' = (\rho \cos(\theta), \rho \sin(\theta))$. Changing the variables in the second integral, we obtain

$$\int_0^\pi d\theta \int_{-\sqrt{h}}^{\sqrt{h}} \rho D(g(c'), g(c(\rho, 0))) \chi\left(\frac{|\rho|}{\sqrt{h}}\right) \psi(c(\rho, 0)) \, d\rho. \quad (15)$$

In this formula, we allow $\rho$ to be negative by restricting the integration domain of $\theta$ to be $[0, \pi)$. It can be shown (see Appendix A) that for a fixed $\theta$, $\rho D(g(c'), g(c(\rho, 0)))$ is a smooth function of $\rho$. Since $\chi(\cdot)$ vanishes at 1, the integrand of the inner integral can be extended to a 1D smooth periodic function. Moreover, since the inner integral depends smoothly and periodically on $\theta$, the double integral (15) can be integrated using the trapezoidal rule again. The coordinates of the quadrature points in the polar coordinate system $(\rho, \theta)$ are

$$\left(\left(\frac{a - 1}{2}\right) h, 2\pi b / \left[\frac{2\pi}{\sqrt{h}}\right]\right) \in [-\sqrt{h}, \sqrt{h}] \times [0, \pi),$$

where $a$ and $b$ range over all integers for which the points are in the integration domain (Fig. 3). The number of quadrature points is of order $O(\frac{1}{h^2})$.

The proof of the high-order accuracy of this quadrature rule is given in Theorem A.3 of Appendix A. Assuming the boundary surface and the boundary conditions are both infinitely differentiable, the quadrature rule is of order $O(h^M)$ for any integer $M$.

### 3.1.3. Density interpolation

The quadrature points for (14) are on a Cartesian grid in polar coordinates that do not coincide with the points at which the unknown function is discretized. Therefore, an interpolation procedure is necessary to
obtain the values of \( \psi \) at the polar-coordinate quadrature points from its values at the Cartesian quadrature points. The method we use, closely related to the technique used in [11], has two steps: the preprocessing step and the evaluation step.

In the preprocessing step, we compute an additional set of values of \( \psi \) on the chart \( \mathcal{U} \). Since \( \psi \) can be extended to a smooth periodic function on the plane with the periodic domain being a rectangle containing regularly spaced quadrature points \( c_i \), we use 2D fast Fourier transform (FFT) to calculate the Fourier coefficients of the periodic extension of \( \psi \) from the values \( \psi_i \) at \( c_i \). We then use these Fourier coefficients to approximate the values of \( \psi \) on a new grid, which is \( m \) times finer than the original grid, by means of an inverse FFT. Finally, a bicubic B-spline interpolant is constructed from the values of \( \psi \) on this refined grid with periodic end conditions.

Given a point \( c \in \mathcal{U} \), we need to compute the values of \( \psi \) at a polar-coordinate grid centered at \( c \). This is done by simply evaluating the B-spline interpolant constructed in the preprocessing step.

This interpolation procedure is quite efficient due to local support of \( \psi \), which allows us to extend \( \psi \) periodically and to use FFT in the preprocessing step. By choosing the resolution of the fine grid sufficiently high, we can obtain arbitrarily small relative error bound \( \varepsilon_{\text{interp}} \) for the interpolation process. In practice, for \( m = 8 \) we obtain \( \varepsilon_{\text{interp}} = 10^{-8} \).

Our quadrature rules have two important novel aspects: (1) the choice of the size of the support of the floating partition of unity function \( \eta \) is of size \( \sqrt{h} \), which enables us to prove error bounds and complexity results for the numerical integration; (2) the integration grid for the singularity is fully symmetric in the polar coordinates (see Fig. 3), which makes it possible to compute hypersingular integrals such as the one in the evaluation of the pressure of the Stokes equations (see Appendix A).

3.2. Efficient implementation and complexity analysis

Integral evaluation with the quadrature rules of Section 3.1 can be implemented efficiently and without compromising accuracy, by using the kernel-independent fast multipole method.

For each point \( \mathbf{x} \) on the boundary \( \Gamma \), we need to evaluate the integral

\[
(D\phi)(\mathbf{x}) = \sum_{k=1}^{K} \int_{U_k} D(\mathbf{x}, \mathbf{g}_k(c_k)) \psi_k(c_k) \, dc_k,
\]

which is decomposed into a sum of three parts:

\[
\sum_{k \in \mathcal{G}_1(U_k)} \int_{U_k} D(\mathbf{x}, \mathbf{g}_k(c_k)) \psi_k(c_k) \, dc_k,
\]

\[
\sum_{k \in \mathcal{G}_2(U_k)} \int_{U_k} D(\mathbf{x}, \mathbf{g}_k(c_k))(1 - \eta_j(c_k)) \psi_k(c_k) \, dc_k,
\]

\[
\sum_{k \in \mathcal{G}_3(U_k)} \int_{U_k} D(\mathbf{x}, \mathbf{g}_k(c_k)) \eta_j(c_k) \psi_k(c_k) \, dc_k,
\]

Fig. 3. Integration points in Cartesian (left) and polar (right) coordinates.
where \( c'_k = g^{-1}_k(x) \) is a point in the chart \( U_k \). The integral (18) is evaluated using the trapezoidal rule in local polar coordinates centered at \( c'_k \). The integrals (16) and (17) are non-singular and are evaluated by means of the standard trapezoidal rule applied to \( c_{k,j} \). The discretization of these two integrals is given by

\[
\sum_{all \ k} \sum_{i} D(x, g_k(c_{k,i})) \psi_{k,i} h^2 - \sum_{k \in |U_k|} \sum_{i} D(x, g_k(c_{k,i})) \eta_{c_j}^c(c_{k,i}) \psi_{k,i} h^2,
\]

(19)

where \( \psi_{k,i} = \psi_k(c_{k,i}) \). In the first summation extending over the whole boundary surface, the terms \( \psi_k h^2 \) are independent of the evaluation point \( x \). Therefore, we can use the kernel-independent fast multipole method developed in [49] to evaluate the value for all quadrature points \( x \) efficiently without compromising accuracy. The second summation only involves the points \( c_{k,j} \) for which \( \eta_{c_j}^c \) is positive. As the support of \( \eta_{c_j}^c \) has radius \( \sqrt{h} \), the absolute number of such points grows as the discretization is refined, but the fraction of these points is \( O(h) \) and thus approaches zero. Algorithm 1 is the pseudo-code for evaluation of all \( d_{ij} = (D\phi)(x_{ij}) \), where indices \( k \) and \( l \) range over all charts, and indices \( i \) and \( j \) over all Cartesian grid quadrature points within each chart.

Algorithm 1 (Singular integral evaluation for velocity (Stokes equation)).

for all \((k, i)\) do

\[ \psi_{k,i} \leftarrow w_{k,i} \phi_k(c_{k,i}) \]

end for

{Step 1: Add terms of (19) with evaluation point independent weights.}

Set all \( d_{ij} \) to approximation of \( \sum_{k,i} D(x_{ij}, x_{k,i}) \psi_k h^2 \) using kernel-independent FMM.

{Step 2: Subtract terms of (19) with evaluation point dependent weights.}

for all \((l, j)\) do

for each \( U_k \) such that \( x_{ij} = g_k(c'_k) \) for some \( c'_k \in U_k \) do

\[ d_{ij} \leftarrow d_{ij} - \sum_{i \in \psi_{k,i} \neq 0} D(x_{ij}, g_k(c_{k,i}))) \eta_{c_j}^c(c_{k,i}) \psi_{k,i} h^2 \]

end for

end for

{Step 3: Preprocess the grids \( \psi_{k,i} \) for high-order interpolation.}

{Step 4: Add (18).}

for all \((l, j)\) do

for all \( U_k \) such that \( x_{ij} = g_k(c'_k) \) for some \( c'_k \in U_k \) do

Add to \( d_{ij} \) the discretization of \( \int_{U_k} D(x_{ij}, g_k(c_k))) \eta_{c_j}^c(c_k) \psi_k(c_k) dc_k \) using polar coordinates integration.

end for

end for

3.2.1. Complexity analysis

Let \( N \) be the total number of quadrature points \( x_{k,i} \). This number can be approximated by \( K/h^2 = O(1/h^2) \), where \( K \) is the total number of patches covering the boundary surface \( \Gamma \), which does not depend on \( h \). The total computational cost is the sum of the costs of four stages of the algorithm.

1. The kernel-independent FMM algorithm used at Step 1 has complexity \( O(N) \) for a prescribed error \( \epsilon_{\text{FMM}} \).
2. In the double for loop of Step 2, since the support of the floating partition of unity is a disk of radius \( \sqrt{h} \), the number of quadrature points \( x_{k,i} \) at which the evaluation is required is \( O(\sqrt{N}) \). Therefore, the overall complexity \( O(N^{3/2}) \).
3. The preprocessing of Step 3 has complexity of the fast Fourier transform, \( O(N \log N) \).
4. The double for loop of Step 4, is also \( O(N^{3/2}) \), since the number of polar-coordinate quadrature points is of order \( O(1/h) = O(\sqrt{N}) \).

Summing up the costs of all four stages, we observe that complexity of our quadrature algorithm is \( O(N^{3/2}) \). This complexity is mostly determined by the radius of the floating partition of unity. The error analysis is carried out in Appendix A and shows that the error is \( O(h^{2\alpha+1}) \) if the double layer density \( \phi \) is \( C^M \). If, instead of
using the radius proportional to $\sqrt{h}$, we use the radius $h^{1+\gamma}$ for $0 < \gamma \leq 1$, we obtain an algorithm with complexity $N^{1+\gamma}$. For example, by using a partition of unity that shrinks faster (e.g. as $h^{3/4}$), we can speed up the algorithm at the cost of letting the error decrease more slowly with $h$ (i.e., lowering the approximation order). On the contrary, by using a partition of unity that shrinks slower (e.g. $h^{1/4}$), we can increase the approximation order, but the complexity of each evaluation step increases.

The algorithm described above implements a linear operator mapping the vector of $\phi_{k,l}$ to the vector of $d_{l,j}$. Hereinafter $YD$ denotes this linear operator. To summarize,

- Evaluation of $YD$ has complexity $O(N^{3/2})$.
- The approximation error $(YD\phi - D\phi)(x)$, when $\phi$ is a $C^M$ function, is bounded by $\max(C_1h^{3/2}, C_2\varepsilon_{\text{FMM}}, C_2\varepsilon_{\text{interp}})$ for $x$ on $\Gamma$, where the constant $C_1$ depends on the $M$th order derivatives of $\phi$ and $C_2$ is a bound on the $L^\infty$ norm of $D\phi$. As previously mentioned, $\varepsilon_{\text{FMM}}$ is the error bound of the kernel-independent FMM and $\varepsilon_{\text{interp}}$ the error bound of the interpolation step.

**Remark 3.1.** For the Laplace equation, the algorithm described in this section can be used without modifications since the kernel has the same singularity behavior as that of the Stokes equations. For the Navier equation, the double layer kernel has stronger singularity and the whole integral is understood in the Cauchy sense. Nevertheless, based on an argument similar to Theorem A.6 of Appendix A, the trapezoidal rule can still be applied, without necessitating any change in the algorithm.

### 3.3. Hypersingular pressure evaluation

In this section, we describe the algorithm used to evaluate the pressure value $p$ on the boundary $\Gamma$ from the solution $\phi$ using (5). This is an essential step in our algorithm for the evaluation of $u$ and $p$ in the interior of the domain $\Omega$ (see Section 4).

Let $\phi$ be the double layer density on $\Gamma$. For $x \in \Omega$, the double layer representation for pressure $p(x)$ is

$$p(x) = (K\phi)(x) = \int_{\Gamma} \frac{\mu}{2\pi} \left( \frac{n(y)}{|r|^3} - 3 \frac{r \otimes r \cdot n(y)}{|r|^5} \right) \cdot \phi(y) \, ds(y),$$

where $r = x - y$ and $n(y)$ is the exterior normal direction. We use $K$ to denote both the kernel and the integral operator. The kernel of $K$ is fundamentally different from other kernels that we consider, as the singularity of the kernel is of order $|r|^{-3}$ (i.e., the integral is hypersingular). Evaluating these integrals requires modification to our algorithm.

In order to derive the formula for $p(x)$ for $x$ on the boundary $\Gamma$, we use the following fact (from potential theory for the Stokes operator): if $\phi \equiv \epsilon$ is a constant, then the velocity field $u$ in $\Omega$ generated by $\phi$ is again a constant, and correspondingly, the pressure field $p$ is zero [33,40,41]. Assume $x' \in \Omega$ approaches a boundary point $x \in \Gamma$, in which case we can write the formula for the pressure in the following form:

$$p(x') = \int_{\Gamma} K(x', y) \cdot (\phi(y) - \phi(x)) \, ds(y).$$

If $x'$ were on the boundary $\Gamma$, these integrals would be interpreted in the Cauchy sense. We know that for this type of integrals, the interior limit $p(x)$ of $p(x')$ has the following integral form:

$$p(x) = \frac{1}{2} [\lbracket p \rbracket](x) + \int_{\Gamma} K(x, y) \cdot (\phi(y) - \phi(x)) \, ds(y), \quad \text{(20)}$$

where $[\lbracket p \rbracket]$ is the difference between the interior limit and the exterior limit of $p$ at $x$.

The jump $[\lbracket p \rbracket](x)$ can be expressed in terms of the double layer density $\phi$. We choose a local orthonormal frame $\alpha, \beta$ in the tangent plane at $x$. In Appendix B, we show that the jump for $p$ is given by

$$[\lbracket p \rbracket] = -2\mu (x'\phi_\alpha + \beta'\phi_\beta),$$

where $\phi_\alpha$ and $\phi_\beta$ denote the directional derivatives of $\phi$ in the directions $\alpha$ and $\beta$, respectively.
3.3.1. Jump evaluation

To evaluate the jump \([p]_\alpha(x)\), we need to compute \(\phi_\alpha\) for a direction of \(\alpha\) in the tangent plane at \(x\) from the values of \(\phi\) at the quadrature points \(x_k, \beta\). The most straightforward approach would be to use the differential of the chart parametrization to map directions \(\alpha\) and \(\beta\) to the parametric domain, evaluate the directional derivatives at quadrature points, and interpolate in the parametric domain.

However, since the density \(\phi\) is not compactly supported on each parametric domain, directly interpolating the directional derivatives of \(\phi\) often results low order accuracy at points close to the boundary of the parametric domain. To achieve high-order approximation to the directional derivatives \(\phi_\alpha\) and \(\phi_\beta\), we use the partition of unity again. Using \(\phi_\alpha\) as an example, we write

\[
\phi_\alpha(x) = \sum_{k \in \mathcal{U}_k} (w_k \phi)_\alpha(x).
\]

Here, \(w_k\) are compactly supported functions in domains \(U_k\) and can be extended periodically. Therefore, on each \(U_k\) we can use an interpolation procedure similar to the one we developed for interpolating \(\phi\). Again, an FFT-based preprocessing step is used to build a B-spline interpolant on an eight-fold refined grid for each directional derivative. At the evaluation stage, we simply evaluate the interpolant to approximate the value of \((w_k \phi)_\alpha\).

3.3.2. Singular integral evaluation

Using Theorem A.6 we can accurately evaluate the integral in (20) by using the numerical integration operator \(Y^K\) (introduced in Section 3.2) on the double layer density \(\phi - \phi^\sigma\), where \(\phi^\sigma(y)\) is a constant density with value \(\phi(x)\) for any \(y \in \Gamma\). However, \(\phi - \phi^\sigma\) depends on the target point \(x\), and the result \(Y^K(\phi - \phi^\sigma)\) only gives the valid pressure value at the point \(x\). Clearly applying the operator \(Y^K\) to \(\phi - \phi^\sigma\) for each \(x\) is prohibitively expensive. The algorithm we propose uses the linearity of \(Y^K\) to evaluate \((K\phi)(x)\) at all points \(x\) simultaneously and much more efficiently.

Observe that

\[
(Y^K(\phi - \phi^\sigma))(x) = (Y^K \phi)(x) - (Y^K(\phi^\sigma))(x) = (Y^K \phi)(x) - ((Y^K e^1)(x), (Y^K e^2)(x), (Y^K e^3)(x)) \cdot \phi(x).
\]

Algorithm 2 summarizes numerical integration of \(K\phi(x)\) for a set of points \(x\) on \(\Gamma\), where \(e^1\), \(e^2\) and \(e^3\) are the constant double layer densities on \(\Gamma\) with values \((1,0,0)^T\), \((0,1,0)^T\) and \((0,0,1)^T\), respectively. Note that although \(K\phi\) is not defined for arbitrary smooth \(\phi\) (it is only defined for a smooth function \(\phi\) which vanishes at \(x\)), \(Y^K\phi\) is defined for all points \(x\) as a numerical integration operator.

Algorithm 2 (Singular integration for the pressure).

1. Evaluate \(g^d = Y^K e^d\) for \(d = 1, 2, 3\).
2. Evaluate \(p = Y^K \phi\).
3. For each evaluation point \(x\) do
   - Evaluate \(p(x) = p(x) - (g^1(x), g^2(x), g^3(x)) \cdot \phi(x)\).
4. End for

Since the operator \(Y^K\) has complexity \(O(N^{3/2})\), this algorithm also has complexity \(O(N^{3/2})\). For a fixed combination of evaluation points and Nyström discretization points, the first step of the algorithm needs to be done only once, and can be reused for different double layer density function \(\phi\). As the discretization is refined, however, convergence of the approximation to the correct values depends on cancellation: both values \(Y^K \phi\) and \(Y^K \phi^\sigma\) at point \(x\) may increase, however, their difference approaches the correct limit value. This indicates that the algorithm potentially may suffer from floating point errors due to the cancellation of large quantities. However, by using double precision arithmetics, we have not observed the degradation of the accuracy in our numerical experiments.

4. Nearly singular integration

In this section, we present the algorithm to evaluate the velocity \(u\) and the pressure \(p\) at an arbitrary point \(x\) in the domain.
For \( x \in \Omega \), the expression for \( u \) is

\[
u(x) = (D\phi)(x) = \int_{\Gamma} D(x,y)\phi(y) \, dy.
\]

The integrand is not singular, since \( D(x,y) \) is not singular when \( x \notin \Gamma \). If the distance from \( x \) to \( \Gamma \) is bounded from below by a positive constant, we can bound the derivatives of the integrand. In this case, the trapezoidal rule on each chart \( U_k \), \( k = 1, \ldots, K \) with evenly spaced quadrature points \( c_{k,l} \) has optimal accuracy. However, as \( x \) approaches the boundary \( \Gamma \), \( D(x,y) \) becomes nearly singular and oscillatory, and the derivatives of \( D(x,y) \) with respect to \( y \) cannot be bounded uniformly.

We propose an algorithm that evaluates \( (D\phi)(x) \) at any point \( x \in \Omega \) from the values at quadrature points on the boundary \( \Gamma \) with high-order accuracy, no matter how close \( x \) is to the boundary.

The idea of our algorithm is to partition \( \Omega \) into three regions and use different schemes for integral evaluation within each region. Given the discretization spacing \( h \), we partition the domain \( \Omega \) into the following regions (see Fig. 4(a)):

- **Well-separated**: \( \Omega_0 = \{ x \in \Omega | \text{dist}(x, \Gamma) \in (\sqrt{h}, \infty) \} \).
- **Intermediate**: \( \Omega_1 = \{ x \in \Omega | \text{dist}(x, \Gamma) \in (h, \sqrt{h}] \} \).
- **Nearest**: \( \Omega_2 = \{ x \in \Omega | \text{dist}(x, \Gamma) \in (0, h] \} \).

If \( x \) is in the **well-separated** region \( \Omega_0 \), we use the trapezoidal rule on the Nyström points \( x_{k,l} \) with weights \( \psi_{k,l} \) to evaluate \( (D\phi)(x) \), where \( \psi_{k,l} \) are defined as in Section 3.2.

For the points \( x \) in the **intermediate** region \( \Omega_1 \), for each chart \( U_k \), we resample the function \( \psi_k \) on a refined Cartesian grid with spacing \( h^{3/2} \) using the values \( \psi_{k,l} \) at the original grid points \( x_{k,l} \) with grid step \( h \). Since both grids are Cartesian and \( \psi_k \) is periodic function on \( U_k \), the resampling can be done first by computing FFT of \( \psi_k \), then padding the higher frequency with zeros, and finally using inverse FFT to compute the values on the refined grid. With \( \psi_k \)'s values on the refined grid available, we use the trapezoidal rule on the new grid to evaluate \( D\phi(x) \). The denser sampling with spacing \( h^{3/2} \) ensures that the approximation order of the quadrature rule is maintained (Appendix C).

Finally, for points in the **nearest** region \( \Omega_2 \), we interpolate between the values at points on the surface \( \Gamma \) and points in \( \Omega_1 \) or \( \Omega_0 \). For each point \( x \in \Omega_2 \), we first find a point \( x_0 \in \Gamma \) such that

\[
\frac{x_0 - x}{|x_0 - x|} \cdot n(x_0) \geq \alpha,
\]

where the value of \( \alpha \) is less than but close to 1, which means that \( x - x_0 \) is almost orthogonal to the tangent plane at \( x_0 \). The algorithm is not very sensitive to the value of \( \alpha \); we use \( \alpha = 0.95 \) in our implementation. We find \( x_0 \) using a Newton-type nonlinear iteration to maximize the dot product left-hand side of (21). In most cases, the nonlinear solver finds such a point \( x_0 \) in 3 or 4 iterations.

We then define points \( \{x_l, l = 1, \ldots, L\} \) by

\[
x_l = x_0 + l \frac{x - x_0}{|x - x_0|} \beta h,
\]

where \( \beta \) is a constant.

Fig. 4. Evaluation of nearly singular integrals. (a) Different regions based on their distance to the boundary. (b) Evaluation procedure for \( x \in \Omega_2 \).
where $\beta$ is a constant such that $\alpha \beta$ is greater than but close to 1. Since $x$ is close to 1, we can choose $\beta$ to be close to 1, as well. We then use the singular quadrature algorithm described in Section 3 to evaluate $\frac{1}{2} \phi(x_0) + D\phi(x_0)$, which is the limit of $D\phi$ at $x_0$. The points $\{x_l, l = 1, \ldots, L\}$ are now in $\Omega_1$ or $\Omega_0$ since $\alpha \beta \geq 1$, and we evaluate $\{(D\phi)(x_l), l = 1, \ldots, L\}$ using the procedure described above for regions $\Omega_1$ and $\Omega_0$. Finally, we use these values at $\{x_l, l = 0, \ldots, L\}$ to perform a 1D Lagrange interpolation of order $L$ to obtain the value of $D\phi$ at $x$ (see Fig. 4(b)). The order of interpolation is chosen to achieve the desired convergence rate, as discussed in Appendix C.

4.1. Summary and complexity analysis

To evaluate the velocity on $O(N^{3/2})$ points that uniformly sample $\Omega$ with approximately the same discretization used for the boundary, we first identify for each point to which region ($\Omega_0$, $\Omega_1$ or $\Omega_2$) it belongs and then use the corresponding algorithm described in the previous section.

- There are $O(N^{3/2})$ points in the well-separated region $\Omega_0$. We evaluate the velocity using the trapezoidal rule on the quadrature points $x_{k,l}$ with FMM acceleration. This step has complexity $O(N^{3/2})$.
- There are $O(N^{3/4})$ points in intermediate region $\Omega_1$. We first interpolate $\phi$ onto a refined grid with spacing $h^{3/2}$ and evaluate the potential using the trapezoidal rule on the refined quadrature points with again FMM acceleration. The complexity of this step is also $O(N^{3/2})$.
- There are $O(N)$ points in nearest region $\Omega_2$. For each point $x$ in $\Omega_2$, we first find the correspondent $x_0$ and $x_l$ for $l = 1, \ldots, L$. The evaluation of $\frac{1}{2} \phi(x_0) + (D\phi)(x_0)$ for all points $\{x_l, x \in \Omega_2\}$ can be achieved by using the algorithm in Section 3. We then evaluate $\{(D\phi)(x_l), x \in \Omega_2, l = 1, \ldots, L\}$ using the refined grid with FMM acceleration. The complexity of the evaluation for $\{x \in \Omega_2\}$ is $O(N^{3/2})$ again.

Summing up the costs of all three regions, we conclude that the complexity of the complete algorithm is $O(N^{3/2})$.

In Appendix C, we give a proof for the convergence rate of the algorithm. Assuming the boundary surface and the Dirichlet data are infinitely smooth, the error of the evaluation is $O(h^L)$, which is governed by the order $L$ of the 1D Lagrange interpolation.

The algorithm to evaluate the pressure $p$ at arbitrary point $x$ in $\Omega$ is similar to the presented algorithm for $u$. The only difference is that since $p$ contains a higher-order singularity. Therefore, the error bound for the velocity of points in regions $\Omega_1$ and $\Omega_2$ decreases more slowly with $h$, and this is observed in practice. To improve the accuracy, we use singularity subtraction: for a point $x$ in $\Omega_1$ or $\Omega_0$ that is close to $\Gamma$, we find its nearest point $x_0$ on the boundary. Then instead of evaluating the pressure using $\int_{\Gamma} K(x,y)(\phi(y) - \phi^{m}(y)) \, ds(y)$, we use

$$\int_{\Gamma} K(x,y)(\phi(y) - \phi^{m}(y)) \, ds(y),$$

where $\phi^{m}(y) = \phi(x_0)$ for any $y$. Similarly in the case of singular quadrature, the order of singularity is reduced. Efficient implementation for the second integral tracks the ideas in Section 3.3.

Remark 4.1. The algorithms for nearly singular integration for the Laplace equation and the Navier equation are exactly the same.

5. Inhomogeneous Stokes equations

In the preceding sections we have focused on the homogeneous Dirichlet problem for the Stokes equations:

\[
\begin{aligned}
-\mu \Delta u + \nabla p &= f & \text{in } \Omega, \\
\text{div} u &= 0 & \text{in } \Omega, \\
\mathbf{u} &= \mathbf{b} & \text{on } \Gamma,
\end{aligned}
\]

(22)

where $f = 0$. In this section, we present an extension of the embedded boundary integral method [9] to solve the inhomogeneous case of (22) with general $f$. 

We assume that $f$ is defined on a rectangular domain $\Omega'$, which contains $\Omega$. Even if $f$ is defined only on $\Omega$, it is typically possible to extend $f$ onto $\Omega'$. The domain $\Omega'$ is discretized by a uniform grid with spacing $h$. The outputs of our algorithm are the velocity and pressure fields at the grid points inside domain $\Omega$ (see Fig. 5). The method can be extended to adaptively refined Cartesian grids.

The embedded boundary integral method splits the solution of the problem into several steps. We start by choosing a function $\eta$ defined on $\Omega'$, which satisfies two conditions:

- $\eta(x) = 1$ for all $x \in \Omega$,
- $\eta$ and all its derivatives vanish at the boundary of $\Omega'$.

Then we replace $f$ with $f\eta$ which can be extended to a smooth periodic function on $\mathbb{R}^3$, with $\Omega'$ as a periodic domain. Since $f = f\eta$ on $\Omega$, this replacement does not affect our original problem (22). We then decompose $f\eta$ into two parts: $f\eta = f_c + f_0$, where $f_c$ is constant over $\Omega'$ and $\int_{\Omega'} f_0(x) \, dx = 0$. This decomposition is unique and both functions still can be extended to smooth periodic with $\Omega'$ as the periodic domain.

We decompose (22) into three problems. The first problem is defined on simpler domain $\Omega'$ with periodic boundary conditions:

$$
\begin{align*}
-\mu \Delta u_0 + \nabla p_0 &= f_0 & \text{in } \Omega', \\
\text{div} u_0 &= 0 & \text{in } \Omega'.
\end{align*}
$$

The problem has a unique solution with $p_0$ determined up to a constant, since $\int_{\Omega'} f_0(x) \, dx = 0$. We discretize the domain using a uniform grid with spacing $h$. $u_0$ and $p_0$ are solved with a spectral element method based on trigonometric basis and FFT.

The second problem is:

$$
\begin{align*}
-\mu \Delta u_1 + \nabla p_1 &= f_c & \text{in } \Omega', \\
\text{div} u_1 &= 0 & \text{in } \Omega'.
\end{align*}
$$

with no conditions at the boundary of $\Omega'$. We simply choose $u_1 = 0$ and $p_1 = f_c \cdot x$ as the solution.

The last problem is a homogeneous problem over $\Omega$:

$$
\begin{align*}
-\mu \Delta u_2 + \nabla p_2 &= 0 & \text{in } \Omega, \\
\text{div} u_2 &= 0 & \text{in } \Omega, \\
u_2 &= b - u_0 - u_1 & \text{on } \Gamma.
\end{align*}
$$

We use our boundary integral solver for this problem and evaluate $u_2$ and $p_2$ for the grid points inside $\Omega$. The solution of (23) yields values of $u_0$ only for a regular grid in $\Omega'$, while we need the values of $u_0$ at the Nyström points on the boundary surface $\Gamma$ for the boundary conditions of (25). We use a standard high-order spline interpolation method to obtain these values.

By linearity, velocity $u = u_0 + u_1 + u_2$ and pressure $p = p_0 + p_1 + p_2$ evaluated at grid points inside $\Omega$ solve the original problem (22). The velocity field $u_2$ and pressure field $p_2$ in $\Omega$ are evaluated as explained in Section 4.

Fig. 5. Domains $\Omega$ and $\Omega'$. 
Remark 5.1. The proposed approach works for the Laplace equation and the Navier equation. The only difference is the explicit solution of the second problem. For the Laplace equation, the second problem is

$$-\Delta u_1 = f_c \quad \text{in } \Omega'.$$

We use the explicit solution

$$u_1 = -\frac{f_c}{6}(x^2 + y^2 + z^2).$$

For the Navier equation, the second problem is

$$-\mu \Delta u_1 - \frac{\mu}{1-2\nu} \nabla \text{div } u_1 = f_c \quad \text{in } \Omega'.$$

Assuming $f_c = (f^x_c, f^y_c, f^z_c)'$, we use the explicit solution

$$u_1 = -\frac{1}{4\mu} \left( \begin{array}{c} f^x_c (y^2 + z^2) \\ f^y_c (x^2 + z^2) \\ f^z_c (x^2 + y^2) \end{array} \right).$$

6. Numerical results

6.1. Implementation

The algorithms described in the previous sections have been implemented in C++. External libraries include PETSc [6] and FFTW [17]. All tests were performed on a Linux PC with 1GB memory and a 2 GHz CPU. The boundary of the domains of the test examples was represented using either analytic parameterization or the method of Ying and Zorin [51]. $L$, the number of extra points introduced for each nearby evaluation in the nearest region $\Omega_2$ (see Section 4), is set to be 4 in all examples.

6.2. Special solution tests

We use closed form solutions of the boundary integral equations to test the accuracy and efficiency of the singular and nearly-singular quadrature rules described in the previous sections. We set the accuracy of the kernel-independent FMM to be smaller compared to the quadrature error from integrating the singularity. Unless otherwise noted, the FMM accuracy is equal to $10^{-8}$.

Table 1 shows the results for the Laplace equation on a bounded domain. The boundary surface is shown in Fig. 6(c). The special solution we chose is $u(x) = 1$ for $x \in \Omega$. In this case, the exact double layer density is equal to 1, as well. To test the singular quadrature algorithm, we choose $N$ points on the boundary surface, and compare the exact solution $u = 1$ and the numerical solution at these points computed using the exact

<table>
<thead>
<tr>
<th>$h$</th>
<th>$N$</th>
<th>$T_s$</th>
<th>Error$_s$</th>
<th>Rate$_s$</th>
<th>$T_n$</th>
<th>Error$_n$</th>
<th>Rate$_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10000</td>
<td>1688</td>
<td>1.660e+00</td>
<td>7.551e−04</td>
<td>3.3604</td>
<td>5.100e−01</td>
<td>5.259e−04</td>
<td>2.8486</td>
</tr>
<tr>
<td>0.05000</td>
<td>5480</td>
<td>8.980e+00</td>
<td>7.352e−05</td>
<td>3.7527</td>
<td>2.950e+00</td>
<td>7.301e−05</td>
<td>3.5945</td>
</tr>
<tr>
<td>0.02500</td>
<td>20,736</td>
<td>6.928e+01</td>
<td>5.456e−06</td>
<td>2.8887</td>
<td>2.229e+01</td>
<td>6.046e−06</td>
<td>2.9417</td>
</tr>
<tr>
<td>0.01250</td>
<td>78,792</td>
<td>4.636e+02</td>
<td>7.367e−07</td>
<td>3.1928</td>
<td>1.039e+02</td>
<td>7.869e−07</td>
<td>3.1084</td>
</tr>
<tr>
<td>0.00625</td>
<td>309,520</td>
<td>3.202e+03</td>
<td>8.057e−08</td>
<td>6.443e+02</td>
<td>9.124e−08</td>
<td>9.124e−08</td>
<td></td>
</tr>
</tbody>
</table>

Columns: $h$ is the spacing of discretization, $N$ is the number of Nyström points, $T_s$ is the time spent on singular evaluation, Error$_s$ is the error of singular evaluation, Rate$_s$ is the rate of convergence estimated from the errors of two consecutive singular evaluations, $T_n$ is the time spent on nearly-singular evaluation, Error$_n$ is the error of nearly-singular evaluation, and finally, Rate$_n$ is the rate of convergence estimated from the errors of two consecutive nearly-singular evaluations. In the last run, the FMM accuracy is set to be $10^{-10}$ in order to make it substantially smaller than the quadrature error from singular integration.
double layer density. To test the nearly-singular quadrature algorithm, we choose \( N \) points from the interior of the domain, which are very close to the surface.

For the Stokes equations, we use the unit ball as the test domain. The special solution we use is the rigid body fluid rotation. The associated velocity field is \( \mathbf{u}(\mathbf{x}) = \omega \times \mathbf{x} \) for \( \mathbf{x} \in \Omega \) where \( \omega \) is the angular velocity vector of the rotation and has unitary norm. In this case, the double layer density \( \phi(\mathbf{x}) \) is equal to \( \omega \times \mathbf{x} \), as well.

Table 2 summarizes the test results for singular and nearly-singular quadrature methods for the double layer Stokes kernel. For both Stokes and Laplace equations, numerical results confirm higher-order convergence of our quadrature rules.

The convergence rate of both examples is mostly between 3 and 4. This rate is primarily determined by the radius of the floating partition of unity, which is set to be \( O\left( \frac{1}{\sqrt{h}} \right) \) in these examples. Extra numerical tests show that a floating partition of unity with radius \( O(h^{1/4}) \) does increase the convergence rate substantially, but at the cost of higher computational complexity.

### 6.3. Homogeneous and inhomogeneous boundary value problems

Next we show results for several homogeneous and inhomogeneous elliptic boundary value problems. We use PETSc’s GMRES solver with restart number equal to 40 and halting relative tolerance equal to \( 10^{-9} \). The FMM accuracy is again set to be \( 10^{-8} \) in most runs, except a few with high resolution grids, for which the FMM accuracy is equal to \( 10^{-10} \). In every test, we embed the domain into a dense regular grid with cell size matching the spacing \( h \) used to discretize the boundary of the domain. As a result, the distances between many Cartesian grid points and the domain boundary are less than \( h \), which allows us to fully test the nearly-singular evaluation algorithm. The solution is evaluated at the Cartesian gridpoints inside the domain. In every test, this evaluation step is 2–3 times slower than one iteration of the boundary integral solver. We report the relative error, which is the ratio between the \( L^2 \) norms of the absolute error and the exact solution.

**Example 1.** In this example, we solve the Laplace equation on a single-surface bounded domain with non-trivial topological structure. The boundary surface is shown in Fig. 6(a). It is embedded in the cube \([-1, 1]^3\). The exact solution we use is \( \mathbf{u}(x, y, z) = 1 + xyz \). The results are shown in Table 3.

<table>
<thead>
<tr>
<th>( h )</th>
<th>( N )</th>
<th>( T_s )</th>
<th>Error (_s)</th>
<th>Rate (_s)</th>
<th>( T_n )</th>
<th>Error (_n)</th>
<th>Rate (_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000</td>
<td>2400</td>
<td>2.410e + 00</td>
<td>3.489e – 04</td>
<td>2.9958</td>
<td>4.460e + 00</td>
<td>5.072e – 04</td>
<td>3.3098</td>
</tr>
<tr>
<td>0.0500</td>
<td>9600</td>
<td>1.621e + 01</td>
<td>4.374e – 05</td>
<td>3.9773</td>
<td>2.113e + 01</td>
<td>5.115e – 05</td>
<td>4.0126</td>
</tr>
<tr>
<td>0.0250</td>
<td>38,400</td>
<td>1.228e + 02</td>
<td>2.778e – 06</td>
<td>3.5311</td>
<td>1.664e + 02</td>
<td>3.169e – 06</td>
<td>3.7214</td>
</tr>
<tr>
<td>0.0125</td>
<td>149,784</td>
<td>9.142e + 02</td>
<td>2.403e – 07</td>
<td>1.333e + 03</td>
<td>2.403e – 07</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The headers for the columns are the same as in Table 1.
Example 2. In this example, we solve the Stokes equations on an unbounded domain. The boundary surface consists of eight spheres in the cube $[-1,1]^3$ (see Fig. 6(b)). The exact solution we choose is

$$u(x) = \sum_{m=1}^{M} \left( S(x - p_m) x_m + R(x - p_m) \beta_m \right),$$

where $S$ is the Stokeslet, $R$ is the Rotlet, $x_m$ and $\beta_m$ are unit vectors with random direction, and $p_m$ are points in the spheres different from the points $z_m$ used in the integral formulation. The test results are shown in Table 4.

Example 3. We solve the Navier equation on a single-surface bounded domain. The boundary surface (Fig. 6(c)) is contained in $[-1,1]^3$. The exact solution we choose is the sum of eight Green functions of the Navier equation centered at points $(\pm 1, \pm 1, \pm 1)$. The force vector for each Green function is a random unit vector. The results are shown in Table 5.

Example 4. In this example we test the embedded boundary integral method described in Section 5 on an inhomogeneous Laplace problem

$$-\Delta u = f$$
on an single-surface bounded domain. The boundary surface (Fig. 6(c)) is contained in $[-0.8,0.8]^3$. We use the exact solution:

$$\begin{cases} u(x,y,z) = \exp(\sqrt{2}\pi x) \sin(\pi(y+z)) + \frac{1}{6}(x^3 + y^3 + z^3), \\ f(x,y,z) = -(x+y+z). \end{cases}$$

We embed the domain into the regular domain $[-1,1]^3$. The FFT-based uniform grid solver takes only a couple of seconds in all the runs. The performance of the boundary integral solver component, along with the overall error, is shown in Table 6.
Example 5. This example demonstrates the handling of more complex geometry. We solve the Laplace problem on an unbounded domain with boundary shown in Fig. 7(a), contained in $[-1,1]^3$. The solution is set to be 1 on the boundary and approaches 0 at infinity. The performance is reported in Table 7. Fig. 7(b) shows the potential field on several slices of the domain.

Example 6. This example computes the Stokes flow around a static object (Fig. 8(a)). The flow velocity is $(0,0,1)$ at infinity and zero at the surface of the object. We evaluate the solution on a regular grid in box $(-1,1,1)$. Fig. 8(b) shows the magnitude of the flow velocity for several slices of the domain and the streamlines of the flow. The performance of the solver is reported in Table 8.

Example 7. Here, we compute the Stokes flow around a shape similar to starfish vesicles [48], Fig. 9(a). The boundary of the domain is shown in Fig. 9(b). The flow velocity is $(0,0,-1)$ at infinity and zero at the surface of the object. We evaluate the solution in a regular grid in box $(-1,1,1)$. Fig. 9(c) shows the magnitude of the flow velocity on several slices of the domain and the streamlines of the flow. The performance of the solver is reported in Table 9.

![Fig. 7. Example 5. Laplace equation on an unbounded domain. (a) The boundary surface of the domain and the cubic region for which the solution is evaluated. (b) Cross-section view of the solution.](image)

![Table 6](image)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$N$</th>
<th>Iterations</th>
<th>FMM(s)</th>
<th>Local(s)</th>
<th>Total(s)</th>
<th>Error</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000</td>
<td>1688</td>
<td>10</td>
<td>1.700e−01</td>
<td>1.250e+00</td>
<td>1.420e+01</td>
<td>3.166e−03</td>
<td>3.6949</td>
</tr>
<tr>
<td>0.0500</td>
<td>5480</td>
<td>10</td>
<td>1.140e+00</td>
<td>7.460e+00</td>
<td>8.600e+01</td>
<td>2.445e−04</td>
<td>4.0170</td>
</tr>
<tr>
<td>0.0250</td>
<td>20,736</td>
<td>10</td>
<td>5.120e+00</td>
<td>6.346e+01</td>
<td>6.858e+02</td>
<td>1.510e−05</td>
<td>2.9193</td>
</tr>
<tr>
<td>0.0125</td>
<td>78,792</td>
<td>10</td>
<td>1.883e+01</td>
<td>4.554e+02</td>
<td>4.742e+03</td>
<td>1.996e−06</td>
<td>3.2193</td>
</tr>
</tbody>
</table>

Only the data for the boundary integral solver are shown.
In the first four examples which have exact solutions, we observe an overall convergence rate between 3 and 4. In each example, the time of FMM computation increases linearly with respect to the number of the quadrature points. On the other hand, the time of performing the local corrections for integration near singularities grows more rapidly: it increases by a factor of eight as the number of Nyström points quadruples. These results match the analysis in Section 3.2.

Table 8

<table>
<thead>
<tr>
<th>Example 6. Stokes equations on an unbounded domain (Fig. 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0.0500</td>
</tr>
<tr>
<td>0.0250</td>
</tr>
</tbody>
</table>

Fig. 8. Example 6. Stokes equations on an unbounded domain. (a) The boundary surface of the domain and the rectangle region where the solution is evaluated. (b) Velocity magnitude for several cross-sections and streamlines of the fluid field.

Fig. 9. Example 7. Stokes equations with an unbounded domain. (a) A starfish vesicle from [48]. (b) The boundary surface of the domain. (c) The velocity magnitude and flow streamlines.
7. Conclusions

We have presented a high-order 3D boundary integral solver for elliptic PDEs for arbitrary domains with smooth boundaries. For problems requiring evaluation at sufficiently many points in the spatial domain, the solver has optimal complexity (linear in the number of evaluation points).

Numerical studies confirmed the expected asymptotic behavior for a variety of geometries and equations. Our boundary integral solver was also used to solve inhomogeneous problems on arbitrary 3D domains with smooth boundaries.

In this paper, we have not considered the problem of parallelizing this type of solvers. While the two most critical components (the kernel-independent FMM and FFTW) have been parallelized [50], other components (local corrections for singular integration, nearly singular integration) are not. Although they should be relatively easy to parallelize due to the local nature of computations involved, a complete scalable implementation is far from trivial and is a topic for future work.

While exhibiting expected asymptotic behavior, our current implementation is far from optimal, as the emphasis was on correctness rather than efficiency. Similarly, performance of many parts of the code can be improved.

Finally, we have only considered domains with smooth boundaries in this paper. However, domains with sharp features play an important role in many engineering applications. Extension of the current approach to domains with piecewise smooth boundaries is another important research direction, which likewise is no trivial if we want to preserve the high-order convergence rate.
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Appendix A. Error estimates for quadrature rules

In this appendix we derive the error bounds for the quadrature rules described in Section 3. These rules are used to compute the integrals

\[
\int_U D(x, g(c))\psi(c)\,dc \quad \text{and} \quad \int_U K(x, g(c))(\psi(c) - \psi(c'))\,dc
\]

over planar domains \(U\) for \(x = g(c')\) for a fixed \(c' \in U\). We assume that the values at quadrature points are computed exactly, \(g(\cdot)\) is \(C^\infty\)-continuous but not necessarily analytic, its Jacobian is of maximal rank and the functions \(\phi\) are \(C^M\) continuous for some \(M \geq 3\). The assumption on continuity of \(g(\cdot)\) can be relaxed if necessary, but we use the stronger assumption (of \(C^\infty\) smoothness) as all the surface parameterizations we use are \(C^\infty\)-continuous.

We use \(\partial^m f\) to denote \(m\)th derivative of \(f\) with respect to variable \(z\). We use \(C\) to denote constants in estimates, which may be different in different formulas.

The error of one-dimensional trapezoidal rule applied to a periodic \(C^M\)-continuous function on its period \([0, 1]\) is

\[
\epsilon_{\text{trap}}^{1D} \leq C(M) h^M \sup_{[0,1]} |\partial^M f|.
\]
Let $I_z$ be the operator $f \rightarrow \int_0^z f(z, \ldots) \, dz$, where $f$ is periodic in $z$ with the period equal to $t_z$. Let $I^b_z$ be the one-dimensional trapezoid rule operator, with spacing $h = t_z/N$ in variable $z$: $I^b_z f = \sum_{i=0}^{N-1} h f(z_i, \ldots)$. Consider a function of two variables $u$ and $v$. Then we observe that operators applied to different variables commute. This allows us to express the error for the two-dimensional rule as follows:

$$
\epsilon_{\text{trap}}^{2D} = \int_0^h (I_u f - I^b_u I_v f) + (I_v f - I^b_v I_u f)
$$

The first term is the error of the trapezoidal rule used to integrate $I_u f$ with respect to $u$; the second term is the error of the trapezoidal rule used to integrate $I^b_u f$ with respect to $v$. Applying the error estimates and observing that $\partial_u$ commutes with $I_v$ and $\partial_v$ commutes with $I_u^b$, we obtain the estimate

$$
\epsilon_{\text{trap}}^{2D} < C(M) h^M \sup_{[0,t_z]} \left| \partial_u^M f \right| + C(M) h^M \sup_{[0,t_z]} \left| \partial_v^M f \right|.
$$

Bounding the integral and the sum from above, we obtain the error bound for the two-dimensional trapezoidal rule:

$$
\epsilon_{\text{trap}}^{2D} < C(M) \left( h^M \sup_{[0,t_z]} \left| \partial_u^M f \right| + h^M \sup_{[0,t_z]} \left| \partial_v^M f \right| \right),
$$

We first prove the convergence result of the quadrature rule used for $(x,y)\phi(y)$. 

**Lemma A.1.** Suppose $f(q) : A \to \mathbb{R}$, is a $C^M$-continuous function, $f(q)|q|^k$, $k < M$, is bounded, and $A \subset \mathbb{R}^2$ contains the disk of radius $a$ centered at zero. Let $q(x,0) = (\rho \cos \theta, \rho \sin \theta)$. Then

1. $f(q(\rho,0))\rho^{-k}$ is $C^{M-1}$-continuous on $[-a,a] \times [0,\pi]$.
2. The derivatives of $f(q)|q|^k$ of order $m \leq M-1$ are bounded from above by $C \rho^{-m}$.

**Proof.** Let $f(q,0) = f(q(\rho,0))$. For $\rho \neq 0$, the first part of the lemma follows from the chain rule; we only need to show that $\partial_\rho \partial_\theta (\rho^{-k} f)$ converges as $\rho \to 0$, for $i + j \leq M - k$, and the limit is a continuous function of $\theta$. To simplify exposition, we consider $\partial_\rho$ only; the general case is analogous.

Let $T_m^f(\rho)$, $M \geq m \geq k$, be the Taylor polynomial of degree $m$ at zero for the function $f(\rho,0)$ with respect to $\rho$, with coefficients dependent on $\theta$. Then $f$ can be expressed as

$$
f = T_m^f + R_m^1,
$$

where $R_m^1 \rho^{-m} \to 0$ for $\rho \to 0$. Because $f \rho^{-k}$ is bounded, the first $k - 1$ terms of $T_m^f$ are zero. Also, $\partial_\rho^j T_m^f$ is the Taylor polynomial of degree $m - j$ for $\partial_\rho^j f$.

$$
\partial_\rho^j f = \partial_\rho T_m^f + R_m^{j-1}.
$$

By comparing the formulas for $f$ and $\partial_\rho f$ we obtain the equality

$$
R_m^{j-1} \theta^{-j} \to 0 \text{ for } \rho \to 0.
$$

Consider

$$
\partial_\rho^j (\rho^{-k} f) = \partial_\rho^j (\rho^{-k} T_m^f) + \partial_\rho^j (\rho^{-k} R_m^1).
$$

Because the first $k - 1$ terms of $T_m^f$ are zero, the first term is a derivative of a polynomial and is well-defined for any $\rho$; the limit at $\rho = 0$ can be easily verified to be $(j!/(k!)) (\partial_\rho^{k+j} f)(0)$. It remains to verify that the limit of $\partial_\rho^j (\rho^{-k} R_m^1)$. By the product derivative formula,

$$
\partial_\rho^j (\rho^{-k} R_m^1) = \sum \binom{l}{j} \partial_\rho^{l-j} R_m^{j+1} \frac{k!}{(j-l)!} \rho^{-j+l+1}.
$$

As $\partial_\rho^j R_m^{j+1} = R_m^{j+1-l}$, each term can be rewritten as $C(R_l^{(m-j)} \rho^{-m-j})$. As $R_l^{m+1-l} \rho^{-m-j} \to 0$ as $\rho \to 0$ (it is a remainder term in Taylor expansion of $\partial_\rho^j f$ of degree $m - l$), the whole sum converges to zero if $m \geq j + k$. As we can choose $m$ in the range from 0 to $M$, we conclude that the limit of $\partial_\rho^j (\rho^{-k} f)$ at $\rho = 0$ is $(j!/(k!)) (\partial_\rho^{k+j} f)(0)$, if $k + j \leq M$. Its continuity follows from the continuity of derivatives of $f$. 

The second part of the lemma easily follows from the first. If \( f \) is differentiable in polar coordinates, then at any point away from zero, we can express derivatives with respect to \( q_1 \) and \( q_2 \) as \( \partial_1 = \cos \theta \partial_{\rho} - \rho^{-1} \sin \theta \partial_{\phi} \) and \( \partial_2 = \sin \theta \partial_{\rho} + \rho^{-1} \cos \theta \partial_{\phi} \), respectively. As \( f \rho^{-1} \) is bounded and all derivatives up to order \( M - 1 \) with respect to \( \theta \) and \( \rho \) are bounded, in the expressions for the derivatives of \( f \) the only factors that are not bounded have the form \( \rho^{1} \), and one can show by induction that for derivatives of order \( m \), the maximal value of \( l \) is \( m \). □

We observe that if the function \( f \) is \( C^\infty \)-continuous, the lemma can be applied for arbitrary \( M \).

**Lemma A.2.** Let \( g(c) \) be a \( C^\infty \)-continuous regular parametrization of a part of the boundary \( \Gamma \), \( c' \) a fixed point in the parametrization domain \( C \) containing a disk of radius \( a \) centered at \( c' \), and \((\rho, \theta)\) a polar coordinate system centered at \( c' \). The kernel \( D(x, y) \) defined by (2) has the following properties on the boundary:

1. \( \rho D(g(c')), g(c(\rho, 0))) \) is a \( C^\infty \)-continuous function of \( \rho \) and \( \theta \) on \([-a, a] \times [0, \pi] \);
2. as \( \rho \to 0 \), the \( m \)th order derivatives of \( \rho D(g(c'), g(c)) \) with respect to \( c \) are \( O(\rho^{-(m+1)}) \).

**Proof.** Let \( r = g(c') - g(c) \). The matrix function \( \rho D \) can be decomposed into a combination of several functions, each satisfying the conditions of **Lemma A.1**:

\[
\rho D(g(c'), g(c)) = -\frac{3}{4\pi} (r/\rho \otimes r/\rho) \frac{(r \cdot n(g(c)))}{\rho^2} (r^2 / \rho^2)^{-5/2}.
\]

As \( g \) is non-singular at \( c = c' \), all components of \( r/\rho \) are bounded from below, as is \( r^2/\rho^2 \). For \( (r \cdot n(g(c))) \), an explicit calculation using Taylor expansions shows that the linear terms in \( \rho \) vanish, and the first non-zero terms are of order \( \rho^2 \).

By **Lemma A.1**, \( (r/\rho, r^2/\rho^2 \text{ and } (r \cdot n(g(c(\rho, 0)))) \) are all \( C^\infty \)-continuous in polar coordinates.

As \( r^2/\rho^2 \) can be bounded from below by a constant \( C > 0 \), the negative power function in the last factor of the decomposition does not affect smoothness, so \( \rho D(g(c'), g(c(\rho, 0))) \) is \( C^\infty \)-continuous.

Using the second part of **Lemma A.1**, we conclude that the growth of \( m \)th order derivatives of \( \rho D \) is bounded by \( \rho^m \). To obtain the rate of growth for derivatives of \( D \), we apply the product derivative formula to \( (\rho D)\rho^{-1} \); the resulting rate is \( \rho^{m+1} \). □

**Theorem A.3.** The error of the quadrature rules of Section 3.1 for the integral \( (D\phi)(x) \), evaluated at any \( x \) on the boundary \( \Gamma \) is \( O(h^{M+1/2}) \) if \( \phi \) is \( C^M \) continuous.

**Proof.** We consider two parts of the integral separately.

**Non-singular part.** In this case, the singularity is eliminated by multiplying \( D \) by \((1 - \eta(c)) \), with \( \eta_0(c) = \chi(c/\sqrt{h}) \) where \( \chi : [0, \infty) \to [0, 1] \) is a \( C^\infty \) function which is 1 in a neighborhood of zero, and \( \chi(r) = 0 \) for \( r \geq 1 \).

To apply the estimate for the trapezoidal rule (28), we need to estimate the magnitude of the derivative of the integrand, which depends on \( h \). By **Lemma A.2** \( m \)th derivatives of \( D \) are \( O(\rho^{-m-1}) \); as \( 1 - \eta_0(c) \) vanishes in a circle of radius \( \sqrt{h}/4 \), derivatives of \( D \) contribute to the derivatives of the product only outside this circle, and can be bounded by \( Ch^{-1}\). By **Lemma A.1**, we conclude that the growth of \( m \)th order derivatives of \( \rho D \) is bounded by \( \rho^m \).

We obtain the bound \( h^{m/2} \) for the derivatives of \((1 - \eta_0(c)) \) of order \( m \) by applying the chain rule to \( \chi(\cdot/\sqrt{h}) \).

Substituting the bounds for \( \partial^m_1 D \) and \( \partial^m_2 (1 - \eta_0(c)) \) into the product derivative formula for \( \partial^m_1 (D(g(c)), g(c)) \), we obtain

\[
|\partial^M_j (D(g(c)), g(c))(1 - \eta(c))\phi(c)| < C h^{-M+1/2}.
\]

Combining this estimate with the 2D trapezoidal rule error estimate, we obtain the error bound for the first part of the integral: \( O(h^{M-(M+1)/2}) = O(h^{M-1/2}) \).

**Singular part.** This part is integrated using the trapezoidal rule in polar coordinates. We integrate \( \rho D(g(c'), g(c(\rho, 0)))\phi(\rho, \theta) \eta_0(\rho) \). We denote \( f(\rho, \theta) = \rho D(g(c'), g(c(\rho, 0)))\phi(\rho, \theta) \). By **Lemma A.1**, \( f \) is a \( C^M \)-continuous function. The function \( \eta_0 \) vanishes for \( \rho = 1/\sqrt{h} \) and is periodic in \( \theta \); therefore, it can be extended to a periodic \( C^M \)-continuous function on the plane and the trapezoidal rule error estimate applies.
The derivatives $\partial^n_\theta (f \eta_0)$ are all bounded with respect to $h$, as $\eta_0$ does not depend on $\theta$. Similarly to the non-singular case, we obtain estimates for $\partial^n_\theta (f \eta_0)$ by using the chain rule to bound derivatives of $\eta_0$ from above by $C h^{-m/2}$, and use the product derivative rule and boundedness of derivatives of $f$ to extend the bound to $\partial^n_\rho (f \eta_0)$.

Applying (28), with $h_0 = \sqrt{h}$, $h_\rho = h$, and with $\partial^n_\theta (f \eta_0) = O(1)$ and $\partial^n_\rho (f \eta_0) = O(h^{-M/2})$, we obtain the error bound of order $O(h^{M/2})$.

Combining the error bounds for the singular and non-singular parts yield the statement of the theorem.

We then prove the convergence result of the quadrature rule used for $K(x,y)(\phi(y) - \phi(x))$.

**Lemma A.4.** Suppose that $f : \mathbb{R} \rightarrow \mathbb{R}$ can be written in the following form:

$$f(\rho) = \frac{1}{\rho} S(\rho),$$

where $S$ is a $C^M$ function. Then the trapezoidal rule with quadrature points at $(k - \frac{1}{2})h$ results an $O(h^{m-1})$ error for the integral

$$\int_{-\sqrt{h}}^{\sqrt{h}} f(\rho) \chi \left( \frac{|\rho|}{\sqrt{h}} \right) d\rho.$$

**Proof.** We use the singularity subtraction to rearrange the integral:

$$\int_{-\sqrt{h}}^{\sqrt{h}} \frac{1}{\rho} S(\rho) \chi \left( \frac{|\rho|}{\sqrt{h}} \right) d\rho = \int_{-\sqrt{h}}^{\sqrt{h}} \frac{1}{\rho} (S(\rho) - S(0)) \chi \left( \frac{|\rho|}{\sqrt{h}} \right) d\rho + \left( \int_{-\sqrt{h}}^{\sqrt{h}} \frac{1}{\rho} \chi \left( \frac{|\rho|}{\sqrt{h}} \right) d\rho \right) S(0).$$

The integrand of the first integral is $C^{M-1}$-continuous and can be extended periodically. The trapezoidal rule with quadrature points $(k - \frac{1}{2})h$ has $O(h^{m-1})$ accuracy for this integral. The second integral is a Cauchy integral with the principal value zero. The trapezoidal rule for this integral with $(k - \frac{1}{2})h$ as quadrature points produces zero as well, since the quadrature points, the function $\chi(\frac{1}{\sqrt{h}})$ and the integration domain are symmetric around the origin.

Therefore, the trapezoidal rule has an overall error of order $O(h^{m-1})$ for the principal value of the integral.

**Lemma A.5.** Let $g(c)$ be a $C^\infty$-continuous regular parametrization of a part of the boundary $\Gamma$, $c'$ a fixed point in the parametrization domain $C$ containing a disk of radius a centered at $c'$, and $(\rho, 0)$ is a polar coordinate system centered at $c'$. Suppose $\phi$ is $C^M$.

The function $K(x,y)(\phi(y) - \phi(x))$ has the following properties on the boundary:

1. $\rho K(g(c'), g(c(\rho, 0)))(\phi(y) - \phi(x))$ can be written as $S(\rho, 0)/\rho$ in polar coordinates, where $S$ is a $C^{M-1}$ function.
2. As $\rho \rightarrow 0$, all $m$th derivatives of $K(g(c'), g(c(\rho, 0)))(\phi(y) - \phi(x)$ with respect to $c$ are $O(\rho^{-m+1})$ for any $m \leq M$.

**Proof.** We consider the function $\rho^2 K(g(c'), g(c(\rho, 0)))(\phi(y) - \phi(x))$. Let $r = g(c') - g(c(\rho, 0))$. Since

$$K(g(c'), g(c(\rho, 0))) = \frac{n(y)}{|r|^3} - 3 \frac{r \cdot n(y)}{|r|^3}.$$

By Lemma A.1 implies that $\rho^3 K(g(c'), g(c(\rho, 0)))$ is a $C^\infty$ function in polar coordinates. Also by Lemma A.1 for $C^M$ functions, $(\phi(y) - \phi(x))/\rho$ is a $C^{M-1}$ function in the polar coordinates. Thus, $\rho^3 K(g(c'), g(c(\rho, 0)))(\phi(y) - \phi(x))$ is a $C^{M-1}$ in polar coordinates, which proves the first property.

Since $\rho^3 K(g(c'), g(c(\rho, 0)))$ is a $C^\infty$ function in polar coordinates, it follows that

$$\rho^3 K(g(c'), g(c(\rho, 0)))(\phi(y) - \phi(x))$$

is a $C^M$ function in polar coordinates. Using the second part of Lemma A.1 and the product derivative formula, we conclude that the $m$th derivatives of $K(g(c'), g(c(\rho, 0)))(\phi(y) - \phi(x))$ are $O(\rho^{-m+1})$. □
Theorem A.6. The error of the quadrature rule of Section 3.1 for the integral of \( K(x, y)(\phi(y) - \phi(x)) \) evaluated at any \( x \) on the boundary of \( \Gamma \) is \( O(h^{\frac{3}{2}}) \) if \( \phi \) is \( C^M \).

Proof. The structure of the proof is similar to the proof of Theorem A.3. The integral over each patch \( U \) is decomposed into two parts:

\[
\int_U K(g(c'), g(c))(1 - \eta(c))(\psi(c) - \psi(c')) \, dc + \int_U K(g(c'), g(c))\eta(c)(\psi(c) - \psi(c')) \, dc.
\]

The integrand of the first integral is not singular. The \( M \)th derivatives of \( 1 - \eta(c) \) are \( O(h^M) \) and the \( M \)th derivatives of \( K(g(c'), g(c)) (\psi(c) - \psi(c')) \) on the support of \( 1 - \eta(c) \) can be bounded by \( O(h^{\frac{3}{2}}) \) by the second part of Lemma A.5. It follows from product derivative formula that the \( n \)th derivatives of \( K(g(c'), g(c)) (1 - \eta(c))(\psi(c) - \psi(c')) \) are of order \( O(h^{\frac{3}{2}}) \). Applying the error estimate of the 2D trapezoidal rule results an error bound of \( O(h^{\frac{3}{2}}) \).

We write the second integral, which is singular, in polar coordinates:

\[
\int \int \rho K(g(c'), g(c))\eta(c)(\psi(c) - \psi(c')) \, d\rho \, d\theta.
\]

It follows from the first part of Lemma A.5 that the integrand can be written as \( S(\rho, \theta)\rho \) where \( S(\rho, \theta) \) is a \( C^{M-1} \) function. We use Lemma A.4 to conclude that the 1D quadrature rule for

\[
\int \rho K(g(c'), g(c))\eta(c)(\psi(c) - \psi(c')) \, d\rho \tag{29}
\]

has an error bound \( O(h^{\frac{3}{2}}) \). Since (29) as a function of \( \theta \) is periodic for \( \theta \in [0, \pi] \), the convergence rate of the quadrature rule for the second integral is also \( O(h^{\frac{3}{2}}) \).

Combining the error bounded for the non-singular and singular parts, we conclude the overall error bound is \( O(h^{\frac{3}{2}}) \). \( \square \)

Appendix B. Derivation of pressure jump

We choose a local orthonormal frame \( \mathbf{a}, \mathbf{b} \) in the tangent plane at \( x \). There are three conditions on the jumps:

\[
[[u]] = \phi, \tag{30}
\]

\[
[(-pl + \mu(\nabla u + \nabla u'))\mathbf{n}] = 0 \quad \text{(Lyapunov-Tauber condition),} \tag{31}
\]

\[
[[\text{div } u]] = 0. \tag{32}
\]

Let \( \mathbf{a}, \mathbf{b} \) be a local orthonormal frame in the tangent plane at \( x \). Differentiating in directions \( \mathbf{a} \) and \( \mathbf{b} \) in (30), we get

\[
[[\nabla u]]\mathbf{a} = \phi\mathbf{a}, \quad [[\nabla u]]\mathbf{b} = \phi\mathbf{b}.
\]

This implies the following six equalities:

\[
\mathbf{a}'[[\nabla u]]\mathbf{a} = \mathbf{a}'\phi\mathbf{a}, \quad \mathbf{a}'[[\nabla u]]\mathbf{b} = \mathbf{a}'\phi\mathbf{b},
\]

\[
\mathbf{b}'[[\nabla u]]\mathbf{a} = \mathbf{b}'\phi\mathbf{a}, \quad \mathbf{b}'[[\nabla u]]\mathbf{b} = \mathbf{b}'\phi\mathbf{b},
\]

\[
\mathbf{n}'[[\nabla u]]\mathbf{a} = \mathbf{n}'\phi\mathbf{a}, \quad \mathbf{n}'[[\nabla u]]\mathbf{b} = \mathbf{n}'\phi\mathbf{b}.
\]

Taking dot products of (31) with \( \mathbf{a} \) and \( \mathbf{b} \) results in

\[
\mathbf{a}'([[\nabla u]]) + [[\nabla u]]\mathbf{n} = 0, \quad \mathbf{b}'([[\nabla u]]) + [[\nabla u]]\mathbf{n} = 0.
\]

Since \( \text{div } u = \text{tr}(\nabla u) \) and \( \text{tr}(A) = \text{tr}(ABB^{-1}) = \text{tr}(B^{-1}AB) \),
\( \text{tr}((x, \beta, n) | (\nabla u)(x, \beta, n)) = 0, \)

which is equivalent to
\[
\begin{align*}
\n^*\nabla u|_x + \beta^* \nabla u|_\beta + n^* \nabla u|_n = 0.
\end{align*}
\]

Combining all conditions on \( \nabla u \), we obtain
\[
[[\nabla u]] = (x, \beta, n) \begin{pmatrix} \nabla x & \beta \nabla y & -(\beta n) \\ \beta \nabla x & \beta \nabla y & -n \beta \\ n \beta x & n \beta y & -x n \end{pmatrix} (x, \beta, n)^t.
\]

Putting it back into (31), we have
\[
[[p]] = -2\mu(\nabla x + \beta \nabla y).
\]

**Appendix C. Error estimate of nearby evaluation**

In this appendix, we prove that the algorithm described in Section 4 achieves high-order convergence.

**Lemma C.1.** For \( x \in \Omega_0 \), the error of the algorithm is \( O(h^{\frac{3}{2}}) \) if \( \phi \) is \( C^M \)-continuous.

**Proof.** For a fixed \( x \), the integral over a single chart \( U \) is
\[
\int_U D(x, g(c)) \psi(c) \, dc,
\]
where \( \psi(c) = w(g(c)) \phi(g(c)) J(c) \). In order to estimate the error of the trapezoidal rule, we need to estimate \( \partial_j^M(D(x, g(c)) \psi(c)) \) for \( j = 1, 2 \). Since \( g \) is \( C^\infty \) and \( \phi \) is \( C^M \), all \( M \)th order derivatives of \( \psi(c) \) are uniformly bounded and it suffices to control \( \partial_j^M(D(x, g(c)) \) with respect to the chart parameterization, are bounded by a multiple of supremum of all \( M \)th order derivatives of \( D(x, y) \), with respect to \( y \).

Since \( D(x, y) = \frac{1}{|r|} S(r) \) for a \( C^\infty \) function \( S \), we have the following estimate for any multiindex \( \beta \) with \( |\beta| = M \),
\[
|\partial_j^M(D(x, y))| \leq C \frac{1}{|r|^{M+2}},
\]
where \( r = x - y \) and the constant \( C \) is independent of \( r \). Therefore, we have the following estimates for the \( M \)th derivatives of \( f(c) \):
\[
|\partial_j^M(D(x, g(c)) \psi(c))| \leq C \frac{1}{|r|^{M+2}} \leq C \frac{1}{h^{M+2}},
\]
for \( j = 1, 2 \). By (28), the error of using the trapezoidal rule to integrate \( f \) is bounded by
\[
C \left( \sup_{j, c} |\partial_j^M(D(x, g(c)) \psi(c))| \right) h^M = O(h^{\frac{3}{2}}). \]

**Lemma C.2.** For \( x \in \Omega_1 \), the error of the algorithm is \( O(h^{\frac{3}{2}}) \) if \( \phi \) is \( C^M \)-continuous.

**Proof.** We apply the same estimate (33), except we use \( h \) instead of \( \sqrt{h} \), obtaining the error bound of order \( O(h^{-M/2}) \). Therefore, the error of using the trapezoidal rule on the refined grid with spacing \( h^{3/2} \) can be bounded by
\[
C \left( \sup_{j, c} |\partial_j^M(D(x, g(c)) \psi(c))| \right) h^{\frac{3}{2}} = O(h^{\frac{3}{2}}). \]

**Lemma C.3.** For \( x \in \Omega_2 \), the error of the algorithm is \( O(h^{\min(\frac{3}{2}, L)}) \) if \( \phi \) is \( C^M \)-continuous.
Proof. The limit velocity at \( x_0 \), \( \frac{1}{2} \phi(x_0) + D\phi(x_0) \), has convergence rate \( O(h^{\frac{M}{2} - 1}) \) by Theorem A.3. From the previous lemma, we know that the computed values of \( (D\phi) \) on \( x_\ell \), \( \ell = 1, \ldots, L \) converge as \( O(h^{\frac{M}{2} - 1}) \). The error introduced by the Lagrange interpolation procedure is of order \( O(h^3) \). Therefore, the overall error is at most \( O(h^{\min(\frac{M}{2} - 2, L)}) \).

Combining these lemmas, we are ready to state the following theorem:

Theorem C.4. For any \( x \in \Omega \), the error of the algorithm described in Section 4 can be bounded by \( O(h^{\min(\frac{M}{2} - 2, L)}) \) if \( \phi \) is \( C^M \)-continuous.
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